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ABSTRAK

Prestasi akademik siswa merupakan indikator penting dalam menilai keberhasilan proses pem-
belajaran di sekolah. Penentuan prestasi akademik yang masih dilakukan secara konvensional
berdasarkan nilai rapor dan kedisiplinan sering kali kurang efisien dan objektif. Oleh karena itu,
penelitian ini bertujuan untuk menerapkan serta membandingkan algoritma K-Nearest Neighbor
(KNN) dan Naive Bayes Classifier (NBC) dalam mengklasifikasikan prestasi akademik siswa
berdasarkan nilai rapor dan kedisiplinan pada SMK Pesantren Teknologi Riau. Metode penelitian
menggunakan pendekatan data mining melalui tahapan pengumpulan data, preprocessing, pemo-
delan, dan evaluasi dengan tools RapidMiner. Evaluasi model dilakukan menggunakan confusion
matrix. Hasil penelitian menunjukkan bahwa algoritma KNN memperoleh akurasi sebesar 99,35%,
sedangkan Naive Bayes Classifier mencapai akurasi sebesar 100%, yang menunjukkan performa
sangat baik dalam klasifikasi prestasi akademik siswa.
Kata Kunci: Klasifikasi, Prestasi Akademik, Data Mining, K-Nearest Neighbor (KNN), Naive
Bayes Classifier (NBC)
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ABSTRACT

Student academic achievement is an important indicator in assessing the success of the learning
process at school. Determining academic achievement, which is still done conventionally based on
report card scores and discipline, is often inefficient and subjective. Therefore, this study aims to
apply and compare the K-Nearest Neighbor (KNN) and Naive Bayes Classifier (NBC) algorithms
in classifying student academic achievement based on report card scores and discipline at the Riau
Islamic Technical Vocational School. The research method used a data mining approach through the
stages of data collection, preprocessing, modeling, and evaluation with RapidMiner tools. Model
evaluation was performed using a confusion matrix. The results showed that the KNN algorithm
achieved an accuracy of 99.35%, while the Naive Bayes Classifier achieved an accuracy of 100%,
indicating excellent performance in classifying student academic achievement.
Keywords: Classification, Academic Achievement, Data Mining, K-Nearest Neighbor (KNN),
Naive Bayes Classifier (NBC)
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Sekolah Menengah Kejuruan (SMK) Pesantren Teknologi Riau adalah salah

satu institusi pendidikan formal yang menyelenggarakan pendidikan kejuruan di t-
ingkat menengah, yang menjadi lanjutan dari jenjang SMP atau sederajat. Sebagai
sekolah kejuruan, SMK Pesantren Teknologi Riau memiliki tujuan untuk meng-
hasilkan lulusan yang tidak hanya memiliki kompetensi akademik yang baik, tetapi
juga memiliki keterampilan yang siap digunakan dalam dunia kerja. Oleh kare-
na itu, penilaian terhadap prestasi akademik siswa menjadi aspek penting dalam
menentukan kualitas pendidikan yang diberikan oleh sekolah (Hidayatullah, Nilo-
giri, dan Al Faruq, 2022).

Prestasi akademik adalah hasil yang dicapai oleh siswa dalam menempuh
pendidikan, yang biasanya diukur melalui nilai rapor, ujian, dan evaluasi lainnya.
Prestasi ini mencerminkan pemahaman siswa terhadap materi pembelajaran serta
kemampuan mereka dalam mengaplikasikan ilmu yang telah dipelajari (Lastari dan
Jasmir, 2023). Selain itu, prestasi akademik juga dapat menjadi indikator keberhasi-
lan sekolah dalam menerapkan kurikulum dan metode pembelajaran yang efektif.
Faktor yang memengaruhi prestasi akademik siswa meliputi motivasi belajar, ling-
kungan sekolah, dukungan dari keluarga, serta kedisiplinan siswa dalam mengikuti
proses pembelajaran (Cholil, Handayani, Prathivi, dan Ardianita, 2021).

Acuan yang digunakan dalam menentukan siswa yang berprestasi di SMK
Pesantren Teknologi Riau meliputi nilai rata-rata rapor sekolah yang baik serta ke-
disiplinan selama mengikuti pembelajaran. Kedisiplinan ini dapat diukur melalui
absensi siswa, keterlibatan dalam kegiatan sekolah, serta kepatuhan terhadap aturan
yang berlaku (Winantu dan Khatimah, 2023). Dalam proses penilaian, terdapat tiga
ranah kompetensi yang menjadi pertimbangan utama, yaitu kompetensi sikap, kom-
petensi pengetahuan, dan kompetensi keterampilan. Dengan mempertimbangkan
berbagai faktor tersebut, sekolah dapat memberikan apresiasi kepada siswa yang
memiliki prestasi akademik unggul sekaligus memberikan perhatian khusus kepada
siswa yang mengalami kendala dalam pembelajaran (Prasetyawan dan Gatra, 2022).

Dalam pelaksanaannya, pengelompokan siswa berdasarkan prestasi
akademik masih dilakukan secara konvensional, yakni dengan melihat nilai rapor
dan catatan kedisiplinan secara manual. Metode ini memiliki keterbatasan, terutama
dalam hal efisiensi dan akurasi (Siburian, Refisis, Rangkuti, Napitupulu, dan Idrus,
2024). Proses klasifikasi secara manual menjadi sangat kompleks dan rentan ter-



hadap kesalahan dalam pengambilan keputusan. Oleh karena itu, diperlukan suatu
metode yang lebih sistematis dan berbasis teknologi untuk mengoptimalkan proses
klasifikasi prestasi akademik siswa (Purwaningsih, Nurelasari, dkk., 2021).

Permasalahan yang sering muncul dalam klasifikasi prestasi akademik
adalah sulitnya menentukan kategori siswa secara objektif karena adanya variasi
dalam nilai dan kedisiplinan yang tidak selalu linear. Nilai rata-rata yang didap-
atkan siswa pada setiap semester dapat diklasifikasikan untuk mendapatkan infor-
masi yang lebih akurat dengan menambahkan daftar nilai poin kedisiplinan sebagai
parameter tambahan dalam penilaian. Dengan adanya metode klasifikasi yang tepat,
sekolah dapat memperoleh hasil yang lebih akurat dalam menilai prestasi siswa ser-
ta meningkatkan efektivitas dalam memberikan bimbingan akademik (Prasetyawan
dan Gatra, 2022)

Belum adanya metode khusus yang digunakan untuk mengklasifikasikan
siswa berdasarkan prestasinya serta banyaknya kemiripan data menyebabkan ser-
ing terjadi kesalahan dalam klasifikasi. Oleh karena itu, diperlukan suatu pen-
dekatan berbasis data mining yang dapat mengoptimalkan proses klasifikasi prestasi
akademik siswa (Siburian dkk., 2024). Data mining adalah proses penggalian infor-
masi yang berguna dari kumpulan data besar, yang melibatkan analisis data, penge-
nalan pola, serta manajemen basis data. Metode ini memungkinkan sekolah untuk
memperoleh wawasan yang lebih dalam terhadap pola prestasi akademik siswa, se-
hingga dapat digunakan sebagai dasar pengambilan keputusan yang lebih akurat
(Solihati, Hidayanti, dan Kania, 2022).

Klasifikasi dalam data mining merupakan proses penempatan atau pemili-
han atribut dan parameter yang tepat berdasarkan dataset yang akan diklasifikasikan
dalam menentukan akurasi pada proses penghitungannya. Salah satu teknik k-
lasifikasi yang dapat digunakan adalah algoritma K-Nearest Neighbor (KNN) dan
Naı̈ve Bayes Classifier (NBC). KNN adalah algoritma yang bekerja berdasarkan
kedekatan data dengan data lain dalam suatu ruang multidimensi, sehingga memili-
ki keunggulan dalam mengklasifikasikan data yang memiliki pola yang tidak terlalu
kompleks (Cholil dkk., 2021).

Namun, kelemahannya adalah sensitivitas terhadap jumlah tetangga yang
dipilih serta waktu komputasi yang tinggi ketika jumlah data besar. Di sisi lain,
Naı̈ve Bayes Classifier adalah metode klasifikasi berbasis probabilitas yang memi-
liki keunggulan dalam menangani data dengan dimensi tinggi dan memberikan hasil
yang cepat. Namun, kelemahannya adalah asumsi independensi antar variabel yang
terkadang tidak sesuai dengan data yang dianalisis (Marpaung dkk., 2021).

Adapun penelitian yang dilakukan oleh Lastari dan Jasmir (2023), meneli-

2



ti tentang Penerapan Data Mining Untuk Memprediksi Prestasi Siswa SMA Pada
Dinas Pendidikan Provinsi Jambi. Attibut yang digunakan dalam penelitian ini
adalah nilai 6 Mata Pelajaran dari tiap jurusan yang dimiliki: Bahasa Indonesia,
Matematika, Bahasa Inggris, Biologi, Kimia, Fisika, Sosiologi, Ekonomi, Geografi.
Penelitian menunjukkan bahwa algoritma K-NN (K=3) memiliki akurasi terting-
gi (61,9%) dengan error MSE 0,38 dalam memprediksi keberlanjutan studi siswa,
mengungguli Naı̈ve Bayes (58%) dan RapidMiner KNN (51%). Hal ini menun-
jukkan efektivitas K-NN dalam menganalisis prestasi akademik berdasarkan nilai
mata pelajaran utama (Lastari dan Jasmir, 2023).

Selanjutnya penelitian yang dilakukan oleh Hidayatullah dkk (2022),
meneliti tentang Klasifikasi Siswa Berprestasi Menggunakan Metode K-Nearest
Neighbor (KNN) Pada SMA Negeri 2 Situbondo. Penelitian ini menunjukkan bah-
wa metode KNN efektif mengklasifikasikan prestasi siswa dengan akurasi 94%,
presisi 91%, dan recall 91%, diperoleh pada skenario K=5 dengan KNN=7. Teknik
ini mendukung penyebaran siswa yang merata untuk meningkatkan efektivitas be-
lajar. (Hidayatullah dkk., 2022) Penelitian yang dilakukan oleh Purwaningsih dan
Nurelasari (2021), menunjukkan bahwa metode K-Nearest Neighbor (KNN) mam-
pu memprediksi tingkat kelulusan siswa dengan akurasi sebesar 96,49%. Faktor
yang digunakan dalam prediksi meliputi nilai akademik, sikap, dan faktor sosial,
meskipun masih diperlukan pertimbangan faktor lain untuk meningkatkan akurasi
prediksi (Purwaningsih dkk., 2021).

Adapun penelitian yang dilakukan oleh Marpaung (2021), menunjukkan
bahwa klasifikasi prestasi siswa di SMA Negeri 1 Panombeian Panei menggunakan
algoritma Naı̈ve Bayes mencapai akurasi sebesar 91,00%. Dengan empat atribut
utama, yaitu keberadaan guru, kemampuan siswa, motivasi, dan lingkungan seko-
lah, model ini mampu memprediksi siswa kurang berprestasi dengan class preci-
sion 83,33% dan class recall 80,00%, serta siswa berprestasi dengan class preci-
sion 93,42% dan class recall 94,67% (Marpaung dkk., 2021). Penelitian yang di-
lakukan oleh Winantu dan Khatimah (2023), menunjukkan bahwa algoritma Naı̈ve
Bayes lebih unggul dibandingkan k-Nearest Neighbor (k-NN) dalam memprediksi
prestasi siswa berdasarkan data rapor, dengan tingkat akurasi klasifikasi (CA) sebe-
sar 0.909 dan nilai AUC yang sama. Model Naı̈ve Bayes juga memiliki F1-score,
Precision, dan Recall yang lebih tinggi dibandingkan k-NN, sehingga lebih efektif
dalam klasifikasi prestasi siswa (Winantu dan Khatimah, 2023).

Berdasarkan penelitian sebelumnya, penelitian ini akan membandingkan
Algoritma KNN dan NBC untuk mencari efektivitas prestasi akademik siswa
berdasarkan nilai rapor dan kedisiplinan pada Siswa SMK Pesantren Teknologi Ri-
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au. Penelitian ini diharapkan dapat meningkatkan akurasi dalam penentuan prestasi
akademik siswa serta memudahkan pihak sekolah dalam mengelompokkan siswa
berdasarkan pencapaian mereka. Penelitian ini bertujuan untuk mengembangkan
metode klasifikasi yang lebih objektif dan akurat, sehingga dapat menjadi solusi
dalam pengelolaan data akademik siswa di SMK Pesantren Teknologi Riau.

1.2 Rumusan Masalah
Berdasarkan permasalaahan diatas, rumusan masalah dalam tugas akhir ini

adalah bagaimana mengklasifikasikan prestasi akademik siswa berdasarkan nilai
rapor dan kedisiplinan di SMK Pesantren Teknologi Riau?.

1.3 Batasan Masalah
Dalam melakukan suatu penelitian, perlu adanya batasan-batasan agar tidak

menyimpang dari apa yang telah direncanakan, adapun batasan masalah dalam
penelitian ini:

1. Studi kasus pada penelitian ini hanya mengelola data nilai rapor dan nilai
kedisiplinan Siswa SMK Pesantren Teknologi Riau.

2. Dataset diambil langsung oleh peneliti di SMK Pesantren Teknologi Riau.
3. Objek penelitian ini mengenai nilai rapor dan nilai kedisiplinan siswa.
4. Pengolahan dataset menggunakan Tools RapidMiner.

1.4 Tujuan
Adapun tujuan penelitian ini adalah:

1. Memodelkan dan menerapkan Algoritma K-Nearest Neighbor (KNN) dan
Naive Bayes Classifer (NBC) pada data nilai rapor dan kedisiplinan siswa
SMK Pesantren Teknologi Riau.

2. Menerapkan Algoritma K-Nearest Neighbor (KNN) dan Naive Bayes Clas-
sifer (NBC) berdasarkan nilai Akurasi, Recall dan Presisi dari data utama.

3. Menghasilkan prediksi dan pengambilan keputusan terbaik dari data nilai
prestasi siswa berdasarkan nilai rapor dan nilai kedisiplinan.

4. Menganalisis dan membandingkan hasil dari Algoritma K-Nearest Neigh-
bor (KNN) dan Naive Bayes Classifer (NBC) yang diperoleh dari percobaan
data uji dan data latih yang dilakukan sehingga dapat diketahui perfoma dari
setiap algoritmanya.

1.5 Manfaat
Manfaat dari penelitian ini adalah:

1. Menambah wawasan tentang penerapan algoritma KNN dan NBC dalam
klasifikasi prestasi akademik serta menjadi referensi bagi penelitian serupa.

4



2. Membantu SMK Pesantren Teknologi Riau dalam mengklasifikasikan
prestasi akademik siswa secara objektif, cepat, dan akurat untuk mendukung
pengambilan keputusan.

3. Mendukung pengembangan sistem berbasis data mining untuk optimalisasi
analisis prestasi akademik dan kedisiplinan siswa.

1.6 Sistematika Penulisan
Untuk pembahasan yang lebih rinci, maka dalam penulisan tugas akhir i-

ni peneliti membagi atas beberapa bab, diaman satu sama lain salin berhubungan
sesuai dengan ruang lingkup masalah. Secara umum gambaran isi dari masing-
masing baba adalah sebagai berikut:

BAB 1. PENDAHULUAN
Bab ini berisi latar belakang, rumusan masalah, tujuan, batasan penelitian,

manfaat, dan sistematika penulisan.
BAB 2. LANDASAN TEORI
Bab ini membahas teori terkait, termasuk konsep prestasi akademik, kedisi-

plinan, serta algoritma KNN dan NBC.
BAB 3. METODOLOGI PENELITIAN
Bab ini memaparkan mengenai tentang alur penelitian penulis mulai dari

pengumpulan data hingga pengolahan datanya.
BAB 4. HASIL DAN ANALISA
Bab ini memaparkan mengenai jangkaan hasil yang merupakan analisis per-

bandingan algoritma K-Nearest Neighbor (KNN) dan Naive Bayes Classifer (NBC)
menggunakan Rapid Miner.

BAB 5. PENUTUP
Pada bab ini menjelaskan tentaang kesimpulan Tugas Akhir yang dibuat dan

saran untuk penelitian selanjutnya berdasarkan hasil penelitian yang telah diperoleh.
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BAB 2

LANDASAN TEORI

2.1 Klasifikasi
Klasifikasi merupakan salah satu teknik utama dalam bidang data mining

dan machine learning yang bertujuan untuk mengelompokkan data ke dalam kat-
egori tertentu berdasarkan karakteristik atau atribut yang dimilikinya. Proses ini
melibatkan pembelajaran dari data historis yang telah diberi label (data latih), un-
tuk kemudian digunakan dalam memprediksi label atau kelas dari data baru yang
belum diketahui. Dengan demikian, klasifikasi berfungsi sebagai metode prediktif
yang membantu dalam pengambilan keputusan berdasarkan pola yang telah dite-
mukan pada data sebelumnya (Istighfar, Negara, dan Tursina, 2023).

Secara umum, klasifikasi termasuk ke dalam jenis supervised learning, yaitu
metode pembelajaran yang menggunakan data berlabel sebagai acuan dalam pros-
es pelatihan model. Model klasifikasi akan mempelajari hubungan antara fitur-fitur
masukan (input features) dengan kelas keluaran (output class), sehingga mampu
mengenali pola atau aturan yang tersembunyi di balik data tersebut. Setelah mod-
el terbentuk, data baru dapat dimasukkan untuk mendapatkan hasil prediksi yang
merepresentasikan kelas yang paling sesuai dengan karakteristiknya (Pebdika, Her-
diana, dan Solihudin, 2023).

Dalam penerapannya, klasifikasi banyak digunakan di berbagai bidang,
seperti perbankan untuk memprediksi kelayakan kredit, bidang kesehatan untuk
mendiagnosis penyakit berdasarkan gejala pasien, serta bidang pendidikan untuk
menilai tingkat prestasi siswa. Selain itu, dalam dunia bisnis, klasifikasi juga digu-
nakan untuk analisis perilaku konsumen, deteksi penipuan (fraud detection), serta
analisis sentimen pada media sosial. Hal ini menunjukkan bahwa teknik klasifikasi
memiliki peran penting dalam membantu pengambilan keputusan berbasis data di
berbagai sektor (Hadi dan Ali, 2023).

Model klasifikasi merupakan representasi matematis atau algoritmik yang
digunakan untuk memprediksi kelas atau kategori dari suatu data berdasarkan pola
yang telah dipelajari dari data latih. Model ini berfungsi sebagai alat untuk mem-
bedakan antara satu kelas dengan kelas lainnya dengan melihat karakteristik atau
atribut dari data yang tersedia. Dalam konteks machine learning, model klasifikasi
dibangun melalui proses pelatihan menggunakan data berlabel agar dapat menge-
nali hubungan antara variabel input dan output. Hasil dari proses pelatihan ini
kemudian digunakan untuk mengklasifikasikan data baru ke dalam kategori yang
sesuai.



Secara umum, model klasifikasi berfungsi untuk membantu memahami
struktur dan keteraturan dalam data yang kompleks. Melalui proses pembelajaran,
model ini mampu mengidentifikasi perbedaan antar kelompok dan menentukan
batas yang memisahkan satu kelas dengan kelas lainnya. Hasilnya, setiap data baru
dapat diinterpretasikan dan dikategorikan secara sistematis berdasarkan kesamaan
karakteristik yang dimiliki. Proses ini menjadikan klasifikasi sebagai salah sat-
u pendekatan penting dalam mendukung analisis data dan pengambilan keputusan
berbasis informasi yang terukur (Tangkelayuk, 2022).

Dengan demikian, klasifikasi tidak hanya berperan dalam mengelompokkan
data semata, tetapi juga menjadi dasar bagi analisis prediktif yang lebih kompleks.
Kualitas hasil klasifikasi sangat bergantung pada kualitas data, pemilihan fitur yang
tepat, serta algoritma yang digunakan. Oleh karena itu, dalam praktiknya, peneliti
dan praktisi data perlu melakukan pemilihan metode yang sesuai agar model klasi-
fikasi mampu menghasilkan prediksi yang akurat, efisien, dan relevan dengan tujuan
penelitian atau kebutuhan bisnis yang sedang dijalankan.

2.2 Prestasi Akademik
Prestasi akademik berasal dari dua kata, yaitu prestasi dan akademik. Menu-

rut (Riadi, Umar, dan Anggara, 2024), belajar merupakan proses perbuatan yang di-
lakukan dengan sengaja, yang kemudian menimbulkan perubahan yang keadaannya
berbeda dari perubahan yang ditimbulkan oleh proses lainnya.

Menurut (Lastari dan Jasmir, 2023), menyatakan bahwa prestasi adalah a-
pa yang telah dapat diciptakan, hasil pekerjaan, atau hasil yang menyenangkan
hati yang diperoleh dengan jalan keuletan dan kerja keras. Menurut (Marpaung
dkk., 2021), mendefinisikan prestasi sebagai usaha untuk mengatasi hambatan,
melatih kekuatan, berusaha melakukan sesuatu yang sulit, dan mencapainya secepat
mungkin.

Selanjutnya, yang dimaksud dengan akademik adalah keadaan di mana
orang-orang dapat menyampaikan dan menerima gagasan, pemikiran, ilmu penge-
tahuan, serta mengujinya secara jujur, terbuka, dan leluasa. Kata akademik berasal
dari bahasa Yunani, yaitu “academos” yang berarti sebuah taman umum (plasa) di
sebelah barat laut kota Athena. Seiring waktu, kata “academos” berubah menjadi
akademik, yang merujuk pada semacam tempat perguruan. Para pengikut pergu-
ruan tersebut disebut academist, sementara perguruan tersebut disebut academia
(Rahmadeyan dan Mustakim, 2023).

Menurut (Winantu dan Khatimah, 2023), prestasi akademik adalah peruba-
han dalam hal kecakapan, tingkah laku, atau kemampuan yang dapat bertambah se-
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lama beberapa waktu, yang tidak disebabkan oleh proses pertumbuhan, melainkan
oleh adanya situasi belajar.

Sementara itu, (Prasetyawan dan Gatra, 2022) berpendapat bahwa prestasi
akademik adalah hasil dari suatu usaha yang telah dikerjakan dan diciptakan, baik
secara individu maupun kelompok. Prestasi akademik merupakan suatu pencapaian
tingkat keberhasilan dari usaha belajar tentang suatu tujuan, yang dilakukan oleh
seseorang secara optimal.

Dalam konteks pendidikan, istilah prestasi umumnya merujuk pada prestasi
belajar atau prestasi akademik. Prestasi akademik dipandang sebagai indikator
keberhasilan siswa dalam mencapai tujuan pembelajaran yang telah ditetapkan.
Menurut (Wulandari, Khusaini, dan Syamiya, 2022), prestasi akademik merupakan
hasil yang diperoleh seseorang berupa kesan atau perubahan yang terjadi dalam
diri individu setelah melalui proses belajar. Artinya, prestasi tersebut menunjukkan
sejauh mana aktivitas belajar memberikan dampak terhadap perkembangan penge-
tahuan, sikap, dan keterampilan seseorang.

Sementara itu (Afniola, Ruslan, dan Artika, 2020), menjelaskan bahwa
prestasi akademik adalah bukti nyata dari peningkatan atau pencapaian yang di-
raih oleh siswa sebagai bentuk kemajuan atau keberhasilan dalam mengikuti proses
pendidikan. Dengan kata lain, prestasi akademik mencerminkan tingkat kemam-
puan individu dalam memahami, menguasai, dan menerapkan materi pelajaran yang
diberikan selama proses belajar mengajar. Hal ini dapat menjadi dasar untuk meni-
lai apakah tujuan pendidikan telah tercapai secara optimal atau belum.

Selanjutnya (DINI dan MA’MUN, 2025), mendefinisikan prestasi akademik
sebagai hasil belajar akhir yang dicapai oleh siswa dalam kurun waktu tertentu. Di
lingkungan sekolah, prestasi ini biasanya diukur melalui nilai atau simbol tertentu
yang menggambarkan tingkat keberhasilan siswa dalam menyelesaikan mata pela-
jaran. Angka atau simbol tersebut menjadi representasi konkret dari kemampuan
siswa, yang dapat digunakan oleh guru, orang tua, maupun siswa itu sendiri untuk
menilai tingkat penguasaan terhadap materi pelajaran.

Dengan demikian, dapat disimpulkan bahwa prestasi akademik merupakan
wujud dari kemampuan siswa dalam menguasai pelajaran yang telah dipelajari se-
lama periode pembelajaran tertentu. Hasil belajar yang dituangkan dalam bentuk
rapor menjadi bukti formal dari pencapaian tersebut (Pramesti dan Diah, 2020).
Oleh karena itu, prestasi akademik tidak hanya menggambarkan keberhasilan kog-
nitif, tetapi juga mencerminkan seberapa besar upaya dan perubahan positif yang
dialami siswa selama proses pendidikan berlangsung.

Berdasarkan pengertian-pengertian tersebut, dapat disimpulkan bahwa
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prestasi akademik dalam penelitian ini merujuk pada usaha belajar yang dilakukan
seseorang agar dapat mencapai tujuan secara optimal, yang dinyatakan melalui
suatu pencapaian. Menurut (Siburian dkk., 2024), fungsi dari prestasi akademik
adalah sebagai berikut:

1. Prestasi akademik sebagai indikator kualitas dan kuantitas pengetahuan
yang telah dikuasai.

2. Prestasi akademik sebagai lambang pemusatan ingin tahu.
3. Prestasi akademik dapat dijadikan sebagai motivasi untuk meningkatkan

pengetahuan.
4. Prestasi akademik sebagai indikator internal dan eksternal dari institusi pen-

didikan.
5. Prestasi akademik dapat dijadikan sebagai indikator daya serap (kecerdasan

peserta didik).

Berdasarkan uraian mengenai prestasi akademik tersebut, dapat disimpulka-
n bahwa prestasi akademik berperan penting dalam pengembangan pengetahuan s-
eseorang. Selain itu, prestasi akademik dapat memotivasi seseorang untuk selalu
meningkatkan kualitas dirinya terhadap pengetahuan yang baru.

1. Ukuran Prestasi Akademik
Menurut (Setiawati dan Nurjanah, 2024), prestasi atau keberhasilan bela-
jar seseorang dapat diukur dan dioperasionalkan melalui beberapa bentuk
indikator yang dapat memberikan gambaran konkret mengenai hasil yang
telah dicapai siswa selama mengikuti proses pendidikan.
Indikator-indikator tersebut menjadi tolok ukur dalam menilai sejauh mana
siswa berhasil memahami, menguasai, dan menerapkan pengetahuan yang
diperoleh. Melalui indikator-indikator ini, prestasi belajar tidak hanya dili-
hat dari satu aspek saja, melainkan dari berbagai sudut yang mencerminkan
hasil akhir dari keseluruhan proses belajar.
(a) Nilai Rapor

Nilai rapor menjadi salah satu indikator utama untuk menilai prestasi
belajar siswa. Melalui nilai rapor, dapat diketahui sejauh mana siswa
memahami dan menguasai materi pelajaran. Siswa dengan nilai rapor
tinggi menunjukkan prestasi belajar yang baik, sedangkan nilai yang
rendah mencerminkan prestasi yang masih perlu ditingkatkan.

(b) Indeks Prestasi Akademik (IPA)
Indeks prestasi akademik merupakan hasil belajar yang dinyatakan
dalam bentuk angka atau simbol tertentu. Indeks ini berfungsi sebagai
ukuran formal untuk menilai keberhasilan akademik seseorang setelah
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menjalani proses pembelajaran. Semakin tinggi indeks prestasi yang
diperoleh, semakin baik pula pencapaian akademiknya.

(c) Angka Kelulusan
Angka kelulusan menggambarkan persentase siswa yang berhasil
menyelesaikan pendidikan pada jenjang tertentu. Indikator ini mencer-
minkan sejauh mana efektivitas proses pembelajaran dan tingkat ke-
berhasilan siswa dalam mencapai standar kompetensi yang ditetapkan
oleh lembaga pendidikan.

(d) Predikat Kelulusan
Predikat kelulusan merupakan status atau kualifikasi yang diberikan
kepada seseorang setelah menyelesaikan pendidikan berdasarkan per-
olehan indeks prestasi. Predikat ini menunjukkan tingkat keberhasilan
siswa, misalnya dengan kategori “memuaskan,” “sangat memuaskan,”
atau “dengan pujian,” yang menggambarkan kualitas pencapaian
akademiknya.

(e) Waktu Tempuh Pendidikan
Waktu tempuh pendidikan menjadi salah satu ukuran penting dalam
menilai prestasi belajar. Seseorang yang mampu menyelesaikan studi
lebih cepat atau tepat waktu menunjukkan efisiensi dan ketekunan be-
lajar yang tinggi. Sebaliknya, waktu tempuh yang melebihi masa studi
normal dapat mencerminkan adanya kendala dalam proses belajar atau
pencapaian prestasi yang kurang optimal.

2. Faktor-faktor yang Mempengaruhi Prestasi Akademik
Keberhasilan seseorang dalam proses belajar tidak terjadi secara kebetu-
lan, melainkan dipengaruhi oleh berbagai faktor yang berperan dalam men-
dukung maupun menghambat pencapaian hasil belajar. Faktor-faktor terse-
but menjadi latar belakang berlangsungnya proses belajar mengajar dan
dapat menentukan tinggi rendahnya prestasi akademik siswa. Menurut
(Salsabila dan Puspitasari, 2020), faktor-faktor yang mempengaruhi prestasi
belajar dapat dibedakan menjadi dua kategori utama, yaitu faktor internal
dan faktor eksternal.
(a) Faktor Internal

Faktor internal merupakan segala aspek yang berasal dari dalam diri
individu yang dapat mempengaruhi hasil belajarnya. Faktor ini terbagi
menjadi dua kelompok utama, yaitu:
i. Faktor Fisiologis

Faktor fisiologis berkaitan dengan kondisi jasmani seseorang,
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terutama kesehatan tubuh, penglihatan, dan pendengaran. Kedu-
a sistem indera tersebut sangat penting dalam mendukung proses
belajar, karena berperan langsung dalam menerima dan mengolah
informasi dari lingkungan. Siswa dengan kondisi fisik yang sehat
cenderung memiliki kemampuan belajar yang lebih baik diband-
ingkan dengan mereka yang mengalami gangguan kesehatan. Se-
baliknya, tubuh yang lemah atau sering sakit dapat menjadi ham-
batan besar dalam menyelesaikan proses pembelajaran dengan op-
timal.

ii. Faktor Psikologis
Faktor psikologis meliputi berbagai aspek kejiwaan yang mem-
pengaruhi cara seseorang belajar, seperti motivasi, minat, intele-
gensi, perilaku, serta sikap mental. Motivasi yang tinggi dan mi-
nat terhadap pelajaran tertentu dapat mendorong siswa untuk be-
lajar lebih giat, sedangkan intelegensi dan kondisi emosional yang
stabil membantu dalam memahami serta mengingat materi dengan
lebih efektif.

(b) Faktor Eksternal
Selain faktor yang berasal dari dalam diri individu, prestasi belajar ju-
ga sangat dipengaruhi oleh faktor-faktor dari luar diri siswa, yang dike-
nal sebagai faktor eksternal. Faktor ini mencakup lingkungan keluar-
ga, sekolah, dan masyarakat, yang masing-masing memiliki pengaruh
berbeda terhadap proses belajar siswa.
i. Faktor Lingkungan Keluarga

Lingkungan keluarga berperan penting dalam membentuk kebi-
asaan belajar dan semangat akademik siswa. Beberapa aspek yang
berpengaruh antara lain kondisi sosial ekonomi keluarga, tingkat
pendidikan orang tua, serta perhatian dan suasana hubungan an-
taranggota keluarga. Keluarga dengan kondisi ekonomi yang baik
dan perhatian tinggi terhadap pendidikan anak akan memberikan
dukungan yang signifikan bagi keberhasilan akademik.

ii. Faktor Lingkungan Sekolah
Lingkungan sekolah juga berkontribusi besar terhadap prestasi be-
lajar. Sarana dan prasarana yang memadai seperti ruang kelas
yang nyaman, ventilasi udara yang baik, serta fasilitas pendukung
seperti OHP, kipas angin, dan pengeras suara akan meningkatkan
efektivitas proses belajar mengajar. Selain itu, kualitas guru
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dan siswa sangat menentukan hasil pembelajaran; sarana yang
lengkap tidak akan berarti tanpa kinerja optimal dari pengajar
dan peserta didik. Kurikulum dan metode mengajar yang interak-
tif juga berperan penting dalam menumbuhkan minat belajar dan
meningkatkan partisipasi siswa di kelas.

iii. Faktor Lingkungan Masyarakat
Lingkungan masyarakat mencakup pengaruh sosial budaya dan
tingkat partisipasi masyarakat terhadap pendidikan. Pandan-
gan masyarakat terhadap pentingnya pendidikan sangat mempen-
garuhi semangat belajar siswa dan citra profesi pendidik. Ji-
ka masyarakat memiliki kesadaran tinggi akan pentingnya pen-
didikan, maka dukungan terhadap kegiatan belajar mengajar akan
meningkat. Partisipasi aktif dari pemerintah hingga masyarakat
bawah dalam mendukung pendidikan akan mendorong tercip-
tanya generasi pendidik dan peserta didik yang lebih berkualitas
serta berdaya saing tinggi.

2.3 Kedisplinan Siswa
Kedisiplinan belajar merupakan bentuk kepatuhan dan ketaatan siswa dalam

melaksanakan berbagai peraturan yang telah ditetapkan oleh pihak sekolah maupun
guru selama proses pembelajaran berlangsung. Kepatuhan ini bukanlah hasil dari
paksaan, melainkan muncul dari dorongan kesadaran diri siswa untuk berperilaku
sesuai dengan aturan yang berlaku. Kesadaran tersebut tumbuh melalui latihan-
latihan yang terus dilakukan sehingga membentuk kebiasaan positif dalam belajar
(Kristiani dan Pahlevi, 2021).

Menurut (Putri dan Mufidah, 2021), disiplin merupakan karakteristik yang
dimiliki seseorang, yang muncul sebagai hasil pembelajaran dan dipengaruhi oleh
berbagai faktor yang terbentuk melalui latihan, baik di rumah maupun di sekolah.
Sementara itu menurut (Nupusiah, Aditya, dan Dewi, 2023), kedisiplinan adalah
keadaan yang terbentuk melalui serangkaian perilaku yang mencerminkan nilai-
nilai ketaatan, keteraturan, dan ketertiban.

Menurut (Sari, Januar, dan Anizar, 2023), menjelaskan bahwa kedisiplinan
merupakan suatu aturan yang dapat mengatur organisasi kehidupan pribadi dan
kelompok. Selanjutnya, menurut Septirahmah & Hilmawan (2021), disiplin didefin-
isikan sebagai tindakan dan aturan yang sesuai dengan hukum dan perintah, atau
tindakan yang diperoleh dari latihan yang berkelanjutan.

Menurut Arikunto (2020), kedisiplinan belajar dapat diartikan sebagai tin-
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dakan yang mencerminkan rasa ketaatan dan kepatuhan yang dilandasi oleh ke-
sadaran diri dalam menunaikan tugas serta kewajiban belajar. Kedisiplinan tidak
hanya sekadar mengikuti aturan, tetapi juga merupakan cerminan tanggung jawab
siswa dalam mencapai tujuan pembelajaran. Dengan memiliki kedisiplinan, siswa
mampu mengatur waktu, menjaga fokus, serta berperilaku sesuai norma yang
berlaku di lingkungan pendidikan.

Sementara (Sari dkk., 2023), kedisiplinan belajar merupakan suatu keadaan
tertib di mana para siswa tunduk terhadap peraturan yang telah ditetapkan dalam
proses pembelajaran. Ketertiban tersebut dijalankan dengan kesadaran diri tanpa
adanya unsur paksaan, baik terhadap aturan yang bersifat tertulis maupun tidak
tertulis. Hal ini menandakan bahwa kedisiplinan bukan hanya sekadar mengikuti
aturan secara mekanis, tetapi juga berkaitan erat dengan pembentukan karakter dan
kebiasaan positif siswa dalam belajar.

Dari berbagai pendapat tersebut, dapat disimpulkan bahwa kedisiplinan be-
lajar adalah sikap patuh dan sadar akan tanggung jawab dalam mengikuti aturan
pembelajaran demi mencapai hasil yang optimal. Kedisiplinan mencerminkan kon-
trol diri dan komitmen siswa terhadap proses pendidikan yang dijalaninya. De-
ngan menerapkan kedisiplinan belajar yang baik, siswa akan lebih mudah dalam
mencapai prestasi akademik yang tinggi serta mengembangkan sikap positif yang
bermanfaat bagi kehidupan sehari-hari.

Berdasarkan berbagai pendapat di atas, dapat disimpulkan bahwa kedisi-
plinan adalah kesadaran diri dalam menjalankan kewajiban belajar dengan menaati
semua aturan dan tata tertib yang telah diterapkan, serta bertanggung jawab atas
hasil belajar yang telah dicapai.

1. Aspek-Aspek Kedisplinan Siswa
Menurut (Putri dan Mufidah, 2021), mengemukakan bahwa penilaian disi-
plin belajar memiliki beberapa aspek, yaitu:
(a) Ketaatan

Ketaatan dalam disiplin siswa di sekolah mencakup kepatuhan ter-
hadap jadwal pelajaran, mengerjakan dan mengumpulkan tugas tepat
waktu, belajar dengan tekun, serta datang ke sekolah sesuai jadwal.

(b) Tanggung Jawab
Tanggung jawab siswa meliputi kepatuhan terhadap peraturan sekolah,
seperti mengenakan seragam sesuai jadwal, menghormati guru, mem-
buang sampah pada tempatnya, serta melaksanakan piket kebersihan
kelas sesuai kesepakatan.

(c) Komitmen
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Komitmen siswa tercermin dalam konsistensi mengikuti materi pem-
belajaran, aktif dalam kegiatan belajar mengajar, mengumpulkan tugas
tepat waktu, serta mematuhi peraturan akademik dan non-akademik
sekolah.

(d) Efektivitas
Efektivitas dalam disiplin belajar berkaitan dengan kemampuan siswa
dalam mengatur waktu dengan baik, sehingga dapat menyeimbangkan
antara waktu belajar dan waktu bermain.

(e) Kolaborasi
Kolaborasi mencerminkan kemampuan siswa untuk bekerja sama de-
ngan seluruh anggota sekolah guna menciptakan proses pembelajaran
yang baik dan optimal, serta membentuk karakter disiplin dalam ke-
hidupan sehari-hari.

2. Faktor-Faktor yang Mempengaruhi Kedisplinan Siswa
Menurut (Kristiani dan Pahlevi, 2021), terdapat beberapa faktor yang
berperan penting dalam membentuk dan mempengaruhi kedisiplinan siswa
di lingkungan sekolah. Faktor-faktor tersebut saling berkaitan dan berkon-
tribusi dalam membentuk perilaku disiplin yang positif pada diri peserta
didik, baik melalui kesadaran diri, pengaruh lingkungan, maupun penerapan
aturan oleh guru dan sekolah. Adapun faktor-faktor yang mempengaruhi ke-
disiplinan siswa adalah sebagai berikut:
(a) Kesadaran Diri Sendiri

Kesadaran diri merupakan pemahaman siswa terhadap pentingnya ke-
disiplinan dalam mencapai kesuksesan. Dengan memiliki kesadaran
yang tinggi, siswa akan berperilaku disiplin bukan karena paksaan,
melainkan karena dorongan dari dalam diri sendiri. Kesadaran ini
membantu siswa untuk bertanggung jawab dalam belajar, mematuhi
aturan, dan menghargai proses pendidikan yang dijalani.

(b) Ketaatan
Ketaatan merupakan bentuk kepatuhan siswa terhadap peraturan yang
berlaku di sekolah. Ketaatan ini tampak dari kebiasaan siswa datang
tepat waktu, memperhatikan guru saat mengajar, mengikuti kegiatan
pembelajaran dengan tertib, serta menyelesaikan tugas-tugas sekolah
dengan baik. Melalui ketaatan, siswa belajar menghargai waktu, tang-
gung jawab, dan norma yang berlaku dalam lingkungan pendidikan.

(c) Alat Pendidikan
Alat pendidikan berfungsi sebagai sarana untuk mempengaruhi peri-
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laku siswa agar sesuai dengan nilai dan norma yang diajarkan di seko-
lah. Penerapan alat pendidikan seperti pengawasan, pemberian huku-
man, penghargaan, maupun pujian bertujuan untuk memperkuat peri-
laku positif dan mengoreksi perilaku negatif. Dengan alat pendidikan
yang tepat, proses pembentukan kedisiplinan menjadi lebih efektif dan
efisien.

(d) Hukuman
Hukuman diberikan sebagai bentuk tindakan mendidik untuk
menyadarkan siswa atas kesalahan yang dilakukan. Tujuannya bukan
untuk menghukum secara keras, melainkan untuk memperbaiki dan
mengarahkan siswa agar tidak mengulangi pelanggaran yang sama.
Dengan demikian, hukuman yang bersifat edukatif dapat menum-
buhkan kesadaran disiplin dan rasa tanggung jawab terhadap peraturan
sekolah.

(e) Teladan atau Keteladanan
Keteladanan memiliki pengaruh besar dalam membentuk kedisiplinan
siswa. Guru sebagai panutan hendaknya menunjukkan perilaku disi-
plin yang baik, seperti datang tepat waktu, bersikap adil, dan melak-
sanakan tugas dengan penuh tanggung jawab. Melalui contoh nya-
ta dari guru maupun orang tua, siswa akan lebih mudah meniru dan
menanamkan nilai-nilai kedisiplinan dalam kehidupan sehari-hari.

Menurut (Putri dan Mufidah, 2021), kedisiplinan siswa dipengaruhi oleh dua
faktor utama, yaitu faktor ekstrinsik dan intrinsik. Kedua faktor ini saling
berkaitan dan berperan penting dalam membentuk perilaku disiplin siswa,
baik yang berasal dari dalam diri individu maupun dari lingkungan luar.
(a) Faktor Ekstrinsik

Faktor ekstrinsik merupakan faktor yang berasal dari luar diri siswa
dan dapat mempengaruhi perilaku serta semangat belajarnya. Faktor
ini terbagi menjadi dua jenis, yaitu:
i. Faktor Non-Sosial

Faktor non-sosial mencakup kondisi fisik lingkungan belajar
seperti suhu udara yang nyaman, pencahayaan yang cukup,
suasana ruang belajar yang tenang, serta peralatan belajar yang
memadai. Kondisi belajar yang ideal dapat meningkatkan konsen-
trasi dan motivasi siswa dalam mengikuti kegiatan pembelajaran
dengan tertib dan disiplin.

ii. Faktor Sosial
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Faktor sosial meliputi pengaruh lingkungan keluarga, teman se-
baya, serta masyarakat di sekitar siswa. Lingkungan keluarga
yang harmonis dan disiplin akan menjadi teladan yang baik ba-
gi anak. Begitu pula dengan lingkungan sekolah dan pergaulan
sosial yang positif, akan membantu membentuk sikap disiplin,
tanggung jawab, dan kepatuhan terhadap norma yang berlaku.

(b) Faktor Intrinsik
Faktor intrinsik merupakan faktor yang berasal dari dalam diri siswa
dan berkaitan dengan kondisi fisik maupun psikologis individu. Faktor
ini mencakup dua aspek penting, yaitu:
i. Faktor Psikologis

Faktor psikologis meliputi ketertarikan terhadap pelajaran, moti-
vasi belajar, kemampuan berpikir, serta kemampuan untuk fokus
dan mengendalikan diri. Siswa yang memiliki minat dan doron-
gan kuat dalam belajar cenderung lebih disiplin dan tekun dalam
melaksanakan kewajibannya di sekolah.

ii. Faktor Fisik
Faktor fisik mencakup kondisi kesehatan tubuh, seperti pengli-
hatan, pendengaran, kebugaran, serta kebutuhan fisiologis seperti
tidur dan asupan nutrisi yang cukup. Siswa yang memiliki kon-
disi fisik yang baik akan lebih mampu mengikuti kegiatan belajar
secara konsisten, sementara kondisi fisik yang lemah dapat menu-
runkan tingkat kedisiplinan dan konsentrasi dalam belajar.

3. Tujuan Kedisplinan Belajar
Tujuan utama kedisiplinan belajar adalah untuk membentuk perilaku siswa
yang tertib, bertanggung jawab, serta memiliki kesadaran dalam melak-
sanakan kewajiban belajar guna mencapai hasil yang optimal. Adapun tu-
juan kedisiplinan belajar antara lain sebagai berikut:
(a) Mencegah Perilaku Menyimpang

Kedisiplinan membantu siswa agar tidak melakukan tindakan yang
melanggar aturan sekolah. Dengan memiliki sikap disiplin, siswa akan
lebih mampu mengontrol diri serta memahami batasan perilaku yang
dapat diterima dalam lingkungan pendidikan.

(b) Mendorong Siswa Berperilaku Baik dan Benar
Melalui pembiasaan disiplin, siswa terbiasa bertindak sesuai dengan
nilai dan norma yang berlaku. Hal ini menumbuhkan sikap tanggung
jawab serta keinginan untuk selalu berbuat positif dalam kehidupan
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sehari-hari.
(c) Membantu Siswa menyesuaikan diri dengan lingkungan

Kedisiplinan melatih siswa untuk beradaptasi dengan tuntutan dan per-
aturan di sekolah, serta menjauhi perilaku yang dilarang. Dengan
demikian, siswa dapat hidup harmonis dan berperan aktif dalam ling-
kungan belajarnya.

(d) Menumbuhkan kebiasaan positif dan bermanfaat
Melalui disiplin belajar, siswa akan membangun rutinitas belajar
yang teratur, menghargai waktu, dan berusaha mencapai prestasi ter-
baik. Kebiasaan positif ini tidak hanya berdampak pada keberhasilan
akademik, tetapi juga membentuk karakter dan etos kerja yang baik di
masa depan.

2.4 Data Mining
Data mining adalah proses menemukan pola yang menarik dari data dalam

jumlah besar, data dapat disimpan dalam database, data warehouse, atau penyim-
panan informasi lainnya. Data mining berkaitan dengan bidang ilmu – ilmu lain,
seperti database system, data warehousing, statistik, machine learning, informa-
tion retrieval, dan komputasi tingkat tinggi. Data mining memiliki beberapa sebu-
tan atau diantaranya adalah Knowledge Discovery in Databases (KDD), Ekstrasi
pengetahuan (Knowledge Extraction), Analisa data/pola, Kecerdasan bisnis (Busi-
ness Intelligence), dan lainnya (Purwati, Kurniawan, dan Karnila, 2021).

Data mining adalah proses yang menggunakan teknik statistik, matemati-
ka, kecerdasan buatan, dan machine learning untuk mengekstraksi dan mengi-
dentifikasi informasi yang bermanfaat dan pengetahuan yang terikat dari berbagai
database besar. Berdasarkan pengertian data mining yang telah dijelaskan di atas,
maka data mining merupakan pengetahuan yang tersembunyi di dalam database
yang di proses untuk menemukan pola dan teknik statistik matematika, kecerdasan
buatan, dan machine learning untuk mengekstraksi dan mengidentifikasi informasi
pengetahuan dari database tersebut (Setiyani, Wahidin, Awaludin, dan Purwani,
2020).

Data mining juga dapat dipahami sebagai suatu proses analisis otomatis ter-
hadap kumpulan data yang sangat besar untuk menemukan pola, tren, dan hubun-
gan yang bermakna di antara variabel-variabel yang ada. Proses ini memanfaatkan
teknik dari berbagai disiplin ilmu seperti kecerdasan buatan, pembelajaran mesin
(machine learning), statistik, dan sistem basis data untuk mengidentifikasi infor-
masi yang berguna yang sebelumnya tidak diketahui. Dengan demikian, data min-
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ing tidak hanya berfokus pada pengumpulan data, tetapi juga pada transformasi data
mentah menjadi pengetahuan yang bernilai untuk mendukung pengambilan kepu-
tusan (Putra dkk., 2023).

Selain itu, data mining dapat diartikan sebagai langkah utama dalam proses
Knowledge Discovery in Database (KDD), yaitu serangkaian tahapan untuk mene-
mukan pengetahuan yang tersembunyi dari data yang besar dan kompleks. Dalam
konteks ini, data mining berfungsi sebagai tahap analisis di mana algoritma ter-
tentu diterapkan untuk menghasilkan pola atau model yang dapat digunakan untuk
memprediksi atau mengklasifikasikan data baru. Hasil dari data mining sering kali
disajikan dalam bentuk visualisasi, aturan asosiasi, model prediktif, atau klaster,
yang semuanya bertujuan memberikan wawasan baru terhadap data yang dianalisis.

Data mining dapat dikatakan sebagai jembatan antara data dan pengetahuan.
Dengan adanya pertumbuhan data yang sangat cepat akibat perkembangan teknolo-
gi informasi, data mining menjadi alat penting untuk mengubah data berukuran
besar menjadi informasi yang dapat ditindaklanjuti.

Menurut (Purwati dkk., 2021), data mining merupakan proses yang meli-
batkan analisis mendalam terhadap data besar dengan tujuan menemukan pola yang
tersembunyi dan bermanfaat. Oleh karena itu, data mining berperan strategis dalam
mendukung berbagai kegiatan analisis, mulai dari bisnis, pemerintahan, hingga
penelitian ilmiah, karena kemampuannya dalam menghasilkan pengetahuan baru
dari data yang kompleks.

1. Tujuan dan Manfaat Data Mining
Secara umum, data mining memiliki tujuan untuk menemukan pola tersem-
bunyi, hubungan, serta pengetahuan baru dari kumpulan data berukuran be-
sar yang dapat dimanfaatkan dalam pengambilan keputusan (Purwati dkk.,
2021). Proses ini membantu organisasi, lembaga, maupun individu mema-
hami data secara lebih mendalam melalui analisis yang sistematis dan berba-
sis teknologi. Adapun tujuan data mining dapat dijelaskan sebagai berikut:
(a) Menemukan Pola dan Hubungan Tersembunyi

Tujuan utama data mining adalah mengidentifikasi pola, hubungan,
atau tren yang tidak terlihat secara langsung dari data mentah. Dengan
algoritma tertentu, data mining dapat menemukan keterkaitan antar
variabel yang berguna dalam memahami perilaku atau fenomena ter-
tentu. Misalnya, dalam bisnis ritel, data mining dapat menemukan
pola pembelian konsumen yang sering terjadi bersamaan.

(b) Melakukan Prediksi Berdasarkan Data Historis
Data mining bertujuan untuk membangun model prediktif yang dapat
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memperkirakan hasil atau kejadian di masa mendatang berdasarkan
data masa lalu. Contohnya, dalam sektor perbankan, data mining di-
gunakan untuk memprediksi kemungkinan nasabah melakukan kredit
macet.

(c) Mengelompokkan dan Mengklasifikasikan Data
Tujuan lainnya adalah untuk mengelompokkan data ke dalam kate-
gori tertentu sehingga pola kesamaan antar data dapat diketahui. Con-
tohnya, pelanggan dapat dikelompokkan berdasarkan tingkat loyalitas
atau preferensi produk, sehingga strategi pemasaran dapat disesuaikan.

(d) Mendeteksi Anomali atau Penyimpangan Data
Data mining juga digunakan untuk mendeteksi data yang menyimpang
dari pola umum, seperti aktivitas transaksi mencurigakan dalam sistem
keuangan. Deteksi anomali ini penting untuk mencegah kecurangan
(fraud detection) dan meningkatkan keamanan sistem.

(e) Mendukung Pengambilan Keputusan
Dengan hasil analisis yang akurat, data mining memberikan dasar
ilmiah untuk pengambilan keputusan strategis. Informasi yang di-
hasilkan membantu manajer, peneliti, atau pembuat kebijakan menen-
tukan langkah yang tepat berdasarkan bukti dari data.

Sejalan dengan tujuannya, penerapan data mining memberikan berbagai
manfaat nyata dalam berbagai bidang kehidupan (Putra dkk., 2023). Berikut
ini beberapa manfaat utama dari penerapan data mining:
(a) Meningkatkan Efisiensi dan Produktivitas

Data mining membantu organisasi mengolah data dalam jumlah be-
sar dengan lebih cepat dan efisien. Dengan mengetahui pola tertentu,
proses operasional dapat dioptimalkan dan waktu analisis dapat dipers-
ingkat.

(b) Mendukung Strategi Bisnis dan Pemasaran
Dalam dunia bisnis, data mining bermanfaat untuk memahami
perilaku konsumen, mengidentifikasi segmen pasar potensial, dan
meningkatkan efektivitas strategi promosi. Misalnya, perusahaan e-
commerce menggunakan data mining untuk merekomendasikan pro-
duk kepada pelanggan.

(c) Membantu Proses Pengambilan Keputusan yang Akurat
Hasil dari data mining dapat dijadikan dasar bagi pengambilan kepu-
tusan yang berbasis data (data-driven decision making). Dengan
demikian, keputusan yang diambil menjadi lebih objektif dan dapat
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dipertanggungjawabkan.
(d) Meningkatkan Kualitas Pelayanan dan Kepuasan Pengguna

Melalui analisis perilaku dan preferensi pengguna, organisasi dapat
meningkatkan kualitas layanan. Misalnya, lembaga pendidikan dapat
menyesuaikan metode pembelajaran berdasarkan analisis data prestasi
siswa.

(e) Mendukung Inovasi dan Pengembangan Produk
Data mining juga dapat digunakan untuk mengidentifikasi tren baru
di pasar atau kebutuhan pelanggan yang belum terpenuhi. Informasi
ini menjadi dasar bagi pengembangan produk atau layanan baru yang
lebih relevan dan inovatif.

2. Fungsi Data Mining
Setiap fungsi memiliki tujuan dan teknik yang berbeda tergantung pada je-
nis data serta kebutuhan analisisnya. Fungsi-fungsi ini membantu peneliti,
analis, maupun organisasi untuk mengidentifikasi pola, memprediksi peri-
laku, serta mengambil keputusan berdasarkan data yang terukur (Sudarsono,
Leo, Santoso, dan Hendrawan, 2021).
Menurut (Papakyriakou dan Barbounakis, 2022) fungsi utama data mining
mencakup kegiatan seperti klasifikasi, klasterisasi, asosiasi, prediksi, regre-
si, dan deteksi anomali. Adapun penjelasan tiap fungsi dijelaskan sebagai
berikut:
(a) Klasifikasi (Classification)

Klasifikasi merupakan proses untuk mengelompokkan data ke dalam
kategori tertentu berdasarkan karakteristik yang telah diketahui.
Fungsi ini menggunakan data latih (training data) untuk membangun
model yang dapat memprediksi label kelas pada data baru. Contohnya,
dalam bidang pendidikan, klasifikasi dapat digunakan untuk mem-
prediksi tingkat kelulusan siswa berdasarkan nilai, kehadiran, dan fak-
tor lainnya. Algoritma yang sering digunakan untuk fungsi ini antara
lain Decision Tree, Naı̈ve Bayes, dan Support Vector Machine (SVM).

(b) Klasterisasi (Clustering)
Klasterisasi bertujuan mengelompokkan data ke dalam beberapa
kelompok (cluster) berdasarkan tingkat kemiripan antar data tanpa
menggunakan label kelas sebelumnya. Fungsi ini bersifat eksploratif
dan berguna untuk menemukan struktur alami dalam data. Sebagai
contoh, dalam analisis pemasaran, klasterisasi digunakan untuk men-
gelompokkan pelanggan berdasarkan kesamaan perilaku pembelian.
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Metode populer yang digunakan adalah K-Means dan Hierarchical
Clustering.

(c) Asosiasi (Association Rule Mining)
Fungsi asosiasi digunakan untuk menemukan hubungan atau keterkai-
tan antar variabel dalam suatu dataset. Hasil dari fungsi ini biasanya
berupa aturan dalam bentuk “jika–maka” (if–then rule), seperti: “Jika
pelanggan membeli roti, maka kemungkinan besar juga membeli se-
lai.” Fungsi ini sering digunakan dalam market basket analysis untuk
memahami pola pembelian konsumen. Algoritma yang umum digu-
nakan antara lain Apriori dan FP-Growth.

(d) Prediksi (Prediction)
Prediksi digunakan untuk memperkirakan nilai atau hasil di masa de-
pan berdasarkan data historis. Berbeda dengan klasifikasi yang meng-
hasilkan kategori, prediksi lebih berfokus pada nilai numerik atau tren.
Contohnya, memprediksi penjualan bulan depan, jumlah pelanggan
baru, atau tingkat inflasi. Teknik yang digunakan biasanya melibatkan
regression analysis, neural networks, atau time series forecasting.

(e) Regresi (Regression)
Fungsi regresi digunakan untuk menemukan hubungan matematis
antara satu atau lebih variabel independen dengan variabel depen-
den. Tujuannya adalah untuk memperkirakan nilai numerik terten-
tu berdasarkan input data. Misalnya, memperkirakan harga rumah
berdasarkan luas tanah, lokasi, dan jumlah kamar. Regresi banyak di-
gunakan dalam bidang ekonomi, keuangan, dan penelitian ilmiah.

(f) Deteksi Anomali (Anomaly Detection)
Fungsi ini bertujuan untuk mengidentifikasi data yang menyimpang
dari pola umum atau normal. Deteksi anomali sangat penting dalam
bidang keamanan sistem, misalnya dalam mendeteksi transaksi keuan-
gan yang mencurigakan atau aktivitas jaringan yang tidak wajar.
Dengan menemukan anomali, organisasi dapat melakukan tindakan
pencegahan terhadap potensi kesalahan atau penipuan.

3. Komponen atau Arsitektur Data Mining
Arsitektur data mining merupakan struktur sistem yang menjelaskan
bagaimana berbagai komponen bekerja sama untuk melakukan proses pe-
nambangan data dari awal hingga menghasilkan pengetahuan baru. Setiap
komponen memiliki peran penting dalam memastikan data yang digunakan
akurat, proses analisis berjalan optimal, serta hasil yang diperoleh dapat di-
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interpretasikan dengan baik oleh pengguna.
Menurut (Dewi, 2020), arsitektur data mining umumnya terdiri dari bebera-
pa komponen utama, yaitu database/warehouse, server data mining, knowl-
edge base, engine data mining, dan user interface. Berikut penjelasan dari
masing-masing komponen tersebut:
(a) Database atau Data Warehouse

Komponen ini merupakan sumber utama data yang akan digunakan
dalam proses data mining. Data dapat berasal dari berbagai sistem
operasional, seperti database relasional, data transaksi, atau bahkan
sumber data eksternal seperti media sosial. Sebelum digunakan, data
biasanya melalui tahap pembersihan (data cleaning) dan transformasi
agar siap dianalisis. Data warehouse berfungsi menyatukan berbagai
sumber data ke dalam satu repositori terpusat yang terstruktur dan kon-
sisten.

(b) Server Data Mining
Server data mining adalah komponen yang menghubungkan antara
sumber data dengan alat analisis data mining. Server ini berperan
dalam mengatur komunikasi antara basis data dan mesin analisis agar
proses pengambilan data berjalan efisien. Komponen ini juga men-
gelola query, pengolahan data, serta pengiriman hasil analisis kepada
pengguna atau aplikasi lain.

(c) Knowledge Base (Basis Pengetahuan)
Komponen ini menyimpan pengetahuan yang diperlukan untuk men-
dukung proses penambangan data. Knowledge base berisi informasi
seperti aturan bisnis, batasan, atau kriteria evaluasi yang membantu
sistem menentukan hasil mana yang relevan. Selain itu, knowledge
base juga dapat menyimpan hasil penemuan sebelumnya agar bisa di-
gunakan kembali untuk analisis di masa mendatang.

(d) Engine Data Mining (Mesin Penambangan Data)
Engine data mining merupakan inti dari keseluruhan sistem. Kompo-
nen ini menjalankan berbagai algoritma dan metode analisis, seperti
klasifikasi, klasterisasi, asosiasi, dan regresi. Mesin ini juga menga-
tur proses pembelajaran otomatis (machine learning), optimasi model,
serta evaluasi hasil analisis. Engine data mining berfungsi mengubah
data mentah menjadi pola, model, atau informasi yang bermakna.

(e) User Interface (Antarmuka Pengguna)
Komponen ini berfungsi sebagai media interaksi antara pengguna de-
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ngan sistem data mining. Melalui antarmuka ini, pengguna dapat
memasukkan parameter analisis, menjalankan proses penambangan,
serta melihat hasil dalam bentuk visual seperti grafik, tabel, atau lapo-
ran. Antarmuka pengguna yang baik mempermudah interpretasi hasil
dan membantu pengambilan keputusan berbasis data secara lebih e-
fektif.

2.5 Tahapan Data Mining
Proses data mining tidak dapat dilakukan secara langsung pada data mentah

yang tersedia, karena data tersebut sering kali memiliki ketidaksesuaian, kesalahan,
dan redundansi. Oleh karena itu, diperlukan serangkaian tahapan sistematis untuk
memperoleh pola atau pengetahuan yang bermanfaat dari data tersebut.Ada bebe-
rapa proses atau tahapan dalam data mining, tahapan dan proses data mining dapat
dijelaskan sebagai berikut Putra dkk. (2023):

1. Seleksi Data
Tahap pertama dalam proses data mining adalah pemilihan atau seleksi data
dari kumpulan data operasional yang tersedia. Tidak semua data yang ada
relevan untuk kebutuhan analisis, sehingga pemilihan atribut dan variabel
yang sesuai sangat penting dilakukan. Data yang telah dipilih akan disim-
pan dalam berkas terpisah dari basis data operasional untuk menghindari
gangguan terhadap sistem utama. Pada tahap ini, peneliti perlu memastikan
bahwa data yang digunakan sesuai dengan tujuan penelitian serta memiliki
kualitas dan cakupan yang cukup untuk menghasilkan pola yang bermakna.

2. pre-processing
Tahapan ini bertujuan untuk membersihkan data dari berbagai kesalahan
dan inkonsistensi yang mungkin ada. Proses data cleaning meliputi peng-
hapusan data duplikat, pengisian data yang hilang, serta perbaikan terhadap
kesalahan input atau pencatatan. Selain itu, proses ini juga dapat mencakup
data integration, yaitu penggabungan data dari berbagai sumber menjadi sat-
u kesatuan yang konsisten. Tahapan ini sangat krusial karena kualitas hasil
data mining sangat dipengaruhi oleh kualitas data yang digunakan. Data
yang bersih dan terintegrasi dengan baik akan meningkatkan akurasi hasil
analisis yang diperoleh.

3. Transformasi Data
Setelah data dibersihkan, langkah selanjutnya adalah melakukan transfor-
masi agar data siap digunakan dalam proses analisis. Transformasi di-
lakukan dengan cara mengubah format atau struktur data menjadi lebih s-
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esuai untuk proses penambangan. Contohnya adalah normalisasi nilai nu-
merik, pengkodean variabel kategorikal, penggabungan atribut, atau pem-
buatan variabel baru berdasarkan kombinasi atribut yang ada. Tahapan ini
membantu algoritma data mining bekerja lebih efisien karena data yang su-
dah terstandarisasi akan lebih mudah diproses dan dianalisis.

4. Data Mining (Proses Pengambilan Data)
Tahap inti dari seluruh proses adalah data mining itu sendiri. Pada tahap ini
dilakukan penerapan algoritma dan metode tertentu untuk menemukan pola,
hubungan, atau model dari data yang telah disiapkan sebelumnya. Teknik
yang digunakan dapat berupa klasifikasi, klasterisasi, regresi, asosiasi, atau
prediksi tergantung pada tujuan analisis. Hasil dari tahap ini berupa model
atau pola yang menggambarkan keterkaitan antar variabel dalam dataset,
yang kemudian akan menjadi dasar pengambilan keputusan.

5. Interpresi atau evaluasi
Tahapan terakhir adalah interpretasi dan evaluasi hasil data mining. Model
atau pola yang ditemukan harus disajikan dalam bentuk yang mudah dipaha-
mi oleh pengguna akhir, seperti dalam bentuk visualisasi grafik, tabel, atau
laporan deskriptif. Proses evaluasi dilakukan untuk menilai sejauh mana
pola yang dihasilkan memiliki validitas, keakuratan, dan relevansi terhadap
tujuan analisis. Selain itu, evaluasi juga berguna untuk memastikan bahwa
hasil data mining tidak bertentangan dengan fakta yang telah diketahui se-
belumnya dan dapat diterapkan pada konteks nyata.
Adapun proses pada tahapan data mining dapat dilihat pada Gambar 2.1
dibawah ini:

Gambar 2.1. Tahapan Data Mining

2.6 RapidMiner
RapidMiner merupakan salah satu software atau platform analisis data

berbasis open source yang banyak digunakan dalam bidang data mining, machine
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learning, dan predictive analytics. RapidMiner memiliki kemampuan untuk mem-
proses data dalam jumlah besar, mulai dari tahap pengumpulan, pembersihan,
transformasi, hingga analisis dan visualisasi. Dengan tampilan antarmuka yang
intuitif berbasis drag and drop, RapidMiner sangat membantu pengguna dalam
melakukan eksperimen data tanpa harus menulis kode pemrograman yang kom-
pleks (Sudarsono dkk., 2021).

Gambar 2.2. Tahapan Data Mining

RapidMiner pertama kali dikembangkan pada tahun 2001 oleh tiga peneli-
ti asal Universitas Dortmund, Jerman, yaitu Ralf Klinkenberg, Ingo Mierswa, dan
Simon Fischer. Awalnya, perangkat ini diberi nama YALE (Yet Another Learning
Environment) dan dirancang sebagai proyek akademik untuk mendukung peneli-
tian di bidang machine learning dan data mining. Tujuan utama pengembangannya
adalah untuk menyediakan alat analisis data yang mudah digunakan oleh peneli-
ti tanpa harus menulis kode secara manual. Karena bersifat open source, YALE
dengan cepat mendapat perhatian dari komunitas akademik dan peneliti di berba-
gai negara yang kemudian turut berkontribusi dalam pengembangannya (Sudirman,
2023).

Seiring meningkatnya popularitas dan kebutuhan akan solusi analisis da-
ta yang lebih komprehensif, pada tahun 2007 nama YALE resmi diganti menja-
di RapidMiner, menandai transformasinya dari proyek penelitian menjadi platfor-
m komersial dan profesional. Perusahaan RapidMiner GmbH kemudian didirikan
untuk mengelola pengembangan dan distribusi perangkat lunak ini secara global.
RapidMiner terus berkembang dengan menambahkan berbagai fitur canggih seperti
integrasi cloud computing, deep learning, dan automated machine learning (Au-
toML). Hingga kini, RapidMiner telah menjadi salah satu platform data science
terkemuka di dunia, digunakan oleh lebih dari 40.000 organisasi di berbagai sektor
industri dan lembaga pendidikan (Santoso, Azis, dkk., 2020).
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Selain digunakan untuk tujuan akademik, RapidMiner juga banyak diter-
apkan di berbagai sektor industri seperti keuangan, kesehatan, pemasaran, dan
manufaktur. Hal ini karena RapidMiner menyediakan berbagai algoritma machine
learning yang dapat diterapkan untuk klasifikasi, regresi, klasterisasi, asosiasi, dan
peramalan. Misalnya, dalam bidang pemasaran, RapidMiner dapat membantu pe-
rusahaan dalam menganalisis perilaku konsumen dan memprediksi tren penjualan.
Sedangkan di bidang kesehatan, aplikasi ini digunakan untuk menganalisis data
pasien guna mendukung pengambilan keputusan medis berbasis data (data-driven
decision making).

RapidMiner juga memiliki keunggulan dalam hal integrasi dengan berbagai
sumber data. Pengguna dapat mengimpor data dari berbagai format seperti CSV,
Excel, SQL Database, hingga cloud storage seperti Google Drive dan AWS. Se-
lain itu, RapidMiner mendukung koneksi langsung dengan bahasa pemrograman
seperti Python dan R, sehingga pengguna yang memiliki kemampuan analisis lan-
jutan dapat mengombinasikan kekuatan visualisasi RapidMiner dengan fleksibilitas
pemrograman statistik. Fitur ini menjadikan RapidMiner sangat adaptif terhadap
kebutuhan penelitian maupun analisis data profesional (Jollyta, Hajjah, Haerani,
Siddik, dkk., 2023).

Dalam konteks data mining, RapidMiner berfungsi sebagai alat utama un-
tuk menerapkan tahapan Knowledge Discovery in Databases (KDD), yaitu seleksi
data, pra-pemrosesan, transformasi, data mining, dan evaluasi hasil. Pengguna da-
pat dengan mudah membangun model analisis menggunakan operator yang telah
disediakan. Setiap operator di RapidMiner memiliki fungsi spesifik, seperti Read
CSV untuk membaca data, Normalize untuk menstandarkan nilai, atau Decision
Tree untuk melakukan klasifikasi. Proses analisis ini divisualisasikan dalam ben-
tuk diagram alur (process flow), sehingga alur kerja penelitian dapat dilacak dan
dimodifikasi dengan mudah (Jollyta dkk., 2023).

Selain fitur utama untuk data mining, RapidMiner juga dilengkapi dengan
berbagai extension atau plugin tambahan yang memperluas kemampuannya. Mis-
alnya, Text Mining Extension digunakan untuk menganalisis data berbentuk teks
seperti ulasan produk atau komentar media sosial, sementara Web Mining Extension
digunakan untuk mengekstraksi data dari situs web. Ada pula Deep Learning Exten-
sion yang memungkinkan pengguna melakukan eksperimen dengan model jaringan
saraf tiruan (neural network). Ketersediaan extension ini menjadikan RapidMin-
er sangat fleksibel untuk berbagai jenis penelitian dan proyek analisis data modern
(Sudirman, 2023).

Secara keseluruhan, RapidMiner merupakan platform yang sangat powerful
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dalam mendukung proses analisis data secara end-to-end. Mulai dari data prepro-
cessing, eksplorasi, pemodelan, hingga evaluasi, semua dapat dilakukan dalam satu
lingkungan kerja yang terpadu. Keunggulan lain dari RapidMiner adalah sifatnya
yang ramah bagi pengguna pemula karena tidak memerlukan kemampuan coding
yang mendalam, tetapi tetap dapat digunakan oleh peneliti dan profesional yang
membutuhkan analisis tingkat lanjut. Dengan demikian, RapidMiner menjadi salah
satu alat penting dalam implementasi data mining dan machine learning di berbagai
bidang ilmu dan industri dan untuk proses RapidMiner bisa dilihat pada Lampiran
B.

2.7 K-Nearest Neighbor (KNN)
K-Nearest Neighbor merupakan salah satu cara untuk mengimplemen-

tasikan algoritma supervised. Supervised learning merupakan metode klasifikasi
dimana pada setiap observasi terdapat variabel prediktor yang berhubungan dengan
variabel respon, yang tujuannya untuk mendapatkan pola baru, sedangkan unsu-
pervised learning bertujuan untuk mendapatkan pola dari data. K-Nearest Neigh-
bor (KNN) mencari jarak terpendek antar data yang akan dievaluasi dengan K ter-
dekat dengan data tersebut. Teknik ini termasuk dalam kelompok klasifikasi non-
parametrik. Teknik ini sangat sederhana dan mudah diterapkan. K-NN bekerja
dalam mengumpulkan data baru berdasarkan jarak data tersebut ke beberapa data
terdekat (Dewi, 2020).

Tujuan dari algoritma KNN adalah untuk mengklasifikasikan objek baru
berdasarkan atribut dan sampel data uji. Pengklasifikasi tidak menggunakan pola
apa pun untuk pencocokan dan hanya didasarkan pada memori. Dalam pengujian, k
objek paling dekat dengan nilai data latih. Algoritma KNN menggunakan klasifikasi
tetangga sebagai nilai prediktif dari kejadian query baru. Pada algoritma KNN, data
baru diklasifikasikan menurut seberapa dekat data baru tersebut dengan data yang
tersedia. Salah satu metode untuk menentukan nilai optimal k dalam KNN adalah
cross-validation (Cholil dkk., 2021).

Algoritma K-Nearest Neighbor (KNN) memiliki prinsip utama bahwa da-
ta yang memiliki karakteristik serupa akan cenderung berada dalam jarak yang
berdekatan dalam ruang fitur. Oleh karena itu, KNN menggunakan konsep jarak
biasanya Euclidean Distance untuk menentukan kedekatan antar data. Selain jarak
Euclidean, terdapat juga ukuran jarak lain yang dapat digunakan seperti Manhattan
Distance, Minkowski Distance, dan Chebyshev Distance. Pemilihan jenis jarak ini
dapat mempengaruhi hasil klasifikasi tergantung pada karakteristik data yang digu-
nakan. Semakin kecil jarak antara data uji dan data latih, semakin besar kemung-
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kinan data uji tersebut termasuk dalam kelas yang sama dengan data latih tersebut
(Pristiawati, 2023).

Keunggulan utama algoritma KNN terletak pada kesederhanaannya dan e-
fektivitasnya dalam menangani data dengan distribusi yang tidak diketahui. Karena
KNN termasuk dalam metode lazy learner, algoritma ini tidak memerlukan proses
pelatihan model yang kompleks seperti pada algoritma decision tree atau neural net-
work. Model KNN akan memproses klasifikasi hanya ketika data baru masuk untuk
diuji, sehingga lebih fleksibel dalam menghadapi data baru. Namun, kelemahan dari
pendekatan ini adalah kebutuhan komputasi yang tinggi ketika jumlah data pelati-
han besar, karena setiap data uji harus dibandingkan dengan seluruh data pelatihan
yang ada (Purwanto dan Nugroho, 2023).

Selain digunakan untuk klasifikasi, algoritma KNN juga dapat diterapkan
pada kasus regresi, di mana nilai keluaran bukan berupa kelas tetapi berupa ni-
lai kontinu. Pada penerapan regresi, nilai prediksi untuk data baru diperoleh de-
ngan menghitung rata-rata dari nilai k tetangga terdekat. Penggunaan KNN juga
telah banyak diimplementasikan dalam berbagai bidang, seperti pengenalan wajah,
deteksi penyakit, sistem rekomendasi, hingga prediksi harga. Dengan pemilihan
parameter k yang tepat dan teknik feature scaling yang sesuai, KNN dapat mem-
berikan hasil klasifikasi atau prediksi yang akurat dan stabil dalam berbagai perma-
salahan berbasis data.

Metode KNN dibagi menjadi dua fase: pembelajaran (Training) dan klasi-
fikasi. Selama fase pembelajaran, algoritma hanya menyimpan vektor fitur dan
mengklasifikasikan data pelatihan. Pada tahap klasifikasi, fitur yang sama dihitung
pada data yang diuji (data dengan klasifikasi yang tidak diketahui). Nilai k optimal
untuk KNN bergantung pada data yang digunakan. Nilai k yang besar mengurangi
efek noise pada klasifikasi, tetapi membuat batas antara setiap klasifikasi. Nilai k
yang sesuai dapat dipilih dengan optimasi parameter seperti validasi silang. Ka-
sus khusus di mana klasifikasi diprediksi berdasarkan data pelatihan terdekat (yaitu
k=1) disebut algoritma tetangga terdekat (Prasetyawan dan Gatra, 2022).
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Gambar 2.3. Tahapan Data Mining

Berikut adalah rumus menghitung jarak pada Algoritma KNN:

d =

√
p

∑
i=1

(ai−bi)2 (2.1)

Keterangan
d = Jarak
a = Data uji / testing
b = Sampel data
i = Variabel data
n = Dimensi data

Berikut ini merupakan tahapan atau langkah-langkah yang dilakukan dalam
proses kerja algoritma K-Nearest Neighbor (KNN) untuk mengklasifikasikan atau
memprediksi data baru berdasarkan kedekatannya dengan data latih:

1. Menentukan nilai K, yaitu jumlah tetangga terdekat yang akan digunakan
untuk klasifikasi atau prediksi.

2. Menghitung jarak antara data uji dengan seluruh data latih menggunakan
metode pengukuran jarak, seperti Euclidean Distance, Manhattan Distance,
atau Minkowski Distance.

3. Mengurutkan jarak dari yang terkecil hingga terbesar untuk mengetahui data
latih mana yang paling dekat dengan data uji.

4. Memilih K data tetangga terdekat berdasarkan hasil pengurutan jarak terse-
but.

5. Menentukan kelas mayoritas dari K data tetangga (untuk klasifikasi) atau
menghitung rata-rata nilai (untuk regresi).
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6. Menetapkan kelas atau nilai prediksi pada data uji berdasarkan hasil penen-
tuan mayoritas atau rata-rata tersebut.

7. Evaluasi hasil klasifikasi dengan menggunakan metode seperti Confusion
Matrix atau cross-validation untuk menilai tingkat akurasi model.

2.8 Naive Bayes Classifier (NBC)
Naive Bayes Classifier (NBC) merupakan salah satu algoritma klasifikasi

yang didasarkan pada teorema Bayes, yaitu teori probabilitas yang digunakan untuk
menghitung kemungkinan suatu kejadian berdasarkan informasi sebelumnya (pri-
or probability). Algoritma ini disebut “naive” karena mengasumsikan bahwa setiap
atribut atau fitur dalam data bersifat independen satu sama lain, padahal dalam keny-
ataannya hubungan antar atribut sering kali saling berkaitan. Meskipun memiliki a-
sumsi sederhana tersebut, Naive Bayes terbukti efektif dan efisien dalam melakukan
klasifikasi, terutama untuk dataset berukuran besar (Pristiawati, 2023).

Naive Bayes Classifier bekerja dengan menghitung probabilitas dari setiap
kelas yang mungkin berdasarkan data pelatihan (training data). Proses klasifikasi
dilakukan dengan mencari nilai probabilitas tertinggi dari suatu kelas terhadap data
uji yang diberikan. Dengan kata lain, algoritma ini memprediksi bahwa data baru
termasuk ke dalam kelas dengan kemungkinan terbesar berdasarkan fitur-fiturnya.
Kelebihan utama Naive Bayes adalah kemampuannya untuk bekerja dengan baik
meskipun data yang digunakan memiliki jumlah fitur yang banyak serta perfor-
manya yang tinggi pada kasus klasifikasi teks seperti analisis sentimen, deteksi
spam, dan klasifikasi dokumen (Dita, Chairunisyah, dan Mesran, 2021).

Selain itu, Naive Bayes memiliki karakteristik yang cepat, sederhana, dan
tidak memerlukan proses pelatihan yang rumit. Model ini hanya membutuhkan
estimasi probabilitas dari setiap atribut terhadap kelas yang diamati, sehingga kon-
sumsi sumber daya komputasinya relatif rendah dibandingkan algoritma lain seperti
Decision Tree atau Support Vector Machine. Meskipun asumsi independensi antar
variabel tidak selalu terpenuhi, hasil klasifikasi dari Naive Bayes tetap kompetitif
dan sering digunakan sebagai model dasar (baseline model) dalam penelitian ma-
chine learning dan data mining (Septianingrum dan Irawan, 2021).

Naive Bayes Classifier (NBC) adalah algoritma sederhana yang dapat di-
gunakan untuk proses klasifikasi menggunakan teknik probabilistik. Naive Bayes
ditulis sebagai P(X—Y) dimana X adalah vektor input yang berisi fitur dan Y adalah
label kelas. Notasi ini berarti bahwa setelah mengamati fitur X, kita memiliki prob-
abilitas label kelas Y. Notasi ini juga disebut probabilitas posterior Y, dan P(Y)
disebut probabilitas sebelumnya (Setiyani dkk., 2020).
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NBC menggunakan algoritma Bayessian untuk menghitung nilai kemung-
kinan keseluruhan. Prinsip NBC adalah probabilitas (probabilitas posterior) bahwa
sebuah kata jatuh ke dalam kategori berdasarkan nilai probabilitas tertinggi (prob-
abilitas sebelumnya) yang dimiliki teks yang bersangkutan sebelumnya sehingga
termasuk dalam kategori tertentu (Solihati dkk., 2022).

Berikut adalah rumus mencari probabilitas pada Algoritma NBC:

P(X) =
P(X | H)P(H)

P(X)
(2.2)

X = Data dengan kelas yang belum diketahui
H = Hipotesisi data X merupakan suatu kelas spesifik
P(H—X) = Probabilitas H berdasarkan kondisi X (posterior probabilitas)
P(H) = Probabilitas hipotesis H (prior probabilitas)
P(X—H) = Probabilitas X berdasarkan kondisi hipotesis H
P(X) = Probabilitas X

Berikut ini merupakan tahapan atau langkah-langkah proses klasifikasi
menggunakan algoritma Naive Bayes:

1. Mengumpulkan data pelatihan (training data) yang sudah memiliki label ke-
las sebagai dasar pembelajaran algoritma.

2. Menghitung probabilitas prior (P(C)) untuk setiap kelas berdasarkan
frekuensi kemunculannya dalam data pelatihan.

3. Menghitung probabilitas kondisional (P(X—C)) dari setiap fitur atau atribut
terhadap masing-masing kelas.

4. Menerapkan Teorema Bayes untuk menghitung probabilitas posterior dari
setiap kelas.

5. Membandingkan nilai probabilitas posterior dari seluruh kelas untuk data
uji yang diberikan.Menentukan kelas dengan probabilitas tertinggi sebagai
hasil akhir klasifikasi dari data tersebut.

6. Melakukan evaluasi akurasi model menggunakan metode seperti Confusion
Matrix atau cross-validation untuk menilai performa algoritma.

2.9 Confusion Matrix
Confusion Matrix adalah sebuah metode evaluasi yang digunakan untuk

mengukur kinerja model klasifikasi dalam bidang data mining dan machine learn-
ing. Metode ini menampilkan hasil perbandingan antara nilai prediksi yang di-
hasilkan oleh model dengan nilai sebenarnya dari data uji. Confusion Matrix bi-
asanya disajikan dalam bentuk tabel dua dimensi yang terdiri dari baris dan kolom,
di mana masing-masing mewakili kelas aktual dan kelas prediksi. Dengan menggu-
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nakan metode ini, pengguna dapat mengetahui seberapa banyak data yang diklasi-
fikasikan dengan benar maupun salah oleh model (Heydarian, Doyle, dan Samavi,
2022).

Confusion Matrix adalah suatu metode yang digunakan untuk melakukan
perhitungan akurasi pada konsep data mining. Evaluasi dengan Confusion Matrix
menghasilkan nilai akurasi, presisi dan recall. Akurasi dalam klasifikasi adalah
persentase ketepatan record data yang diklasifikasikan secara benar setelah di-
lakukan pengujian pada hasil klasifikasi (Irmayani, 2021).

Secara umum, Confusion Matrix membantu dalam memberikan gambaran
yang lebih detail mengenai performa model klasifikasi dibandingkan hanya meng-
gunakan nilai akurasi. Evaluasi menggunakan Confusion Matrix tidak hanya meni-
lai seberapa tepat model dalam memprediksi, tetapi juga menunjukkan jenis kesala-
han yang dilakukan model, seperti kesalahan dalam mengklasifikasikan data positif
sebagai negatif atau sebaliknya. Oleh karena itu, Confusion Matrix sering digu-
nakan sebagai dasar dalam menghitung berbagai metrik evaluasi seperti akurasi,
presisi, recall, dan F1-score (Liang, 2022).

Komponen utama dalam Confusion Matrix terdiri dari True Positive (TP),
True Negative (TN), False Positive (FP), dan False Negative (FN). True Positive
adalah jumlah data yang diklasifikasikan benar sebagai kelas positif, sedangkan
True Negative menunjukkan jumlah data yang benar diklasifikasikan sebagai kelas
negatif. Sementara itu, False Positive terjadi ketika model secara keliru mengklasi-
fikasikan data negatif menjadi positif, dan False Negative menunjukkan kesalahan
ketika data positif diklasifikasikan sebagai negatif. Keempat elemen ini menjadi
dasar utama dalam penilaian performa model klasifikasi.

Berikut adalah contoh Confusion Matrix untuk klasifikasi biner sebagai
berikut.

Tabel 2.1. Contoh Tabel Confusion Matrix

Confusion Matrix Kelas Prediksi
1 0

Kelas Asal
1 TP FN
0 FP TN

Rumus Confusion Matrix untuk menghitung accuracy, precision, dan recall
seperti berikut.

Precision =
T P

T P+FP
(2.3)
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Recall =
T P

T P+FN
(2.4)

Accuracy =
T P+T N

T P+T N +FP+FN
(2.5)

Dengan demikian, Confusion Matrix berperan penting dalam mengevalu-
asi seberapa baik suatu model bekerja dalam mengklasifikasikan data. Metode i-
ni memberikan pandangan yang lebih menyeluruh terhadap hasil klasifikasi, tidak
hanya dari segi akurasi, tetapi juga keseimbangan antara kemampuan model dalam
mendeteksi kelas positif dan negatif. Melalui Confusion Matrix, peneliti atau prak-
tisi dapat menentukan apakah model sudah bekerja secara optimal atau perlu di-
lakukan perbaikan untuk meningkatkan ketepatan hasil klasifikasi.

2.10 Penelitian Terdahulu
Penelitian yang dilakukan oleh Marpaung (2021), menunjukkan bahwa k-

lasifikasi prestasi siswa di SMA Negeri 1 Panombeian Panei menggunakan algorit-
ma Naı̈ve Bayes mencapai akurasi sebesar 91,00%. Dengan empat atribut utama,
yaitu keberadaan guru, kemampuan siswa, motivasi, dan lingkungan sekolah, mod-
el ini mampu memprediksi siswa kurang berprestasi dengan class precision 83,33%
dan class recall 80,00%, serta siswa berprestasi dengan class precision 93,42% dan
class recall 94,67% (Marpaung dkk., 2021).

Penelitian yang dilakukan oleh Winantu dan Khatimah (2023), menun-
jukkan bahwa algoritma Naı̈ve Bayes lebih unggul dibandingkan k-Nearest Neigh-
bor (k-NN) dalam memprediksi prestasi siswa berdasarkan data rapor, dengan t-
ingkat akurasi klasifikasi (CA) sebesar 0.909 dan nilai AUC yang sama. Mod-
el Naı̈ve Bayes juga memiliki F1-score, Precision, dan Recall yang lebih ting-
gi dibandingkan k-NN, sehingga lebih efektif dalam klasifikasi prestasi siswa
(Winantu dan Khatimah, 2023).

Penelitian yang dilakukan oleh Sinaga (2023), menunjukkan bahwa metode
Naı̈ve Bayes memiliki kinerja yang cukup baik dalam memprediksi hasil belajar
siswa dengan tingkat akurasi sebesar 97,2%. Atribut yang digunakan, seperti jenis
kelamin, asal sekolah, serta pendidikan dan pekerjaan orang tua, mampu mencer-
minkan prediksi prestasi siswa dengan baik (Sinaga, 2023).

Penelitian yang dilakukan oleh Siregar dan Putri (2022) menunjukkan bah-
wa algoritma Naı̈ve Bayes mampu memberikan performa klasifikasi yang tinggi
dalam memprediksi prestasi akademik siswa SMA menggunakan data nilai rapor
dan data kehadiran. Dalam penelitiannya, Naı̈ve Bayes menghasilkan akurasi sebe-
sar 95,87%, dengan nilai precision dan recall di atas 94% pada masing-masing ke-
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las. Hasil ini membuktikan bahwa metode probabilistik seperti Naı̈ve Bayes sangat
efektif pada dataset pendidikan yang memiliki distribusi antar atribut relatif stabil
(Siregar & Putri, 2022).

Penelitian lain oleh Pratama dan Wulandari (2020) membandingkan perfor-
ma algoritma K-NN dan Naı̈ve Bayes dalam mengklasifikasikan tingkat pencapaian
belajar siswa berdasarkan nilai akademik dan aktivitas sekolah. Hasil penelitian me-
nunjukkan bahwa K-NN dengan nilai k = 5 memperoleh akurasi sebesar 92,50%,
sedangkan Naı̈ve Bayes memperoleh akurasi sebesar 94,20%. Naı̈ve Bayes juga
memiliki nilai F1-score yang lebih tinggi, sehingga dinilai lebih stabil dalam mem-
proses data pendidikan yang beragam (Wulandari dkk., 2022).

34



BAB 3

METODOLOGI PENELITIAN

Pada penelitian Tugas Akhir ini menerapkan tahapan utama diantaranya
adalah tahapan perencanaan, pengumpulan data, preprocessing data, pemodelan da-
ta, analisis dan hasil serta dokumentasi.

Gambar 3.1. Tahapan Data Mining



Dalam pelaksanaan penelitian Tugas Akhir ini menggunakan Metode Klasi-
fikasi Data Mining. Tedapat langkah-langkah yang ditempuh pada Tugas Akhir ini
dapat dilihat pada gambar 1 dan berikut penjelasannya:

3.1 Tahap Perencanaan
Berikut adalah 4 tahap perencanaan penelitian ini:

1. Perumusan Masalah
Penentuan rumusan ini bertujuan untuk membandingkan hasil akurasi algo-
ritma K- Nearest Neighbor (KNN) dan Naive Bayes Classifer (NBC) dalam
mencari hasil klasifikasi terbaik untuk menentukan prestasi akademik siswa
berdasarkan nilai rapor dan nilai kedisiplinan siswa.

2. Penentuan Tujuan
Penentuan tujuan adalah penetapan kerangka yang mendefinisikan segala
sesuatu untuk dicapai yaitu mengimplementasikan Algoritma K- Nearest
Neighbor (KNN) dan Naive Bayes Classifer (NBC).

3. Penentuan Batasan Masalah
Penentuan batasan masalah memiliki fungsi agar penelitian yang dilakukan
ini tidak keluar konteks bahasan seperti penelitian ini menggunakan data
yang diperoleh dari Nilai rapor dan nilai kedisiplinan siswa dan Tools yang
digunakan dalam mengolah data adalah RapidMiner.

4. Studi Pustaka
Studi Pustka pada penelitian ini ditujukan untuk mempelajari teori-teori
yang terkait dengan Tugas Akhir ini dan sebagai solusi dari permasalah-
an yang diteliti, serta memberikan landasan berupa sumber yang kuat bagi
peneliti untuk menggunakan Algoritma K- Nearest Neighbor (KNN) dan
Naive Bayes Classifer (NBC) yang digunakan pada penelitian ini. Sum-
ber Referensi yang digunakan berupa Jurnal Nasional, Jurnal Internasional,
laporan resmi lembaga terkait dan buku.

3.2 Tahap Pengumpulan Data
Berikut adalah 3 tahap pengumpulan data yang dilakukan pada penelitian

ini:
1. Observasi

Tahap observasi ini dilakukan dengan cara pengamatan langsung pada SMK
Pesantren Teknologi Riau.

2. Wawancara
Pengumpulan data bertujuan untuk lebih memahami masalah yang akan
diteliti. Pengumpulan data pada tugas akhir ini menggunakan metode peng-
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ambilan data primer dengan melakukan wawancara dengan Guru SMK Pe-
santren Teknologi Riau, serta surat untuk observasi dan wawancara bisa di-
lihat pada Lampiran A.

3. Data yang Digunakan
Data yang digunakan dalam penelitian ini mencakup nilai rapor siswa dan
data kedisiplinan di SMK Pesantren Teknologi Riau, yang meliputi poin
pelanggaran selama proses pembelajaran. Selain itu, penelitian ini juga
menggunakan metode sekunder dengan mengacu pada jurnal dan penelitian
terdahulu yang relevan, khususnya terkait metode klasifikasi dan algoritma
K-Nearest Neighbor (KNN) serta Naı̈ve Bayes Classifier (NBC).

3.3 Tahap Pre-Processing Data
Berikut adalah3 tahap pre-processing data yang digunakan pada penelitian

ini:
1. Cleaning Data

Cleaning data dilakukan untuk mengurangi noise dan memastikan kualitas
data yang digunakan dalam penelitian. Noise dalam data dapat berupa nilai
yang tidak relevan, duplikasi, atau data yang hilang, yang dapat mempen-
garuhi kinerja algoritma dalam proses klasifikasi. Oleh karena itu, tahap ini
melibatkan pembersihan data dengan menghapus atau mengganti nilai yang
salah atau anomali. Proses cleaning data dalam penelitian ini dilakukan
menggunakan tools RapidMiner dengan fitur Replace Missing Value untuk
menangani data yang kosong atau tidak valid, sehingga data yang diolah
lebih akurat dan siap untuk tahap pemrosesan selanjutnya.

2. Normalisasi Data
Normalisasi data bertujuan untuk menyamakan skala data sehingga dapat
digunakan secara optimal dalam proses klasifikasi. Data yang diperoleh
dari nilai rapor dan poin kedisiplinan siswa mungkin memiliki rentang yang
berbeda, sehingga perlu dilakukan normalisasi agar tidak terjadi bias dalam
perhitungan algoritma. Normalisasi juga membantu mengurangi redundansi
serta meningkatkan efisiensi proses perhitungan pada algoritma K-Nearest
Neighbor (KNN) dan Naı̈ve Bayes Classifier (NBC). Dalam penelitian ini,
normalisasi dilakukan dengan mengonversi data ke dalam bentuk numerik
agar dapat diproses dengan baik oleh algoritma yang digunakan.

3. Pembagian Hold out
Tahap ini dilakukan untuk membagi dataset menjadi data latih (training da-
ta) dan data uji (testing data) menggunakan metode Hold Out. Metode
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ini digunakan untuk mengukur kinerja algoritma klasifikasi dengan cara
memisahkan sebagian data untuk pelatihan model dan sebagian lainnya un-
tuk pengujian. Dalam penelitian ini, proporsi data yang digunakan adalah
80:20, di mana 80% data digunakan untuk pelatihan model dan 20% sisanya
digunakan sebagai data uji. Pembagian ini bertujuan untuk memastikan
bahwa model dapat mempelajari pola dari data latih dengan baik dan di-
uji keakuratannya menggunakan data uji, sehingga hasil klasifikasi yang di-
hasilkan dapat diandalkan.

3.4 Tahap Pemodelan
berikut adalah 4 tahap pemodelan pada penelitian ini:

1. Algoritma yang Digunakan
Pada tahap ini, penelitian menggunakan dua algoritma klasifikasi, yaitu K-
Nearest Neighbor (KNN) dan Naı̈ve Bayes Classifier (NBC). KNN bekerja
dengan cara mencari sejumlah tetangga terdekat dari suatu data berdasarkan
nilai kemiripan, sedangkan NBC menggunakan konsep probabilitas untuk
menentukan kategori dari suatu data. Kedua algoritma ini dipilih kare-
na memiliki pendekatan yang berbeda dalam klasifikasi, sehingga dapat
dibandingkan untuk melihat algoritma mana yang lebih optimal dalam
mengklasifikasikan prestasi akademik siswa berdasarkan nilai rapor dan ke-
disiplinan.

2. Menentukan Parameter
Pemilihan parameter yang tepat sangat penting untuk meningkatkan akurasi
model klasifikasi. Dalam algoritma KNN, parameter utama yang harus
ditentukan adalah nilai k, yaitu jumlah tetangga terdekat yang digunakan
dalam proses klasifikasi. Nilai k yang terlalu kecil dapat menyebabkan mod-
el terlalu sensitif terhadap data latih (overfitting), sedangkan nilai k yang
terlalu besar dapat menyebabkan model kurang sensitif terhadap pola da-
ta (underfitting). Sementara itu, dalam algoritma NBC, parameter utama
yang digunakan adalah nilai probabilitas dari setiap fitur data yang digu-
nakan dalam klasifikasi. Model ini menghitung probabilitas setiap kelas
berdasarkan distribusi fitur yang tersedia, sehingga proses klasifikasi di-
dasarkan pada kemungkinan terbesar dari suatu data masuk ke dalam kate-
gori tertentu.

3. Melakukan Training Model
Pada tahap ini, model klasifikasi dilatih menggunakan data latih (training
data) untuk memahami pola yang ada dalam dataset. Proses ini dilakukan
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dengan cara memberikan sampel data yang telah memiliki label kategori, se-
hingga model dapat mempelajari hubungan antara variabel input (nilai rapor
dan kedisiplinan) dengan variabel output (kategori prestasi siswa). Training
model bertujuan agar algoritma dapat mengenali pola dan karakteristik data
dengan baik sebelum digunakan pada data baru. Dalam tahap ini, dilakukan
optimasi parameter untuk memastikan model memiliki kinerja yang maksi-
mal dalam klasifikasi.

4. Melakukan Validasi Model
Validasi model dilakukan untuk mengukur performa algoritma dalam
melakukan klasifikasi. Metode yang digunakan dalam penelitian ini adalah
Hold Out Validation dengan proporsi 80:20, di mana 80% data digu-
nakan sebagai data latih dan 20% sebagai data uji. Setelah model dilatih
menggunakan data latih, model tersebut diuji menggunakan data uji un-
tuk mengevaluasi keakuratannya. Hasil klasifikasi dari data uji kemudi-
an dibandingkan dengan label aslinya untuk menghitung akurasi, presisi,
recall, dan F1-score, sehingga dapat diketahui seberapa baik model dapat
mengklasifikasikan prestasi akademik siswa.

3.5 Tahap Analisa dan Perbandingan
Pada tahap ini, dilakukan analisis terhadap hasil implementasi algoritma K-

Nearest Neighbor (KNN) dan Naı̈ve Bayes Classifier (NBC) dengan memband-
ingkan performa kedua algoritma berdasarkan metrik evaluasi seperti akurasi, pre-
sisi, dan recall. Hasil dari perbandingan ini digunakan untuk menentukan algo-
ritma mana yang lebih optimal dalam mengklasifikasikan prestasi akademik siswa
berdasarkan nilai rapor dan kedisiplinan. Analisis dilakukan dengan mengukur t-
ingkat keberhasilan klasifikasi pada data uji, di mana akurasi menunjukkan persen-
tase prediksi yang benar, presisi mengukur ketepatan klasifikasi positif, dan recall
menunjukkan sejauh mana model dapat mendeteksi kategori tertentu. Dari hasil
perbandingan, algoritma dengan performa terbaik dapat dijadikan sebagai acuan
dalam pengambilan keputusan untuk sistem klasifikasi prestasi siswa di masa men-
datang. Tahap ini juga memberikan wawasan mengenai efektivitas metode klasi-
fikasi yang digunakan, serta dapat menjadi bahan pertimbangan untuk pengembang-
an lebih lanjut dalam pengolahan data akademik.

3.6 Tahap Dokumentasi
Tahap ini ialah mendokumentasikan seluruh kegiatan yang dilakukan pada

Tugas Akhir ini. Dokumentasi dilakukan mulai dari tahap pendahuluan, peren-
canaan, pengumpulan data, analisa dan perbandingan. Hasil dari dokumentasi ini
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adalah Laporan Tugas Akhir dan foto pada Lampiran E.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan hasil penelitian yang telah dilakukan, maka dapat ditarik bebe-

rapa kesimpulan sebagai berikut:

1. Algoritma K-Nearest Neighbor (KNN) dan Naive Bayes Classifier (N-
BC) berhasil dimodelkan dan diterapkan untuk mengklasifikasikan prestasi
akademik siswa di SMK Pesantren Teknologi Riau berdasarkan data nilai
rapor dan kedisiplinan siswa menggunakan tools RapidMiner.

2. Hasil evaluasi kinerja model menunjukkan bahwa algoritma KNN meng-
hasilkan nilai akurasi sebesar 99,35%, sedangkan algoritma Naive Bayes
Classifier (NBC) memperoleh nilai akurasi, presisi, dan recall masing-
masing sebesar 100%, sehingga kedua algoritma memiliki tingkat performa
yang sangat baik berdasarkan parameter evaluasi yang digunakan.

3. Penerapan algoritma KNN dan NBC mampu menghasilkan prediksi prestasi
akademik siswa yang dapat digunakan sebagai dasar pengambilan keputu-
san dalam proses evaluasi akademik, khususnya dalam menentukan kategori
prestasi siswa berdasarkan nilai rapor dan kedisiplinan.

4. Berdasarkan hasil analisis dan perbandingan performa antara algoritma KN-
N dan Naive Bayes Classifier (NBC) pada data latih dan data uji, algoritma
Naive Bayes Classifier (NBC) menunjukkan performa yang lebih optimal
dan efisien dibandingkan algoritma KNN dalam mengklasifikasikan prestasi
akademik siswa.

5.2 Saran
Berdasarkan hasil penelitian yang telah dilakukan, masih terdapat bebera-

pa hal yang dapat dikembangkan agar penelitian serupa di masa mendatang dapat
memberikan hasil yang lebih optimal dan aplikatif. Oleh karena itu, berikut bebe-
rapa saran yang dapat diberikan:

1. Penelitian selanjutnya dapat menambahkan variabel lain seperti nilai ke-
hadiran, keaktifan siswa, atau faktor kedisiplinan untuk memperoleh hasil
klasifikasi yang lebih komprehensif.

2. Disarankan agar sekolah mengembangkan sistem berbasis data mining se-
cara terintegrasi sehingga proses evaluasi prestasi siswa dapat dilakukan se-
cara otomatis dan berkelanjutan.

3. Perlu dilakukan pengujian dengan algoritma lain untuk membandingkan



performa dan menemukan metode yang paling sesuai dengan karakteristik
data akademik siswa.
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LAMPIRAN A

Surat Keterangan Observasi dan Wawancara

Gambar A.1. Surat Keterangan Observasi dan Wawancara



LAMPIRAN B

PROSES RapidMiner

Gambar B.1. Proses RapidMiner
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LAMPIRAN D

Hasil Data Normalisasi

Tabel D.1. Data Nilai Siswa

PKN MTK Sej Eng Seni PJOK SDKD Fis Kim GTO TDO PDTOArab Rata2 Label
81 80 87 80 82 81 83 82 85 82 81 85 85 83 Baik
83 79 88 82 78 84 79 80 85 82 85 83 85 83 Baik
79 79 85 80 81 80 80 79 84 81 83 79 84 82 Baik
77 77 79 77 76 81 75 81 83 75 77 76 83 79 Baik
78 80 85 78 80 84 80 78 82 80 82 88 82 82 Baik
79 79 86 79 80 80 79 79 83 80 81 80 83 81 Baik
83 82 89 82 84 83 85 84 87 85 84 83 87 85 Baik
80 82 89 82 86 86 85 84 87 85 84 83 87 85 Baik
80 81 87 79 83 85 84 80 86 85 84 82 86 84 Baik
89 78 81 77 79 86 80 78 85 79 78 76 85 80 Baik
79 80 82 78 82 86 82 79 85 84 82 84 85 83 Baik
77 80 83 79 80 85 81 79 85 83 84 82 85 82 Baik
86 82 85 85 83 85 87 87 85 82 81 85 85 84 Baik
87 82 87 85 84 87 88 88 85 82 85 83 85 85 Sangat Baik
86 80 82 84 78 80 82 85 84 81 83 79 84 82 Baik
82 79 82 83 77 80 80 81 83 75 77 76 83 80 Baik
82 78 82 85 77 80 80 85 82 80 82 88 82 82 Baik
82 79 83 85 76 80 80 84 83 80 81 80 83 82 Baik
87 83 83 83 85 89 90 87 87 85 84 83 87 86 Sangat Baik
87 83 83 88 86 89 90 87 87 85 84 83 87 86 Sangat Baik
87 81 83 84 84 85 85 85 86 85 84 82 86 84 Baik
85 80 83 82 83 80 82 82 85 79 78 76 85 82 Baik
86 80 83 82 84 80 82 84 85 84 82 84 85 83 Baik
86 80 83 83 70 80 82 84 85 83 84 82 85 82 Baik
90 88 86 86 89 87 85 88 85 82 81 85 85 86 Sangat Baik
87 89 87 89 88 87 85 89 85 82 85 83 85 86 Sangat Baik
86 87 85 86 86 86 85 88 84 81 83 79 84 84 Baik
86 86 85 84 85 86 85 86 83 75 77 76 83 83 Baik
86 87 85 85 87 86 85 87 82 80 82 88 82 85 Baik
88 87 85 86 86 86 85 87 83 80 81 80 83 84 Baik
94 89 87 91 91 89 92 91 87 85 84 83 87 88 Sangat Baik
95 89 88 95 91 89 92 94 87 85 84 83 87 89 Sangat Baik
92 87 87 89 89 89 92 88 86 85 84 82 86 87 Sangat Baik
93 87 87 86 85 87 90 86 85 79 78 76 85 85 Sangat Baik
92 86 87 86 86 88 90 88 85 84 82 84 85 86 Sangat Baik
93 86 88 89 86 87 90 88 85 83 84 82 85 87 Sangat Baik
81 80 87 80 82 81 83 82 91 91 89 92 91 85 Sangat Baik
83 79 88 82 78 84 79 80 95 91 89 92 95 86 Sangat Baik
79 79 85 80 81 80 80 79 89 89 89 92 89 84 Baik
77 77 79 77 76 81 75 81 86 85 87 90 86 81 Baik
78 80 85 78 80 84 80 78 86 86 88 90 86 83 Baik
79 79 86 79 80 80 79 79 89 86 87 90 89 83 Baik
83 82 89 82 84 83 85 84 80 82 81 83 80 83 Baik
80 82 89 82 86 86 85 84 82 78 84 79 82 84 Baik
80 81 87 79 83 85 84 80 80 81 80 80 80 82 Baik
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PKN MTK Sej Eng Seni PJOK SDKD Fis Kim GTO TDO PDTOArab Rata2 Label
89 78 81 77 79 86 80 78 77 76 81 75 77 79 Baik
79 80 82 78 82 86 82 79 78 80 84 80 78 81 Baik
77 80 83 79 80 85 81 79 79 80 80 79 79 81 Baik
86 82 85 85 83 85 87 87 82 84 83 85 82 84 Baik
87 82 87 85 84 87 88 88 82 86 86 85 82 86 Sangat Baik
86 80 82 84 78 80 82 85 79 83 85 84 79 82 Baik
82 79 82 83 77 80 80 81 77 79 86 80 77 80 Baik
82 78 82 85 77 80 80 85 78 82 86 82 78 81 Baik
82 79 83 85 76 80 80 84 79 80 85 81 79 81 Baik
87 83 83 83 85 89 90 87 85 83 85 87 85 86 Sangat Baik
87 83 83 88 86 89 90 87 85 84 87 88 85 86 Sangat Baik
87 81 83 84 84 85 85 85 84 78 80 82 84 83 Baik
85 80 83 82 83 80 82 82 83 77 80 80 83 82 Baik
86 80 83 82 84 80 82 84 85 77 80 80 85 82 Baik
86 80 83 83 70 80 82 84 85 76 80 80 85 81 Baik
90 88 86 86 89 87 85 88 83 85 89 90 83 87 Sangat Baik
87 89 87 89 88 87 85 89 88 86 89 90 88 88 Sangat Baik
86 87 85 86 86 86 85 88 84 84 85 85 84 85 Sangat Baik
86 86 85 84 85 86 85 86 82 83 80 82 82 84 Baik
86 87 85 85 87 86 85 87 82 84 80 82 82 84 Baik
88 87 85 86 86 86 85 87 83 70 80 82 83 84 Baik
94 89 87 91 91 89 92 91 86 89 87 85 86 89 Sangat Baik
95 89 88 95 91 89 92 94 89 88 87 85 89 90 Sangat Baik
92 87 87 89 89 89 92 88 86 86 86 85 86 88 Sangat Baik
93 87 87 86 85 87 90 86 84 85 86 85 84 86 Sangat Baik
92 86 87 86 86 88 90 88 85 87 86 85 85 87 Sangat Baik
93 86 88 89 86 87 90 88 86 86 86 85 86 87 Sangat Baik
81 80 87 80 82 81 83 82 91 91 89 92 91 85 Sangat Baik
83 79 88 82 78 84 79 80 95 91 89 92 95 86 Sangat Baik
79 79 85 80 81 80 80 79 89 89 89 92 89 84 Baik
77 77 79 77 76 81 75 81 86 85 87 90 86 81 Baik
78 80 85 78 80 84 80 78 86 86 88 90 86 83 Baik
79 79 86 79 80 80 79 79 89 86 87 90 89 83 Baik
83 82 89 82 84 83 85 84 80 82 81 83 80 83 Baik
80 82 89 82 86 86 85 84 82 78 84 79 82 84 Baik
80 81 87 79 83 85 84 80 80 81 80 80 80 82 Baik
89 78 81 77 79 86 80 78 77 76 81 75 77 79 Baik
79 80 82 78 82 86 82 79 78 80 84 80 78 81 Baik
77 80 83 79 80 85 81 79 79 80 80 79 79 81 Baik
86 82 85 85 83 85 87 87 82 84 83 85 82 84 Baik
87 82 87 85 84 87 88 88 82 86 86 85 82 86 Sangat Baik
86 80 82 84 78 80 82 85 79 83 85 84 79 82 Baik
82 79 82 83 77 80 80 81 77 79 86 80 77 80 Baik
82 78 82 85 77 80 80 85 78 82 86 82 78 81 Baik
82 79 83 85 76 80 80 84 79 80 85 81 79 81 Baik
87 83 83 83 85 89 90 87 85 83 85 87 85 86 Sangat Baik
87 83 83 88 86 89 90 87 85 84 87 88 85 86 Sangat Baik
87 81 83 84 84 85 85 85 84 78 80 82 84 83 Baik
85 80 83 82 83 80 82 82 83 77 80 80 83 82 Baik
86 80 83 82 84 80 82 84 85 77 80 80 85 82 Baik
86 80 83 83 70 80 82 84 85 76 80 80 85 81 Baik
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PKN MTK Sej Eng Seni PJOK SDKD Fis Kim GTO TDO PDTOArab Rata2 Label
90 88 86 86 89 87 85 88 83 85 89 90 83 87 Sangat Baik
87 89 87 89 88 87 85 89 88 86 89 90 88 88 Sangat Baik
86 87 85 86 86 86 85 88 84 84 85 85 84 85 Sangat Baik
86 86 85 84 85 86 85 86 82 83 80 82 82 84 Baik
86 87 85 85 87 86 85 87 82 84 80 82 82 84 Baik
88 87 85 86 86 86 85 87 83 70 80 82 83 84 Baik
94 89 87 91 91 89 92 91 86 89 87 85 86 89 Sangat Baik
95 89 88 95 91 89 92 94 89 88 87 85 89 90 Sangat Baik
92 87 87 89 89 89 92 88 86 86 86 85 86 88 Sangat Baik
93 87 87 86 85 87 90 86 84 85 86 85 84 86 Sangat Baik
92 86 87 86 86 88 90 88 85 87 86 85 85 87 Sangat Baik
93 86 88 89 86 87 90 88 86 86 86 85 86 87 Sangat Baik
81 80 87 80 82 81 83 82 91 91 89 92 91 85 Sangat Baik
83 79 88 82 78 84 79 80 95 91 89 92 95 86 Sangat Baik
79 79 85 80 81 80 80 79 89 89 89 92 89 84 Baik
77 77 79 77 76 81 75 81 86 85 87 90 86 81 Baik
78 80 85 78 80 84 80 78 86 86 88 90 86 83 Baik
79 79 86 79 80 80 79 79 89 86 87 90 89 83 Baik
83 82 89 82 84 83 85 84 80 82 81 83 80 83 Baik
80 82 89 82 86 86 85 84 82 78 84 79 82 84 Baik
80 81 87 79 83 85 84 80 80 81 80 80 80 82 Baik
89 78 81 77 79 86 80 78 77 76 81 75 77 79 Baik
79 80 82 78 82 86 82 79 78 80 84 80 78 81 Baik
77 80 83 79 80 85 81 79 79 80 80 79 79 81 Baik
86 82 85 85 83 85 87 87 82 84 83 85 82 84 Baik
87 82 87 85 84 87 88 88 82 86 86 85 82 86 Sangat Baik
86 80 82 84 78 80 82 85 79 83 85 84 79 82 Baik
82 79 82 83 77 80 80 81 77 79 86 80 77 80 Baik
82 78 82 85 77 80 80 85 78 82 86 82 78 81 Baik
82 79 83 85 76 80 80 84 79 80 85 81 79 81 Baik
87 83 83 83 85 89 90 87 85 83 85 87 85 86 Sangat Baik
87 83 83 88 86 89 90 87 85 84 87 88 85 86 Sangat Baik
87 81 83 84 84 85 85 85 84 78 80 82 84 83 Baik
85 80 83 82 83 80 82 82 83 77 80 80 83 82 Baik
86 80 83 82 84 80 82 84 85 77 80 80 85 82 Baik
86 80 83 83 70 80 82 84 85 76 80 80 85 81 Baik
90 88 86 86 89 87 85 88 83 85 89 90 83 87 Sangat Baik
87 89 87 89 88 87 85 89 88 86 89 90 88 88 Sangat Baik
86 87 85 86 86 86 85 88 84 84 85 85 84 85 Sangat Baik
86 86 85 84 85 86 85 86 82 83 80 82 82 84 Baik
86 87 85 85 87 86 85 87 82 84 80 82 82 84 Baik
88 87 85 86 86 86 85 87 83 70 80 82 83 84 Baik
94 89 87 91 91 89 92 91 86 89 87 85 86 89 Sangat Baik
95 89 88 95 91 89 92 94 89 88 87 85 89 90 Sangat Baik
92 87 87 89 89 89 92 88 86 86 86 85 86 88 Sangat Baik
93 87 87 86 85 87 90 86 84 85 86 85 84 86 Sangat Baik
92 86 87 86 86 88 90 88 85 87 86 85 85 87 Sangat Baik
93 86 88 89 86 87 90 88 86 86 86 85 86 87 Sangat Baik
88 90.5 89 88 85.5 90.5 87.5 84.5 91 91 89 92 91 89 Sangat Baik

87.3 91.8 87.8 86 87.5 85 90.5 82.5 95 91 89 92 95 89 Sangat Baik
85.5 82.5 83.1 83.5 87 81 86.5 80 89 89 89 92 89 86 Sangat Baik
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PKN MTK Sej Eng Seni PJOK SDKD Fis Kim GTO TDO PDTOArab Rata2 Label
87.1 86.3 86.8 88 86.5 82.7 89 83 86.5 91.5 83.8 90 86.5 86 Sangat Baik
88.5 85.8 87 88.5 90.5 85.2 87.5 83.5 87.5 89.5 85.6 90.5 87.5 87 Sangat Baik
86 83.3 84 86 87.5 79.5 87 81 84 86 80 86.1 84 84 Baik

89.3 93.5 91.3 86.5 87.5 87 88 87 87 94.5 85.3 88 87 89 Sangat Baik
86.6 87 85.8 88 84 81.5 88.5 80.5 82.5 87 83.5 87.2 82.5 85 Baik
87.3 85.3 85.3 87.5 85.5 85.2 88 83.5 86 88 85.3 89 86 86 Sangat Baik
87.3 84.6 85.8 87.5 83.5 82 88.5 81.5 84 86 83.3 86.5 84 85 Baik
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LAMPIRAN E

DOKUMENTASI

Gambar E.1. Dokumentasi
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merupakan anak dari Ayah Agus Sulaiman (alm) dan Ibu Aslin-
da, serta memiliki seorang kakak bernama Afni Kartika Asman.
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