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Istam Negeri Sultan Syarif Kasim Riau.

Z

Penulis menyadari bahwa penyusunan tugas akhir ini tidak terlepas dari

dgkungan, bantuan, dan doa dari berbagai pihak. Oleh karena itu, pada kesempatan

iffi penulis ingin mengucapkan terima kasih yang sebesar-besarnya kepada:
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gorbanan, kerja keras, nasihat, serta doa yang tidak pernah putus. Terima kasih
juga penulis sampaikan kepada nenek, kakek, bibi, dan seluruh keluarga besar yang
selalu memberikan dukungan moril, semangat, serta perhatian selama proses perku-
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KLASIFIKASI EMOSI PADA ULASAN PENGGUNA APLIKASI
F&T EXPRESS DI GOOGLE PLAY STORE MENGGUNAKAN

g MODEL DISTILBERT

A

‘§ CANDRA

; NIM: 12250311304

= Tanggal Sidang: 13 Januari 2026
= Periode Wisuda:

Z

w

= Program Studi Sistem Informasi
S Fakultas Sains dan Teknologi

A Universitas Islam Negeri Sultan Syarif Kasim Riau
g J1. Soebrantas, No. 155, Pekanbaru

ABSTRAK

Perkembangan platform digital mendorong meningkatnya jumlah ulasan pengguna yang mengan-
dung beragam ekspresi emosi terhadap suatu layanan, sehingga analisis emosi pada ulasan peng-
guna menjadi penting untuk memahami pengalaman dan persepsi pengguna secara lebih mendalam
dibandingkan dengan analisis sentimen konvensional; oleh karena itu, penelitian ini bertujuan un-
tuk melakukan klasifikasi emosi pada ulasan pengguna aplikasi J&T Express di Google Play Store
mce’glggunakan model DistilBERT, dengan data yang dikumpulkan melalui proses web scraping dan
slanjutnya melalui tahapan pra-pemrosesan, pelabelan emosi, serta pembagian dataset ke dalam
dE{a latih, validasi, dan uji, serta memfokuskan klasifikasi pada empat kategori emosi, yaitu marah,
kecewa, cemas, dan senang, di mana model DistilBERT dilatih menggunakan pendekatan fine-
t —;’ng dengan strategi TS2 untuk menyesuaikan model terhadap karakteristik bahasa Indonesia dan
gaya penulisan ulasan yang bersifat informal; hasil evaluasi menunjukkan bahwa model DistilBERT
yang telah dilakukan fine-tuning menghasilkan performa klasifikasi emosi yang lebih baik diband-
ilakan dengan model DistilBERT tanpa fine-tuning, dan analisis confusion matrix mengindikasikan
bajlwa proses fine-tuning berhasil mengurangi bias prediksi terhadap satu kelas dominan serta
ni€ningkatkan kemampuan model dalam membedakan setiap kategori emosi, sehingga penelitian ini
ﬂgmbuktikan bahwa penerapan fine-tuning pada model DistilBERT efektif untuk klasifikasi emosi
pi?da ulasan pengguna aplikasi layanan pengiriman.

Kata kunci: klasifikasi emosi, DistilBERT, fine-tuning, ulasan pengguna, Google Play

iX
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EMOTION CLASSIFICATION IN USER REVIEWS OF THE J&T
© EXPRESS APPLICATION ON THE GOOGLE PLAY STORE

g USING THE DISTILBERT MODEL
-~

o

= CANDRA

® NIM: 12250311304

=

7__6 Date of Final Exam: January 06" 2025
~ Graduation Period:

Z

w Department of Information System

= Faculty of Science and Technology

= State Islamic University of Sultan Syarif Kasim Riau
v Soebrantas Street, No. 155, Pekanbaru

=

(=

ABSTRACT

The development of digital platforms has led to a significant increase in the number of user re-
views containing diverse emotional expressions toward a service, making emotion analysis of user
reviews essential for understanding user experiences and perceptions more deeply than conventional
sentiment analysis; therefore, this study aims to perform emotion classification on user reviews of
the J&T Express application on the Google Play Store using the DistilBERT model, with data col-
lected through a web scraping process followed by preprocessing, emotion labeling, and dataset
splitting into training, validation, and test sets, while focusing on four emotion categories, namely
anger, disappointment, anxiety, and happiness, where the DistilBERT model is trained using a fine-
tighing approach with the TS2 strategy to adapt the model to the characteristics of the Indonesian
la'ﬁ-guage and the informal writing style commonly found in reviews; the evaluation results indi-
caz_e that the fine-tuned DistilBERT model achieves better emotion classification performance than
t}g DistilBERT model without fine-tuning, and the confusion matrix analysis shows that the
fime-tuning process successfully reduces prediction bias toward a dominant class and improves
th€&model’s ability to distinguish between each emotion category, thereby demonstrating that apply-
iI%-ﬁne—tuning to the DistilBERT model is effective for emotion classification in user reviews of
délivery service applications.

If_i}ywords: emotion classification, DistilBERT, fine-tuning, user reviews, Google Play Store
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BAB 1
@
= PENDAHULUAN
©
1? Latar Belakang
—  Perkembangan teknologi informasi dan komunikasi yang semakin pesat

tékah mendorong masyarakat untuk mengekspresikan pendapat, pengalaman, dan
pgr_asaannya terhadap berbagai produk maupun layanan secara terbuka melalui plat-
fg_::'m digital. Kehadiran media sosial, platform e-commerce, serta aplikasi mobile
nfemberikan ruang bagi pengguna untuk menyampaikan penilaian, kritik, dan saran,
safah satunya melalui fitur ulasan (review) pada platform seperti Google Play Store.
h&élalui ulasan tersebut, pengguna tidak hanya memberikan evaluasi terhadap kua-
lifas layanan, tetapi juga mengekspresikan berbagai emosi, seperti rasa senang, ce-
n%s, marah, maupun kecewa. Informasi emosional yang terkandung dalam ulasan
i3l menjadi sangat penting bagi perusahaan untuk mengevaluasi kualitas layanan
y%ng diberikan serta memahami pengalaman pelanggan secara lebih mendalam
(Mohammad dan Turney, 2013).

Seiring dengan meningkatnya jumlah ulasan yang dihasilkan oleh peng-
guna, pendekatan analisis sentimen tradisional menjadi kurang memadai karena
umumnya hanya berfokus pada polaritas umum, yaitu positif, negatif, dan netral.
Pendekatan tersebut belum mampu merepresentasikan kompleksitas emosi manusia
secara komprehensif. Oleh karena itu, diperlukan metode yang lebih presisi, yaitu
klasifikasi emosi. Penelitian yang dilakukan oleh Yin, Bond, dan Zhang (2014)
muejnunjukkan bahwa emosi seperti cemas dan marah, meskipun sama-sama bernu-
a'ﬁ_:sa negatif, memiliki makna psikologis yang berbeda. Rasa cemas muncul akibat
kﬂ(hawatiran terhadap suatu kondisi yang tidak pasti, sedangkan rasa marah sering
k%l'i berkaitan dengan persepsi ketidakadilan atau pelayanan yang buruk. Pema-
h%;nan terhadap perbedaan emosi ini menjadi krusial bagi perusahaan agar dapat
mngmberikan respons yang lebih empatik dan tepat sasaran. Oleh sebab itu, klasi-
ﬁgasi emosi menjadi pendekatan yang lebih relevan dibandingkan sekadar anal-
iécf;s sentimen sederhana (Kazmierczak, Zajenkowska, Rajchert, Jakubowska, dan
@ramiuk-Szyszko, 2023).

©  Analisis emosi (emotion analysis) merupakan pengembangan dari analisis
sgitimen yang bertujuan untuk mengidentifikasi berbagai jenis emosi yang terkan-
d:g_'hg dalam teks. Jika analisis sentimen hanya menilai sikap secara umum (posi-
tig1 negatif, atau netral), maka analisis emosi berfokus pada pengenalan keadaan

afektif yang lebih spesifik, seperti senang, cemas, marah, atau kecewa. Penelitian-
"t
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penelitian terkini menunjukkan bahwa teks pada media sosial dan platform digital
u@umnya ditulis dalam bahasa informal, mengandung singkatan, emotikon, serta

VQI,riasi ejaan, sehingga memerlukan pendekatan yang lebih canggih agar klasifikasi
eﬁosi dapat dilakukan secara akurat (Ganie, 2023).

- Dalam beberapa tahun terakhir, model berbasis transformer semakin banyak
d;gunakan dalam tugas pemrosesan bahasa alami, termasuk analisis emosi, karena
kgmampuannya dalam memahami konteks kalimat secara dua arah. Model BERT
bgs'erta turunannya, seperti DistilBERT, telah menunjukkan performa yang ung-
gt dalam berbagai tugas klasifikasi teks. DistilBERT merupakan versi ringan dari
BERT yang memiliki ukuran sekitar 60% lebih kecil, namun tetap mempertahankan
h%gga 97% performa model aslinya, serta mampu melakukan inferensi sekitar 60%
lg)bih cepat (Sanh, Debut, Chaumond, dan Wolf, 2020). Karakteristik ini men-
j%ikan DistilBERT lebih efisien untuk diterapkan pada sistem yang membutuhkan
kecepatan dan efisiensi komputasi.

Berdasarkan perkembangan tersebut, penerapan model ringan seperti Dis-
tilBERT menjadi alternatif yang menjanjikan untuk analisis teks berbahasa Indone-
sia, khususnya pada ulasan pengguna aplikasi seperti J&T Express di Google Play
Store. Model ini mampu memproses data secara efisien sekaligus memahami kon-
teks semantik secara lebih mendalam, sehingga hasil klasifikasi emosi menjadi lebih
kontekstual dan realistis. Pendekatan klasifikasi emosi berbasis transformer ini
tidak hanya bermanfaat untuk memahami perasaan pengguna secara lebih kompre-
hensif, tetapi juga dapat mendukung peningkatan kualitas layanan berbasis data,
mda)najemen reputasi, serta pengambilan keputusan strategis dalam industri logistik
d%ital.

(¢

—

aEademik yang penting karena memperluas kajian Natural Language Processing

Selain memberikan kontribusi praktis, penelitian ini juga memiliki nilai

(IQLP) berbahasa Indonesia menuju tahap pemahaman afektif yang lebih kompleks.
Pnglerapan model transformer yang efisien seperti DistilBERT pada dataset ulasan
l(acal diharapkan dapat menjadi langkah awal dalam pengembangan sistem klasi-
ﬁgasi emosi yang adaptif terhadap konteks budaya dan linguistik Indonesia.

I?g Perumusan Masalah
a Berdasarkan latar belakang yang telah diuraikan, maka rumusan masalah
dilam tugas akhir ini adalah sebagai berikut:

—

Bagaimana proses penerapan dan fine-tuning model DistilBERT dalam

melakukan klasifikasi emosi pada teks ulasan pengguna aplikasi J&T Ex-

nery wisey JreAg uej
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press di Google Play Store?

©2.  Seberapa baik kinerja model DistilBERT dalam mengklasifikasikan emosi
g pengguna ke dalam empat kategori emosi, yaitu marah, kecewa, cemas, dan
: senang, berdasarkan metrik evaluasi accuracy, precision, recall, dan F1-
- score?

53. Bagaimana pola kesalahan klasifikasi yang dilakukan oleh model Distil-
3 BERT serta faktor-faktor linguistik yang memengaruhi kesalahan tersebut
;__r' berdasarkan analisis confusion matrix dan error analysis?

©4. Bagaimana distribusi dan karakteristik emosi pengguna aplikasi J&T Ex-
i press berdasarkan hasil klasifikasi emosi menggunakan model DistilBERT?
13 Batasan Masalah

®  Batasan masalah dalam tugas akhir ini adalah sebagai berikut:

A1,  Data yang digunakan dalam penelitian ini berasal dari ulasan pengguna apli-
ﬁ kasi J&T Express yang diperoleh dari Google Play Store pada periode tahun

2024 hingga 2025.

2. Kategori emosi yang diklasifikasikan dibatasi pada empat jenis emosi, yaitu
marah, kecewa, cemas, dan senang.

3. Model yang digunakan dalam penelitian ini adalah DistilBERT, dengan dua
skenario pelatihan, yaitu model pretrained tanpa penyesuaian parameter dan
model yang telah melalui proses fine-tuning.

4. Penelitian ini tidak membandingkan DistilBERT dengan model transformer
lain seperti BERT, RoBERTa, atau XL Net.

5. Penelitian ini hanya berfokus pada data berbasis teks dan tidak mempertim-
E‘ bangkan modalitas lain seperti gambar, audio, atau video.
E6. Evaluasi kinerja model dibatasi pada metrik accuracy, precision, recall, F1-
g score, serta analisis menggunakan confusion matrix.
(]
14 Tujuan
E- Tujuan yang ingin dicapai dalam pelaksanaan tugas akhir ini adalah sebagai
berikut:

™

nery wisey] jureAg uejng jo A1

Mengimplementasikan model DistilBERT untuk melakukan klasifikasi
emosi pada teks ulasan pengguna aplikasi J&T Express yang diperoleh dari
Google Play Store.

Mengevaluasi kinerja model DistilBERT dalam mengklasifikasikan emosi
pengguna ke dalam empat kategori emosi, yaitu marah, kecewa, cemas, dan

senang, menggunakan metrik evaluasi standar.
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3. Menganalisis distribusi dan karakteristik emosi pengguna untuk memper-

© oleh gambaran mengenai persepsi dan pengalaman pengguna terhadap
gl

® layanan J&T Express.

-~

153 Manfaat Penelitian

E- Manfaat yang diharapkan dari pelaksanaan tugas akhir ini adalah sebagai

bgrikut.

1%.1 Manfaat Teoretis
Penelitian ini diharapkan dapat memberikan kontribusi dalam pengem-

1N

bangan kajian Natural Language Processing (NLP) berbahasa Indonesia, khusus-
ng)a pada penerapan model transformer ringan seperti DistiBERT untuk tugas klasi-
fikasi emosi pada teks ulasan pengguna. Hasil penelitian ini dapat menjadi referensi
b;gi penelitian selanjutnya yang berkaitan dengan analisis emosi, analisis sentimen
lanjutan, serta pemodelan bahasa berbasis deep learning pada data teks berbahasa
Indonesia.

Selain itu, penelitian ini juga memperkaya literatur mengenai efektivitas
pendekatan fine-tuning pada model pretrained dalam konteks klasifikasi emosi,
terutama pada data yang bersifat informal dan kontekstual seperti ulasan pengguna
aplikasi. Temuan dalam penelitian ini diharapkan dapat menjadi dasar teoretis bagi
pengembangan metode klasifikasi emosi yang lebih adaptif dan representatif ter-
hadap ekspresi bahasa alami.

1.5.2 Manfaat Praktis

2 Secara praktis, penelitian ini dapat membantu perusahaan jasa ekspedisi
s%)erti J&T Express dalam memahami perasaan dan pengalaman pelanggan secara
l@:'éih spesifik, tidak hanya berdasarkan polaritas sentimen (positif atau negatif),
t%api juga berdasarkan jenis emosi yang dirasakan, seperti marah, kecewa, ce-
ntas, dan senang. Informasi ini dapat dimanfaatkan sebagai bahan evaluasi untuk
m%mngkatkan kualitas pelayanan, memperbaiki sistem pengiriman, serta menyusun
sﬁategl komunikasi yang lebih efektif dan responsif terhadap pelanggan.

E. Selain itu, pendekatan yang digunakan dalam penelitian ini dapat dijadikan
s%oagai acuan dalam pengembangan sistem analisis emosi pada berbagai domain
l{x“anan digital lainnya, seperti e-commerce, transportasi, dan layanan publik. De-
ng_an demikian, metode klasifikasi emosi berbasis DistilBERT yang dikaji dalam
penelitian ini memiliki potensi untuk diterapkan secara luas dalam konteks analisis

opini dan pengalaman pengguna berbasis teks.
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1.6 Sistematika Penulisan

© Sistematika penulisan laporan tugas akhir ini disusun untuk memberikan
g%nbaran mengenai alur pembahasan pada setiap bab. Adapun sistematika
pglulisan dalam laporan tugas akhir ini adalah sebagai berikut:

-  BAB 1. PENDAHULUAN
o BAB 1 pada tugas akhir ini berisi tentang pendahuluan yang meliputi latar
baakang masalah, rumusan masalah, batasan masalah, tujuan penelitian, manfaat
pélelitian, serta sistematika penulisan.
C  BAB 2. LANDASAN TEORI
< BAB 2 membahas tinjauan pustaka dan landasan teori yang berkaitan de-
nsg%n penelitian. Bab ini mencakup konsep dasar pemrosesan bahasa alami (Natural
lgnguage Processing), analisis emosi pada teks, model DistilBERT, teknik know!-
egcjlgge distillation, serta penelitian-penelitian terdahulu yang relevan sebagai acuan
dalam penelitian ini.
= BAB 3. METODOLOGI PENELITIAN
BAB 3 menjelaskan metodologi penelitian yang digunakan. Pembahasan
meliputi pengumpulan data ulasan, proses pra-pemrosesan teks, pelabelan dan vali-
dasi data, pembagian data latih dan data uji, proses tokenisasi dan encoding, peran-
cangan model, serta metode pelatihan dan evaluasi model.
BAB 4. ANALISA DAN PERANCANGAN
BAB 4 membahas hasil implementasi dan pengujian model DistilBERT. Bab
ini mencakup proses pelatihan model, mekanisme distilasi pengetahuan, hasil eval-
u(z}§i kinerja model menggunakan metrik yang digunakan, serta analisis hasil pen-
gﬁjian berdasarkan data penelitian.
BAB 5. IMPLEMENTASI DAN PENGUJIAN

BAB 5 merupakan bab penutup yang berisi kesimpulan dari hasil penelitian

puefs] d

yang telah dilakukan serta saran untuk pengembangan penelitian selanjutnya.
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BAB 2
LANDASAN TEORI

O)XBH ©

Bab ini membahas teori-teori yang menjadi dasar dalam penelitian ini,
meliputi konsep klasifikasi emosi, pentingnya analisis emosi di era digital, metode

NLP, serta model DistilBERT yang digunakan dalam pemrosesan teks.
S

23 Konsep Emosi dan Klasifikasi Emosi
-~

- Emosi merupakan respons afektif manusia yang muncul sebagai reaksi ter-
hadap suatu kejadian atau situasi tertentu, dan sering kali tercermin melalui ekspresi
lirguistik dalam bentuk teks digital, seperti ulasan pengguna aplikasi dan layanan
(Bciutchik, 1980; Semeraro, Vilella, dan Ruffo, 2021; Ekman dkk., 1992; Maruf
dgk., 2024). Dalam konteks komunikasi berbasis teks, emosi tidak selalu dinya-
takan secara eksplisit, melainkan sering tersirat melalui pilihan kata, struktur kali-
n?at, serta konteks keseluruhan (Hofmann, Troiano, Sassenberg, dan Klinger, 2020;
Maruf dkk., 2024; Bostan dan Klinger, 2018). Oleh karena itu, pemahaman ter-
hadap emosi dalam teks menjadi aspek penting dalam menganalisis persepsi dan
pengalaman pengguna (Nandwani dan Verma, 2021).

Klasifikasi emosi dalam teks bertujuan untuk mengidentifikasi kategori
perasaan yang terekspresi sehingga dapat memetakan pengalaman subjektif peng-
guna secara lebih spesifik dibandingkan analisis sentimen sederhana yang hanya
membedakan polaritas positif, negatif, atau netral (Mohammad dan Turney, 2013;
Motger, Oriol, Tiessler, Franch, dan Marco, n.d.; Nandwani dan Verma, 2021). Pen-
dfkatan ini memungkinkan sistem untuk memahami nuansa emosional yang lebih
h%:lus, misalnya membedakan antara kemarahan, kekecewaan, dan kecemasan, yang
n§skipun sama-sama bernuansa negatif, memiliki makna psikologis dan implikasi
pzm:%ktis yang berbeda (Plutchik, 1980; Hofmann dkk., 2020).

A Dalam konteks ulasan pengguna aplikasi, perbedaan jenis emosi tersebut
n:Enjadi krusial karena setiap emosi merepresentasikan pengalaman dan ekspektasi
péngguna yang berbeda terhadap layanan (Motger dkk., n.d.; Oprea, 2025). Seba-
g% contoh, emosi marah sering kali menunjukkan ketidakpuasan yang bersifat akut
tég‘hadap suatu aspek layanan, sedangkan emosi cemas lebih berkaitan dengan keti-
da“!(pastian atau kekhawatiran terhadap proses yang sedang berlangsung (Hofmann
d%., 2020; Maruf dkk., 2024). Oleh karena itu, klasifikasi emosi yang lebih gran-
ufar menjadi lebih relevan dibandingkan sekadar analisis sentimen biner (Motger
d@(., n.d.; Nandwani dan Verma, 2021).
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Menurut Plutchik, emosi dasar merupakan komponen psikologis yang bersi-
f4Pevolusioner dan berfungsi membantu individu dalam merespons tantangan ling-
kg:angan demi meningkatkan peluang bertahan hidup (Plutchik, 1980; Ekman dkk.,
12_92). Emosi-emosi ini memiliki struktur yang dapat dijelaskan melalui hubungan
antar emosi dalam bentuk visualisasi yang dikenal sebagai roda emosi (Plutchik,
1580; Semeraro dkk., 2021; Nandwani dan Verma, 2021). Model ini mengorgan-
isasi emosi dalam dimensi bipolar serta variasi intensitas, sehingga memungkinkan
aﬁ_alisis hubungan antar emosi secara sistematis (Semeraro dkk., 2021; Maruf dkk.,
2024).

< Dalam model roda emosi Plutchik, terdapat delapan emosi dasar yang
bg)rpasangan secara bipolar, misalnya kebahagiaan berlawanan dengan kesedihan
(lgiutchik, 1980; Semeraro dkk., 2021). Emosi-emosi dasar tersebut dapat berin-
t%ksi dan membentuk emosi sekunder atau turunan lainnya (Plutchik, 1980; Se-
magraro dkk., 2021; Nandwani dan Verma, 2021). Struktur ini menunjukkan bahwa
emosi bukanlah kategori yang berdiri sendiri, melainkan saling berkaitan secara se-
mantik (Bostan dan Klinger, 2018; Maruf dkk., 2024).

Gambar 2.1. Roda Emosi Plutchik (Sumber: Mondal).

ue}ng jo AJISIdATU) DTUIR]S] 3}e1§

Gambar 2.1 menunjukkan roda emosi Plutchik yang terdiri dari delapan
e@osi dasar, yaitu kebahagiaan (joy), kepercayaan (trust), ketakutan (fear), keterke-

jlﬁ.an (surprise), kesedihan (sadness), jijik (disgust), kemarahan (anger), dan anti-
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sipasi (anticipation) (Plutchik, 1980). Roda emosi ini menggambarkan hubungan
bfpolar antar emosi serta variasi intensitas emosi yang divisualisasikan melalui pe-
rérf)ahan warna dan jarak dari pusat roda (Plutchik, 1980; Semeraro dkk., 2021).

=
(@]

dalam bentuk pasangan bipolar dan kedekatan semantik, model ini bersifat kon-

Meskipun roda emosi Plutchik menyajikan struktur hubungan antar emosi

séptual dan tidak dimaksudkan sebagai batasan kaku dalam pemilihan label emosi
uﬁtuk tugas klasifikasi otomatis (Bostan dan Klinger, 2018; Maruf dkk., 2024).
Iilam praktik pemrosesan bahasa alami, pemilihan kategori emosi umumnya dis-
eSaaikan dengan karakteristik data, tujuan penelitian, serta konteks domain (Bostan
dsn Klinger, 2018; Motger dkk., n.d.), bukan semata-mata berdasarkan posisi emosi
pggia satu sumbu tertentu dalam model teoretis.

= Selain itu, emosi dalam ekspresi manusia sering kali bersifat kompleks dan
ti%lk selalu dapat direduksi menjadi satu kategori tunggal (Russell, 1980; Hof-
mann dkk., 2020). Pemaksaan emosi ke dalam struktur yang terlalu kaku berpotensi
nglzenghilangkan nuansa emosional yang terkandung dalam teks (Maruf dkk., 2024;
Nandwani dan Verma, 2021). Oleh karena itu, pemilihan subset emosi yang tidak
berada dalam satu garis bipolar pada roda Plutchik tetap dianggap valid secara kon-
septual, selama dapat dipertanggungjawabkan secara teoritis dan empiris (Bostan
dan Klinger, 2018).

Dalam penelitian ini, dipilih empat kategori emosi utama, yaitu senang, ke-
cewa, cemas, dan marah, sebagai representasi dari spektrum emosi dasar Plutchik
dalam konteks ulasan pengguna layanan digital (Motger dkk., n.d.; Oprea, 2025).
Kue)empat emosi ini dipilih karena paling sering muncul dalam ekspresi pengalaman
pé_"ngguna serta memiliki implikasi praktis yang signifikan terhadap evaluasi kuali-
t&ﬁ layanan (Nandwani dan Verma, 2021; Maruf dkk., 2024).

::'T Secara konseptual, emosi senang merepresentasikan dimensi joy, sedangkan
Wﬁzmh berkaitan dengan dimensi anger (Plutchik, 1980). Emosi cemas dapat dia-
s%iasikan dengan spektrum fear, sementara kecewa merupakan bentuk emosi kom-
pgks yang berada di antara sadness dan anger (Plutchik, 1980; Russell, 1980).
]:g:ngan demikian, pemilihan keempat kategori ini tetap mencerminkan spektrum
e@{osi dasar dalam model Plutchik, meskipun tidak seluruhnya berada dalam satu
gfiris bipolar yang sama (Bostan dan Klinger, 2018; Motger dkk., n.d.).

g’ Pemilihan empat kategori emosi utama ini didasarkan pada beberapa per-
titnbangan sebagai berikut:

1. fokus penelitian diarahkan pada emosi yang paling sering muncul dalam
konteks ulasan pengguna layanan digital berdasarkan literatur sebelumnya
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(Semeraro dkk., 2021; Motger dkk., n.d.; Oprea, 2025);

©2.  penggunaan subset emosi bertujuan untuk mengurangi kompleksitas klasi-
g fikasi serta meminimalkan ketidakseimbangan distribusi kelas yang da-
: pat menurunkan stabilitas pembelajaran model (Bostan dan Klinger, 2018;
oS Maruf dkk., 2024); dan

53. keempat emosi terpilih tersebut mewakili spektrum emosi positif dan
3 negatif yang paling relevan dalam evaluasi pengalaman pengguna aplikasi
;T_r' (Plutchik, 1980; Semeraro dkk., 2021; Nandwani dan Verma, 2021).

=

Dengan pendekatan ini, klasifikasi emosi yang dilakukan dalam penelitian
irfrtidak hanya berlandaskan kerangka teoretis, tetapi juga disesuaikan dengan kon-
t&s empiris data, sehingga lebih relevan secara praktis dalam memahami persepsi
pg)ngguna terhadap layanan J&T Express secara lebih mendalam (Motger dkk., n.d.;
Maruf dkk., 2024).

2?;2 Pentingnya Analisis Emosi dalam Ulasan Digital

Ulasan pada platform digital seperti Google Play Store mengandung berba-
gai ekspresi opini dan emosi yang merefleksikan pengalaman pengguna terhadap
suatu layanan (Nandwani dan Verma, 2021; Motger dkk., n.d.; Oprea, 2025). In-
formasi ini tidak hanya merepresentasikan tingkat kepuasan pengguna, tetapi juga
menggambarkan kondisi emosional yang lebih spesifik, seperti rasa marah, kecewa,
cemas, atau senang (Chutia dan Baruah, 2024; Davoodi, Mezei, dan Heikkila,
2025). Oleh karena itu, analisis emosi menjadi pendekatan yang lebih kompre-
hensif dibandingkan survei tradisional, karena mampu menangkap respons afektif
pehgguna secara langsung dan alami (Nandwani dan Verma, 2021).

% Berbeda dengan analisis sentimen yang umumnya hanya mengklasifikasikan
O@_ni ke dalam kategori positif, negatif, atau netral (Jim dkk., 2024), analisis emosi
n%mungkinkan pemahaman yang lebih mendalam terhadap nuansa perasaan peng-
gﬁha (Chutia dan Baruah, 2024; Davoodi dkk., 2025). Pendekatan ini penting
karena emosi-emosi negatif tidak selalu memiliki makna yang sama (Chutia dan
mz-ruah, 2024). Sebagai contoh, rasa marah sering kali menunjukkan ketidakpuasan
a]??ut terhadap layanan, sedangkan rasa cemas lebih berkaitan dengan ketidakpas-
ﬁ:grn atau kekhawatiran terhadap proses yang sedang berlangsung (Jim dkk., 2024).
P@bedaan ini memiliki implikasi yang berbeda dalam pengambilan keputusan bis-
nfS (Oprea, 2025).

= Penelitian oleh Motger et al. (2025) menunjukkan bahwa emosi negatif

s@erti cemas dan marah sering berkaitan dengan rasa tidak aman, ketidakadi-
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lan, atau kegagalan layanan, sedangkan emosi senang mencerminkan kepuasan dan
k&ercayaan pengguna (Motger dkk., n.d.; Oprea, 2025). Dalam konteks layanan
légistik seperti J&T Express, klasifikasi emosi dari ulasan pelanggan memungkin-
k%l perusahaan untuk memantau persepsi publik secara real-time, mengidentifikasi
swmber permasalahan layanan, serta menyusun strategi perbaikan yang lebih tepat
saaran (Motger dkk., n.d.; Oprea, 2025).

3 Dengan demikian, analisis emosi tidak hanya berfungsi sebagai alat evaluasi
kgpuasan pengguna, tetapi juga sebagai dasar pengambilan keputusan strategis yang
bErorientasi pada pengalaman pelanggan (Nandwani dan Verma, 2021; Jim dkk.,
2624). Hal ini menjadikan klasifikasi emosi sebagai pendekatan yang relevan dan
pgl)lting dalam penelitian ini, terutama dalam memahami dinamika persepsi peng-

gc?ma terhadap layanan berbasis digital (Motger dkk., n.d.; Davoodi dkk., 2025).
©

23 Perkembangan Metode Klasifikasi Emosi

ﬁ Metode klasifikasi emosi dalam teks mengalami perkembangan yang sig-
nifikan seiring dengan kemajuan teknik pemrosesan bahasa alami dan pembelajaran
mesin (Nandwani dan Verma, 2021; Das, Sharif, Hoque, dan Sarker, 2021; Hasan,
Rundensteiner, dan Agu, 2022). Perkembangan ini tidak hanya berfokus pada pen-
ingkatan akurasi, tetapi juga pada kemampuan model dalam memahami konteks
linguistik yang kompleks, yang sangat penting dalam mengenali ekspresi emosi se-
cara tepat (Nandwani dan Verma, 2021).

Pendekatan awal dalam Kklasifikasi emosi umumnya berbasis leksikon,
yaitu dengan memanfaatkan daftar kata yang telah diberi label emosi sebelum-
n¥a (Mohammad dan Turney, 2013; Rasool dkk., 2025). Salah satu leksikon yang
b;g)nyak digunakan adalah NRC Emotion Lexicon, yang memetakan kata ke dalam
k?_t_egori emosi tertentu (Mohammad dan Turney, 2013). Meskipun metode ini re-
I%if sederhana dan mudah diimplementasikan, pendekatan berbasis leksikon memi-
liki keterbatasan dalam memahami konteks kalimat, ironi, serta relasi semantik an-
t&i‘c kata (Rasool dkk., 2025). Akibatnya, performa metode ini cenderung menurun
p%(-ia teks yang bersifat kompleks dan kontekstual, seperti ulasan pengguna di plat-
fgrm digital.

g Selanjutnya, metode klasifikasi emosi berkembang ke arah pembelajaran
niﬁsin klasik, seperti Naive Bayes, Support Vector Machine (SVM), dan Ran-
d%n Forest (Das dkk., 2021; Nandwani dan Verma, 2021). Metode ini menggu-
nakan fitur linguistik seperti bag-of-words atau TF-IDF untuk merepresentasikan

t@s dalam bentuk numerik (Nandwani dan Verma, 2021). Meskipun mampu

10
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meningkatkan akurasi dibandingkan pendekatan leksikon, metode ini masih memi-
1ifdl keterbatasan dalam menangkap urutan kata dan makna kontekstual, sehingga
kgrang optimal dalam mengenali emosi yang tersirat secara implisit.

5 Perkembangan berikutnya ditandai dengan penggunaan metode deep learn-
ing, seperti Convolutional Neural Network (CNN) dan Long Short-Term Memory
(E,;STM), yang mampu mempelajari representasi fitur secara otomatis dari data teks
(ﬁasan dkk., 2022; Nandwani dan Verma, 2021). Model-model ini lebih efektif
dﬁam menangkap pola urutan kata dan hubungan jangka panjang dalam kalimat.
Namun, model berbasis RNN masih memiliki keterbatasan dalam pemrosesan par-
afel dan efisiensi komputasi, sehingga kurang optimal untuk data berskala besar dan
s'g)tem yang membutuhkan respons cepat (Hasan dkk., 2022).

= Pendekatan terkini dalam klasifikasi emosi didominasi oleh arsitektur 7Trans-
fc?gner, yang menggunakan mekanisme self-attention untuk memodelkan hubun-
gan antar kata secara global dalam suatu teks (Vaswani dkk., 2017; Das dkk.,
2621). Model berbasis Transformer seperti BERT telah menjadi standar mutakhir
dalam berbagai tugas pemrosesan bahasa alami, termasuk klasifikasi emosi (Devlin,
Chang, Lee, dan Toutanova, 2019; Algifari dan Nugroho, 2023), karena kemam-
puannya dalam memahami konteks secara menyeluruh.

Meskipun BERT menunjukkan performa yang sangat baik, ukuran model
dan kompleksitas komputasinya relatif besar (Devlin dkk., 2019). Hal ini men-
jadi kendala dalam implementasi sistem yang membutuhkan efisiensi dan waktu
respons yang cepat. Oleh karena itu, dikembangkan berbagai varian yang lebih
rigjgan, salah satunya adalah DistilBERT. DistilBERT merupakan hasil penerapan
t%nik knowledge distillation yang mampu mempertahankan sekitar 95% performa
EERT dengan ukuran model yang lebih kecil serta kecepatan inferensi yang lebih
tiﬁggi, yakni sekitar 60% lebih cepat dibandingkan BERT (Sanh dkk., 2020).

E. Dalam konteks penelitian ini, karakteristik ulasan pengguna yang bersifat
s&gkat, informal, dan kontekstual memerlukan model yang mampu memahami
n%kna secara holistik tanpa mengorbankan efisiensi komputasi (Algifari dan Nu-
g:foho, 2023). Oleh karena itu, DistilBERT dipilih sebagai pendekatan utama karena
I@mpu menyeimbangkan antara akurasi klasifikasi emosi dan kebutuhan imple-

nf¢ntasi sistem berbasis web secara real-time (Sanh dkk., 2020).

7))
2% Preprocessing Data Teks
= Preprocessing data merupakan salah satu tahapan fundamental dalam pen-

ggiahan data teks pada bidang Natural Language Processing (NLP) (Manning dan

11
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Schiitze, 1999; Jurafsky & Martin, 2025; Feldman dan Sanger, 2019). Data teks
nféntah umumnya bersifat tidak terstruktur, mengandung noise, serta memiliki vari-
ag penulisan yang tinggi, sehingga tidak dapat langsung digunakan sebagai ma-
sg(an pada model pembelajaran mesin (Manning dan Schiitze, 1999; Aggarwal,
2818). Oleh karena itu, preprocessing data diperlukan untuk meningkatkan kualitas
data dengan cara membersihkan, menyeragamkan, dan menyederhanakan represen-
tasi teks sebelum dilakukan proses analisis lebih lanjut (Feldman dan Sanger, 2019;
@sal dan Gunal, 2014).

C  Menurut Aggarwal (2018), kualitas preprocessing data sangat berpengaruh
tethadap performa model klasifikasi teks. Tahapan preprocessing yang baik dapat
membantu model dalam mengenali pola linguistik secara lebih efektif serta mengu-
r;)ngi kesalahan yang disebabkan oleh elemen teks yang tidak relevan (Kotsiantis,
K%nellopoulos, dan Pintelas, 2007; Han, Kamber, dan Pei, 2012). Secara umum,
pieprocessing data teks mencakup beberapa tahap utama, antara lain data cleaning,
case folding, penghapusan karakter khusus, dan normalisasi teks (Uysal dan Gunal,
2014; Feldman dan Sanger, 2019).

2.4.1 Data Cleaning

Data cleaning merupakan tahap awal dalam preprocessing data teks yang
bertujuan untuk menghilangkan data yang tidak valid atau tidak relevan (Han dkk.,
2012; Kotsiantis dkk., 2007). Tahap ini meliputi penghapusan data duplikat, teks
kosong, serta entri yang tidak mengandung informasi linguistik yang bermakna
(Feldman dan Sanger, 2019). Selain itu, pada data yang diperoleh melalui proses
s€faping, sering ditemukan karakter aneh, potongan HTML, atau simbol yang tidak
n%mbentuk kalimat utuh, sehingga perlu dibersihkan sebelum digunakan lebih lan-
juf (Uysal dan Gunal, 2014).

g Proses data cleaning bertujuan untuk memastikan bahwa dataset yang digu-
nakan hanya terdiri dari teks yang representatif dan relevan dengan tujuan penelitian
(ﬁan dkk., 2012). Dengan demikian, risiko terjadinya bias atau kesalahan analisis
a%i-bat data yang tidak layak dapat diminimalkan (Kotsiantis dkk., 2007; Feldman
dZEn Sanger, 2019).

<
24.2 Case Folding
g’ Case folding merupakan proses mengubah seluruh huruf dalam teks menjadi

s:fu bentuk standar, umumnya huruf kecil (lowercase) (Jurafsky & Martin, 2025;
qunning dan Schiitze, 1999). Menurut Jurafsky & Martin (2025), perbedaan peng-

giinaan huruf kapital dalam teks tidak selalu merepresentasikan perbedaan makna

IEA
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semantik, sehingga perlu diseragamkan untuk mengurangi variasi token yang tidak
p&ilu.

g Tahap ini bertujuan untuk memastikan bahwa kata dengan bentuk yang
sé}?na tetapi berbeda kapitalisasi, seperti “Senang” dan “senang”, diperlakukan se-
bagai satu token yang sama (Feldman dan Sanger, 2019). Dengan demikian, uku-
réh kosakata dapat dikurangi dan proses pembelajaran model menjadi lebih efisien
(Manning dan Schiitze, 1999; Aggarwal, 2018).

2@.3 Removing Special Characters

Z
juan untuk menghapus karakter non-alfabet seperti tanda baca, angka, simbol,

Removing special characters merupakan tahap preprocessing yang bertu-

serta karakter khusus lainnya yang tidak memberikan kontribusi signifikan terhadap
m?;kna teks (Uysal dan Gunal, 2014; Feldman dan Sanger, 2019). Keberadaan
kdfakter-karakter tersebut dapat menimbulkan noise dan mengganggu proses to-
kgnisasi serta representasi fitur teks (Aggarwal, 2018).

Pada konteks data media sosial, karakter khusus dan simbol sering muncul
akibat gaya penulisan informal pengguna (Sitaram, Hedayatnia, dan Balakrishnan,
2019). Oleh karena itu, penghapusan karakter khusus dilakukan untuk menyeder-
hanakan struktur teks dan mempertahankan hanya kata-kata yang relevan untuk

analisis emosi (Baldwin dan Kim, 2015).

2.4.4 Normalization

Normalization merupakan proses untuk mengubah kata tidak baku,
si(‘rrl)gkatan, atau bentuk slang menjadi kata baku sesuai dengan kaidah bahasa
(g'i'_taram dkk., 2019; Baldwin dan Kim, 2015). Tahap ini sangat penting terutama
p&la data yang berasal dari media sosial, di mana penggunaan bahasa informal,
sﬁ‘gkatan, dan variasi ejaan sangat dominan (Feldman dan Sanger, 2019).

8

Z.  Menurut Baldwin dan Kim (2015), normalisasi teks membantu mengurangi
V?giasi kata yang memiliki makna sama, sehingga model pembelajaran mesin dapat
n%ngenali pola linguistik dengan lebih baik. Contoh proses normalisasi antara lain
rr;c:éngubah kata “gk” menjadi “tidak” atau “dr’” menjadi “dari”. Dengan normalisasi,
r.ezdresentasi teks menjadi lebih konsisten dan mudah dipelajari oleh model (Sitaram
digk., 2019; Aggarwal, 2018).

g’ Secara keseluruhan, tahapan preprocessing data teks berperan penting dalam
@ningkatkan kualitas dataset dan mendukung kinerja model klasifikasi emosi
(la;ldman dan Sanger, 2019; Han dkk., 2012). Dataset yang telah melalui prepro-

c§ssing yang baik akan menghasilkan representasi teks yang lebih bersih, konsisten,

I

13

nery wisey J



‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

dan informatif, sehingga mampu meningkatkan akurasi serta kemampuan general-

i§8ki model pembelajaran mesin (Kotsiantis dkk., 2007; Aggarwal, 2018).
=

235 DistilBERT

©  DistilBERT merupakan varian ringan dari model BERT yang dikembangkan
mzelalui pendekatan knowledge distillation, dengan tujuan untuk mempertahankan
sebagian besar kemampuan representasi bahasa BERT namun dengan ukuran model
yang lebih kecil dan waktu inferensi yang lebih cepat (Sanh dkk., 2020; Gou, Yu,
d@ Maybank, 2021; Hinton, Vinyals, dan Dean, 2015). Dalam pendekatan ini,
model berukuran besar (teacher) digunakan untuk melatih model yang lebih kecil
(smdent) dengan cara mentransfer pengetahuan yang telah dipelajari (Hinton dkk.,
2515). Melalui proses ini, DistiBERT mampu mempertahankan sekitar 95-97%
pgrrforma BERT meskipun jumlah parameternya sekitar 40% lebih sedikit (Sanh
dik., 2020).

ﬁ Dalam konteks penelitian ini, pemilihan DistilBERT didasarkan pada dua
pertimbangan utama. Pertama, ulasan pengguna aplikasi J&T Express umumnya
ditulis dalam gaya bahasa informal, singkat, dan sering kali mengandung makna
implisit. Oleh karena itu, diperlukan model yang mampu memahami konteks secara
menyeluruh, bukan hanya berdasarkan kemunculan kata kunci tertentu. DistilBERT
menggunakan mekanisme self-attention yang memungkinkan model mempelajari
hubungan antar kata dalam suatu kalimat secara kontekstual, sehingga lebih efektif
dalam menangkap nuansa emosional yang tersirat.

Kedua, sistem yang dikembangkan dalam penelitian ini dirancang untuk di-
itdplementasikan dalam bentuk aplikasi berbasis web. Oleh karena itu, efisiensi
kE‘mputasi menjadi faktor penting. Dibandingkan dengan BERT, DistilBERT memi-
li;_k:i waktu inferensi yang lebih cepat dan konsumsi memori yang lebih rendah, se-
hglgga lebih sesuai untuk sistem yang membutuhkan respons real-time tanpa men-
gorbankan performa klasifikasi secara signifikan.

S Berbeda dengan BERT yang memiliki 12 lapisan encoder, DistilBERT
h%r-lya menggunakan 6 lapisan encoder. Meskipun jumlah lapisannya lebih
saiikit, DistilBERT tetap mempertahankan arsitektur dasar Transformer, termasuk
ﬁgekanisme multi-head self-attention dan feed-forward network. Dengan demikian,
niﬁdel ini tetap mampu mempelajari representasi semantik yang kaya dari suatu
téks.

Dalam penelitian ini, DistilBERT tidak dilatih dari awal menggunakan

ue

s@ma teacher—student training, melainkan digunakan dalam bentuk model pre-
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trained yang kemudian dilakukan proses fine-tuning menggunakan dataset ulasan
b&bahasa Indonesia. Fine-tuning bertujuan untuk menyesuaikan parameter model
ag:,ar mampu mengenali pola emosi yang spesifik sesuai dengan karakteristik data

pglelitian.
=
23? DistilBERT
= DistilBERT merupakan varian ringan dari model BERT yang dikembangkan

melalui pendekatan knowledge distillation, dengan tujuan untuk mempertahankan
segagian besar kemampuan representasi bahasa BERT namun dengan ukuran model
yang lebih kecil dan waktu inferensi yang lebih cepat (Sanh dkk., 2020; Gou dkk.,
2021; Hinton dkk., 2015). Dalam pendekatan ini, model berukuran besar (teacher)
da?gunakan untuk melatih model yang lebih kecil (student) dengan cara mentransfer
pglgetahuan yang telah dipelajari (Hinton dkk., 2015). Melalui proses ini, Distil-
BERT mampu mempertahankan sekitar 95-97% performa BERT meskipun jumlah
p%ameternya sekitar 40% lebih sedikit (Sanh dkk., 2020).

Dalam konteks penelitian ini, pemilihan DistilBERT didasarkan pada dua
pertimbangan utama. Pertama, ulasan pengguna aplikasi J&T Express umumnya
ditulis dalam gaya bahasa informal, singkat, dan sering kali mengandung makna
implisit. Oleh karena itu, diperlukan model yang mampu memahami konteks secara
menyeluruh, bukan hanya berdasarkan kemunculan kata kunci tertentu. DistilBERT
menggunakan mekanisme self-attention yang memungkinkan model mempelajari
hubungan antar kata dalam suatu kalimat secara kontekstual, sehingga lebih efek-
tif dalam menangkap nuansa emosional yang tersirat (Vaswani dkk., 2017; Devlin
dkk., 2019; Li, Chan, Peko, dan Sundaram, 2023).

% Kedua, sistem yang dikembangkan dalam penelitian ini dirancang untuk di-
i@plementasikan dalam bentuk aplikasi berbasis web. Oleh karena itu, efisiensi
kgmputasi menjadi faktor penting. Dibandingkan dengan BERT, DistilBERT memi-
liki waktu inferensi yang lebih cepat dan konsumsi memori yang lebih rendah, se-
hggga lebih sesuai untuk sistem yang membutuhkan respons real-time tanpa men-
gaébankan performa klasifikasi secara signifikan (Sanh dkk., 2020; Jiao dkk., 2020).

5_ Berbeda dengan BERT yang memiliki 12 lapisan encoder, DistilBERT
hgnya menggunakan 6 lapisan encoder. Meskipun jumlah lapisannya lebih
s@ikit, DistilBERT tetap mempertahankan arsitektur dasar Transformer, terma-
s@_( mekanisme multi-head self-attention dan feed-forward network (Vaswani dkk.,
2817). Dengan demikian, model ini tetap mampu mempelajari representasi seman-
tjfyang kaya dari suatu teks (Devlin dkk., 2019).

15
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Dalam penelitian ini, DistilBERT tidak dilatih dari awal menggunakan
si@ma teacher—student training, melainkan digunakan dalam bentuk model pre-
tr;:ggined yang kemudian dilakukan proses fine-tuning menggunakan dataset ulasan
ngrbahasa Indonesia. Fine-tuning bertujuan untuk menyesuaikan parameter model
agar mampu mengenali pola emosi yang spesifik sesuai dengan karakteristik data

p&elitian (Howard dan Ruder, 2018; Acheampong, Chen, dan Nunoo-Mensah,

2@0).

2@.1 DistilBERT sebagai Pretrained Language Model

- DistilBERT merupakan salah satu contoh pretrained language model, yaitu
model bahasa yang telah dilatih sebelumnya menggunakan korpus teks berskala
besar untuk mempelajari struktur umum bahasa, seperti sintaksis, semantik, dan
hgtmngan kontekstual antar kata (Devlin dkk., 2019; Peters dkk., 2018). Pendekatan
inf’termasuk dalam paradigma transfer learning, di mana pengetahuan yang diper-
oﬁh dari proses pelatihan awal dapat dimanfaatkan kembali untuk tugas yang lebih
spesifik (Howard dan Ruder, 2018).

Pada tahap pretraining, DistilBERT dilatih untuk memahami pola bahasa
secara umum tanpa diarahkan pada tugas tertentu, seperti klasifikasi emosi. Proses
ini memungkinkan model membangun representasi kata dan kalimat yang bersifat
kontekstual, sehingga makna suatu kata dapat berubah sesuai dengan konteks peng-
gunaannya dalam kalimat (Vaswani dkk., 2017; Devlin dkk., 2019).

Keunggulan utama dari pretrained model adalah kemampuannya untuk
mengurangi kebutuhan data latih dalam jumlah besar pada tugas spesifik. De-
ngan memanfaatkan model yang telah memiliki pemahaman dasar mengenai ba-
h;iSa, proses pelatihan dapat difokuskan pada penyesuaian terhadap karakteristik
d'(_i':main tertentu (Howard dan Ruder, 2018; Peters dkk., 2018).

g DistilBERT merupakan hasil dari proses knowledge distillation dari model
BERT, yang bertujuan untuk menghasilkan model yang lebih ringan dan lebih cepat
tgpa mengorbankan performa secara signifikan (Sanh dkk., 2020; Gou dkk., 2021).
Egngan jumlah parameter yang lebih sedikit, DistiIBERT menjadi lebih efisien un-
tlﬁ( digunakan pada aplikasi berbasis web atau sistem yang memerlukan waktu in-
fegensi yang cepat (Jiao dkk., 2020).

Lo o
2:6.2 Arsitektur DistilBERT
;?' DistilBERT mempertahankan komponen inti dari arsitektur BERT, yaitu

"[gglnsformer encoder, namun dengan beberapa penyederhanaan. Model ini meng-

A

giinakan enam lapisan encoder dibandingkan dua belas lapisan pada BERT (Sanh
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dkk., 2020). Selain itu, beberapa komponen tambahan seperti token-type embed-
dffigs dan pooler dihilangkan untuk mengurangi kompleksitas model.

g Setiap token dalam teks direpresentasikan dalam bentuk vektor numerik
n});glalui token embedding. Selain itu, DistilBERT juga menggunakan positional
encoding untuk mempertahankan informasi urutan kata dalam kalimat (Vaswani
dﬁ-k., 2017). Informasi urutan ini penting dalam klasifikasi emosi, karena peruba-
han struktur kalimat dapat mengubah makna emosional suatu pernyataan, terutama
pgda kalimat negasi, ironi, atau ekspresi tidak langsung (Acheampong dkk., 2020).

C  Mekanisme self-attention memungkinkan model untuk memberikan bobot
p€rhatian yang berbeda pada setiap token dalam suatu kalimat. Dengan demikian,
kata atau frasa yang memiliki muatan emosional yang lebih kuat dapat diberikan
pg)rhatian yang lebih besar oleh model (Vaswani dkk., 2017). Hal ini sangat rele-
v%l dalam konteks klasifikasi emosi, karena emosi sering kali diekspresikan secara
implisit dan bergantung pada konteks keseluruhan kalimat, bukan hanya pada satu
kata tertentu (Liu dan Ren, 2019).

2.6.3 Alur Kerja DistilBERT dalam Klasifikasi Emosi

Secara umum, alur kerja DistilBERT dalam tugas klasifikasi emosi dapat di-
jelaskan sebagai berikut. Teks ulasan yang telah melalui tahap prapemrosesan akan
diubah menjadi token menggunakan tokenizer DistilBERT. Token-token tersebut
kemudian dikonversi menjadi input IDs dan attention mask sebagai masukan ke
dalam model.

Selanjutnya, input tersebut diproses oleh encoder DistilBERT melalui be-
bEtapa lapisan Transformer yang terdiri dari mekanisme self-attention dan feed-
f(;';"ward network (Vaswani dkk., 2017). Melalui proses ini, model menghasilkan
r@resentasi kontekstual untuk setiap token (Devlin dkk., 2019).

g Token khusus [CLS] digunakan sebagai representasi global dari keseluruhan
kalimat. Hal ini dimungkinkan karena mekanisme self-attention memungkinkan
t&en ini mengakumulasi informasi dari seluruh token dalam kalimat (Devlin dkk.,
25-19). Representasi vektor dari token [CLS] kemudian digunakan sebagai masukan

ot
kg lapisan klasifikasi untuk menentukan kategori emosi.
—

<
2:6.4 Fine-Tuning DistiBERT untuk Klasifikasi Emosi
g’ Fine-tuning merupakan proses penyesuaian parameter model pretrained ter-

h?g_t'lap tugas spesifik menggunakan dataset baru. Berbeda dengan pelatihan dari
aggal (training from scratch), fine-tuning memanfaatkan bobot awal hasil pretrain-

ﬁ?g sebagai titik awal pembelajaran, sehingga model tidak perlu mempelajari ulang
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struktur dasar bahasa (Devlin dkk., 2019; Howard dan Ruder, 2018).

©  Dalam konteks klasifikasi emosi, fine-tuning memungkinkan DistilBERT
u&uk mengadaptasi representasi linguistik umum menjadi representasi yang lebih
sc?;.lsitif terhadap ekspresi emosional (Acheampong dkk., 2020; Mohammad dan
Rarney, 2013). Model tidak hanya mengenali makna kata secara literal, tetapi juga

—

m@mahami konteks emosional yang muncul dalam kalimat.

3 Proses fine-tuning melibatkan pembaruan seluruh atau sebagian parameter
n;_e'del berdasarkan data berlabel. Dengan demikian, model dapat mempelajari ciri-
cfri khusus yang membedakan satu emosi dengan emosi lainnya (Sanh dkk., 2020).
Hal ini sangat penting karena ekspresi emosi dalam teks sering kali bersifat im-
pg’sit, kontekstual, dan tidak selalu ditandai oleh kata-kata emosional yang eksplisit
(ﬂinaee, Azimi, dan Abdolrashidi, 2019).

; Pendekatan fine-tuning juga memungkinkan model untuk beradaptasi ter-
hadap variasi bahasa, seperti penggunaan bahasa informal, singkatan, dan gaya
p%nulisan khas pengguna aplikasi (Acheampong dkk., 2020). Oleh karena itu, fine-
tuning menjadi langkah krusial dalam penerapan pretrained model pada tugas klasi-

fikasi emosi berbasis teks.

2.6.5 Fungsi Aktivasi Softmax
Fungsi softmax digunakan untuk mengubah keluaran model berupa nilai
logit menjadi distribusi probabilitas pada setiap kelas emosi (Goodfellow, Ben-

gio, dan Courville, 2016). Probabilitas tertinggi menunjukkan kelas emosi yang

diprediksi oleh model.
g'? exp(z;)
¢ T IE () -
g dengan z; merupakan nilai logit untuk kelas ke-i, dan K adalah jumlah kelas
eprosi.
g Dalam implementasinya, fungsi softmax tidak dihitung secara manual,

ngélainkan terintegrasi dalam lapisan klasifikasi yang disediakan oleh pustaka Hug-
gihg Face.

2\3.6 Fungsi Loss

g Pada proses fine-tuning, fungsi loss yang digunakan adalah categorical
c?ss—entropy loss. Fungsi ini mengukur perbedaan antara distribusi probabilitas
hgjsil prediksi model dan label sebenarnya (Goodfellow dkk., 2016).
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) K
L=~y yilog(p) 2)
e =1
Q 1
: Dalam implementasinya, fungsi loss ini dihitung menggunakan modul
CsossEntropyLoss pada PyTorch.

.7 Proses Optimisasi

I11uie}

Proses pelatihan dilakukan menggunakan algoritma optimisasi berbasis gra-
dgn, yaitu AdamW. Optimizer ini dipilih karena stabil dalam melatih model Trans-
f%ner serta mampu mengurangi risiko overfitting melalui mekanisme weight decay
(keshchilov dan Hutter, 2019).

= Pada setiap iterasi pelatihan, nilai loss dihitung, kemudian gradien diper-
oleh melalui proses backpropagation. Selanjutnya, bobot model diperbarui oleh
optimizer untuk meminimalkan nilai loss tersebut. Seluruh parameter DistilBERT
d?perbarui selama proses fine-tuning agar model dapat beradaptasi dengan karakter-
istik bahasa dan gaya penulisan pada data ulasan pengguna.

Melalui proses ini, DistilBERT diharapkan mampu mempelajari pola lin-
guistik dan emosional secara lebih spesifik, sehingga menghasilkan performa klasi-
fikasi emosi yang lebih akurat dibandingkan model pretrained tanpa fine-tuning.
Implementasi teknis dari proses ini dijelaskan secara lebih rinci pada Bab III.

2.7 Natural Language Processing (NLP) untuk Klasifikasi Emosi

Natural Language Processing (NLP) merupakan bidang dalam kecerdasan
bg?tan yang berfokus pada pemrosesan, analisis, dan pemahaman bahasa alami
njanusia oleh komputer (Jurafsky & Martin, 2025; Manning dan Schiitze, 1999).
N'iP menggabungkan konsep dari linguistik, ilmu komputer, dan pembelajaran
n;psin untuk memungkinkan sistem memahami makna, struktur, serta konteks dari
bﬁhasa manusia (Aggarwal, 2018). Dalam penelitian ini, NLP digunakan sebagai
k&angka kerja utama untuk mengolah ulasan pengguna aplikasi J&T Express yang
dgulis dalam bahasa Indonesia informal, yang sering kali mengandung singkatan,
vériasi ejaan, ekspresi emosional implisit, serta struktur kalimat yang tidak baku.
En-' Karakteristik tersebut menyebabkan pendekatan berbasis aturan sederhana
atau pencocokan kata kunci menjadi kurang efektif dalam mengenali emosi secara
ag@lrat (Mohammad dan Turney, 2013; Feldman dan Sanger, 2019). Oleh karena
it§ diperlukan pendekatan NLP yang mampu memahami konteks semantik kalimat
S%ara utuh agar emosi yang terkandung dalam ulasan dapat diidentifikasi secara
l@ih tepat (Bostan dan Klinger, 2018; Acheampong dkk., 2020).

I
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Dalam tugas klasifikasi emosi, NLP berperan sebagai penghubung antara

d&¥a teks mentah dan model pembelajaran mesin. Proses ini bertujuan untuk meng-
ugah teks tidak terstruktur menjadi representasi numerik yang dapat diproses oleh
ng)del (Aggarwal, 2018). Secara umum, tahapan NLP yang diterapkan dalam
p@elitian ini meliputi:
Pra-pemrosesan teks, yaitu tahap awal yang bertujuan untuk mengurangi
noise pada ulasan pengguna yang umumnya ditulis dalam gaya informal.
Tahapan ini mencakup case folding, penghapusan karakter khusus, normal-
isasi kata tidak baku, serta tokenisasi (Jurafsky & Martin, 2025; Uysal dan
Gunal, 2014). Proses ini penting karena variasi penulisan seperti singkatan,
typo, dan simbol dapat mengganggu proses pembelajaran model jika tidak
ditangani dengan baik (Feldman dan Sanger, 2019; Baldwin dan Kim,
2015).

Representasi teks, yaitu proses mengubah token menjadi vektor numerik

DElHREA SIS ENIMEA DT

agar dapat diproses oleh model pembelajaran mesin. Representasi ini
berfungsi untuk menangkap makna semantik dan hubungan antar kata dalam
bentuk yang dapat dipahami oleh algoritma (Mikolov, Sutskever, Chen, Cor-
rado, dan Dean, 2013). Dalam penelitian ini, representasi teks dilakukan
menggunakan tokenizer DistilBERT yang menghasilkan input IDs dan at-
tention mask. Pendekatan ini memungkinkan model untuk mempertahankan
informasi kontekstual antar kata dalam satu kalimat (Sanh dkk., 2020; De-
vlin dkk., 2019).

Pemodelan dan Kklasifikasi, yaitu tahap pembelajaran di mana model di-

[OS)

latih untuk mengenali pola emosi dalam teks. Pada tahap ini dilakukan
proses fine-tuning DistilBERT menggunakan data ulasan berbahasa Indone-
sia agar model dapat menyesuaikan diri dengan karakteristik linguistik lokal
dan gaya bahasa pengguna (Acheampong dkk., 2020; Minaee dkk., 2019).

upn) dTwe|s| 3jels

Melalui rangkaian tahapan tersebut, NLP memungkinkan sistem untuk

I

rrgmahami nuansa linguistik yang terkandung dalam ulasan pengguna, terma-
s@g ekspresi emosi yang bersifat implisit dan kontekstual (Bostan dan Klinger,
2818). Dengan mengombinasikan pendekatan NLP dan model berbasis Trans-
foj‘r;mer seperti DistilBERT, sistem yang dibangun dalam penelitian ini diharapkan
nfampu menghasilkan klasifikasi emosi yang lebih akurat, kontekstual, dan relevan
d@gan kondisi nyata pengguna aplikasi (Devlin dkk., 2019; Sanh dkk., 2020).
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2.8 Evaluasi Model Klasifikasi Teks

©  Evaluasi model merupakan tahap penting dalam penelitian pembelajaran
n%sin karena bertujuan untuk mengukur sejauh mana model mampu melakukan
pgediksi secara akurat dan konsisten terhadap data yang belum pernah dilihat se-
belumnya (Aggarwal, 2018; Goodfellow dkk., 2016). Dalam konteks klasifikasi
eglosi, evaluasi tidak hanya digunakan untuk menilai tingkat ketepatan prediksi,
téapi juga untuk memahami karakteristik kesalahan model, khususnya pada kelas
e%osi yang memiliki kemiripan semantik (Minaee dkk., 2019).

C  Pada penelitian ini, model DistilBERT digunakan untuk mengklasifikasikan
teks ulasan ke dalam empat kategori emosi, yaitu marah, kecewa, cemas, dan
séﬁang. Keempat kelas ini memiliki karakteristik linguistik yang saling tumpang
tigdih, sehingga evaluasi model perlu dilakukan secara komprehensif agar kinerja
n?gdel dapat dianalisis secara lebih objektif (Bostan dan Klinger, 2018). Oleh
karena itu, penelitian ini tidak hanya menggunakan satu metrik evaluasi, melainkan
k%mbinasi beberapa metrik, yaitu accuracy, precision, recall, F1-score, dan confu-
sion matrix (Jurafsky & Martin, 2025; Han dkk., 2012).

2.8.1 Accuracy

Accuracy merupakan metrik evaluasi yang mengukur proporsi prediksi yang
benar terhadap keseluruhan data uji (Han dkk., 2012; Aggarwal, 2018). Metrik
ini memberikan gambaran umum mengenai kemampuan model dalam mengklasi-
fikasikan emosi secara keseluruhan.

Dalam penelitian ini, accuracy digunakan sebagai indikator awal untuk me-
nifai performa global model DistilBERT. Namun, karena distribusi data emosi tidak
s%alu seimbang, penggunaan accuracy saja tidak cukup untuk merepresentasikan
k@erja model secara adil (Kotsiantis dkk., 2007; Japkowicz, 2002). Model dapat
n%mperoleh nilai accuracy yang tinggi dengan hanya memprediksi kelas mayori-
tas, tanpa benar-benar memahami pola emosi pada kelas minoritas (He dan Garcia,
2&)9). Oleh sebab itu, accuracy perlu dikombinasikan dengan metrik lain.

2::%3.2 Precision
E Precision mengukur tingkat ketepatan model dalam memprediksi suatu ke-
148 tertentu, yaitu perbandingan antara jumlah prediksi yang benar dengan seluruh
pj_ﬁdiksi yang diberikan pada kelas tersebut (Uysal dan Gunal, 2014; Powers, 2011).
pr'trik ini sangat penting ketika kesalahan berupa false positive memiliki dampak
ygpg signifikan (Sokolova dan Lapalme, 2009).

-«

Dalam konteks penelitian ini, precision digunakan untuk mengukur seber-
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apa tepat model dalam mengidentifikasi emosi tertentu tanpa salah mengklasi-
fihsikannya sebagai emosi lain. Misalnya, precision yang tinggi pada kelas marah
n%nunjukkan bahwa model jarang mengklasifikasikan emosi lain sebagai marah se-
C%a keliru. Hal ini penting agar hasil analisis tidak memberikan interpretasi emo-

stonal yang salah terhadap ulasan pengguna (Minaee dkk., 2019).

©
2:8.3 Recall

= Recall merupakan metrik yang mengukur kemampuan model dalam men-
g@ali seluruh data yang benar dari suatu kelas tertentu (Aggarwal, 2018; Powers,
2011). Metrik ini menunjukkan seberapa banyak data relevan yang berhasil dite-
nmwkan oleh model.

@ Dalam penelitian ini, recall digunakan untuk memastikan bahwa model
tidak mengabaikan ekspresi emosi tertentu, khususnya emosi negatif seperti marah,
kétewa, dan cemas (Bostan dan Klinger, 2018). Recall yang rendah pada kelas-
kglas tersebut dapat menyebabkan sistem gagal mendeteksi keluhan pengguna yang
penting untuk evaluasi layanan. Oleh karena itu, recall menjadi metrik krusial
dalam menilai sensitivitas model terhadap masing-masing kategori emosi (He dan
Garcia, 2009).

2.8.4 Fl-score

F1-score merupakan metrik evaluasi yang menggabungkan precision dan re-
call dalam satu nilai harmonik (Jurafsky & Martin, 2025; Sokolova dan Lapalme,
2009). Metrik ini banyak digunakan dalam klasifikasi teks karena mampu mem-
bggikan ukuran performa yang lebih seimbang, terutama pada dataset dengan dis-
t@usi kelas yang tidak seimbang (Powers, 2011).
2 Dalam penelitian ini, F1-score digunakan sebagai metrik utama untuk me-
nﬁai kinerja model DistilBERT, karena metrik ini mempertimbangkan kesalahan
bérupa false positive dan false negative secara bersamaan. Dengan demikian, F1-
sc::'gre memberikan gambaran yang lebih adil mengenai kemampuan model dalam

n%:ngenali masing-masing emosi (Minaee dkk., 2019).
m

2%.5 Confusion Matrix

< Confusion matrix merupakan alat evaluasi yang menyajikan distribusi hasil
p@diksi model terhadap label sebenarnya dalam bentuk matriks (Han dkk., 2012;
Aggarwal, 2018). Matriks ini memungkinkan analisis yang lebih mendalam ter-
h@dap jenis kesalahan yang dilakukan oleh model (Powers, 2011).

Dalam klasifikasi emosi, confusion matrix sangat berguna untuk mengiden-
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tifikasi kelas emosi yang sering tertukar akibat kemiripan makna semantik, seperti
afitara emosi kecewa dan cemas (Bostan dan Klinger, 2018). Analisis confusion ma-
tlg'-itgi membantu peneliti memahami pola kesalahan model serta menjadi dasar dalam
n});glakukan perbaikan, baik pada tahap pra-pemrosesan, pelabelan data, maupun
penyempurnaan parameter model (Minaee dkk., 2019).

Y Secara keseluruhan, penggunaan kombinasi metrik accuracy, precision, re-
cgﬂ, Fl1-score, dan confusion matrix memberikan evaluasi performa model yang
léih komprehensif (Sokolova dan Lapalme, 2009). Pendekatan ini tidak hanya
ntenunjukkan seberapa baik model bekerja, tetapi juga membantu dalam mema-
h&mi karakteristik kesalahan, sensitivitas terhadap masing-masing kelas emosi,

w
serta potensi pengembangan model di masa mendatang (He dan Garcia, 2009).
2]

ﬁ.6 Kurva Loss (Training Loss dan Validation Loss)

X Kurva loss merupakan salah satu alat penting dalam mengevaluasi proses
pglatihan model pembelajaran mesin. Loss menggambarkan seberapa besar kesala-
han prediksi model terhadap label sebenarnya. Semakin kecil nilai loss, semakin
baik kinerja model dalam memetakan input ke output yang sesuai (Goodfellow dkk.,
2016; Chollet, 2018).

Dalam proses pelatihan, umumnya digunakan dua jenis loss, yaitu training
loss dan validation loss. Training loss dihitung berdasarkan data latih dan digu-
nakan untuk memperbarui bobot model, sedangkan validation loss dihitung meng-
gunakan data validasi untuk mengukur kemampuan generalisasi model terhadap
data yang tidak dilihat selama pelatihan (Chollet, 2018).

¥ Perbandingan antara training loss dan validation loss dapat digunakan un-
tlﬁt mengidentifikasi kondisi overfitting dan underfitting (Goodfellow dkk., 2016).
J _E_a training loss terus menurun tetapi validation loss meningkat, maka model men-
gﬁlami overfitting, yaitu terlalu menyesuaikan diri terhadap data latih dan kehi-
langan kemampuan generalisasi. Sebaliknya, jika kedua nilai loss tetap tinggi,
rrE)del dapat dikatakan mengalami underfitting (Chollet, 2018).

E- Dalam penelitian ini, kurva training loss dan validation loss digunakan un-
tli{ menganalisis stabilitas proses fine-tuning DistilBERT serta untuk memastikan

b\ghwa model tidak mengalami overfitting secara signifikan selama proses pelatihan.

Lo o
2@.7 t-SNE untuk Visualisasi Representasi Embedding

;?' t-Distributed Stochastic Neighbor Embedding (t-SNE) merupakan metode
r%}uksi dimensi non-linear yang digunakan untuk memvisualisasikan data berdi-

meénsi tinggi ke dalam ruang berdimensi rendah, umumnya dua atau tiga dimensi

I
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(van der Maaten dan Hinton, 2008). Metode ini banyak digunakan dalam bidang
p&hrosesan bahasa alami untuk memvisualisasikan representasi embedding yang
d%asilkan oleh model berbasis neural network (Minaee dkk., 2019).
~  -SNE bekerja dengan memetakan data berdimensi tinggi ke ruang berdi-
mensi rendah dengan cara mempertahankan kedekatan lokal antar titik data.
&tinya, data yang memiliki representasi serupa di ruang berdimensi tinggi akan
dﬁempatkan berdekatan dalam visualisasi dua dimensi (van der Maaten dan Hin-
teii, 2008). Hal ini menjadikan t-SNE sangat cocok untuk mengeksplorasi struktur
kfaster dan hubungan semantik antar data.

= Dalam konteks klasifikasi emosi, t-SNE digunakan untuk memvisualisas-
iFkgn representasi embedding yang dihasilkan oleh model DistilBERT. Visualisasi
int bertujuan untuk mengamati apakah data dengan label emosi yang sama mem-
b%ltuk klaster tertentu serta untuk menganalisis potensi tumpang tindih antar kelas
emosi (Bostan dan Klinger, 2018).

Perlu ditekankan bahwa t-SNE bukan merupakan metrik evaluasi kuantitatif

seperti accuracy atau Fl-score, melainkan alat bantu analisis visual. Oleh karena
itu, hasil t-SNE digunakan sebagai pendukung interpretasi terhadap kinerja model,

bukan sebagai ukuran performa utama (Minaee dkk., 2019).

2.9 Penelitian Terdahulu

Penelitian mengenai klasifikasi emosi berbasis model transformer telah
banyak dilakukan, baik pada bahasa Inggris maupun bahasa Indonesia. Penelitian-
penelitian tersebut menjadi acuan penting untuk memahami efektivitas model

s¢perti DistilBERT dalam mengenali emosi pada teks digital.
<]

®  Tabel 2.1. Penelitian Terdahulu Terkait Klasifikasi Emosi Berbasis Teks

Z

0 Authors & Year Title Model / Method
Nabiilah (2025) Effectiveness Analysis of RoBERTa, Distil-
RoBERTa and DistilBERT in  BERT
Emotion Classification Task
on Social Media Text Data
2 William dan Emotion Recognition Indone- IndoBERT,

—

Chowanda sian Language from Twit- Bi-LSTM
(2024) ter Using IndoBERT and Bi-
LSTM
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No Authors & Year Title Model / Method
© 3 Minace dkk. Emotion Recognition in Text XLNet, BiGRU,
> (2019) Based on XLNet, BiGRU, Attention
: and Attention
'§ 4 Jabreel (2019) A Deep Learning-Based Ap- CNN, BiLSTM
= proach for Multi-Label Emo-

i tion Classification in Tweets
= 5 Basbeth dan Fud- Klasifikasi Emosi Pada Data
= holi (2024) Text Bahasa Indonesia Meng-
i gunakan Algoritma BERT,
c RoBERTa, dan DistilBERT
% 6  Ahanin, Ismail, Hybrid Feature Extraction for BERT-based Hy-
=5 Singh, Singh, Multi-Label Emotion Classi- brid Model
© dan Al-ashmori fication in English Text Mes-
- (2023) sages
7 Labib, Elagamy, EmoBERTa-X: Advanced RoBERTa, Multi-
dan Saleh (2025) Emotion Classifier with Head Attention
Multi-Head Attention and
DES for Multilabel Emotion
Classification
8 Kumar dan Khan A Hybrid Social Text-Based RoBERTa,
(2025) Transformer with Adapter for Adapter
W Mental Health Emotion Clas-
g sification
— 9 Oprea (2025) Extracting Emotions from DistilBERT,
Customer  Reviews  Us- LLMs
ing Text Mining, Large
Language  Models  and
Fine-Tuning Strategies
10 Liu dan Ren Emotion Classification Using CNN, LSTM
(2019) a CNN_LSTM-Based Model

for Smooth Emotional Syn-
chronization of the Humanoid
Robot REN-XIN
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No Authors & Year Title Model / Method
O Ashraf, Khan, Multi-Label Emotion Classi- BERT-based
g Butt, dan Chang fication of Urdu Tweets Models
g (2022)
o 12 Shi dkk. (2023) Emotion Classification for Deep Learning
- Short Texts: An Improved
i Multi-Label Method
= 13 Brynielsson, Emotion Classification of So- Machine Learn-
c Johansson, Jons- cial Media Posts for Esti- ing
i son, dan Westling mating People’s Reactions to
c (2014) Alert Messages During Crises
% 14 Gupta, Srini- Constructing a Heteroge- ML, DL Models
=5 vasan, Gupta, dan neous Training Dataset for
g Srinivasan (2020) Emotion Classification

Berdasarkan Tabel 2.1, dapat diamati bahwa sebagian besar penelitian ter-
dahulu menggunakan pendekatan deep learning dan transformer-based models un-
tuk tugas klasifikasi emosi. Model seperti BERT, RoBERTa, dan DistilBERT ter-
bukti mampu meningkatkan performa dibandingkan metode berbasis fitur manual
dan pembelajaran mesin klasik.

Namun, terdapat beberapa keterbatasan dalam penelitian-penelitian se-
belumnya. Pertama, sebagian besar penelitian berfokus pada data media sosial
seperti Twitter atau teks umum berbahasa Inggris, sedangkan penelitian yang se-
c&a khusus mengkaji ulasan aplikasi logistik berbahasa Indonesia masih relatif ter-
b%as. Padahal, karakteristik bahasa dalam ulasan aplikasi cenderung lebih infor-
mal, singkat, dan mengandung ekspresi implisit yang menantang proses klasifikasi
emosi.

=
=1

model tanpa mengaitkannya dengan konteks penggunaan nyata, seperti analisis pen-

Kedua, sebagian penelitian lebih menitikberatkan pada peningkatan akurasi

g%aman pengguna dan implikasi praktis bagi perusahaan. Hal ini menyebabkan
hé's‘il penelitian sulit untuk langsung diimplementasikan sebagai dasar pengambilan
k&putusan berbasis data.

,E;n Ketiga, beberapa penelitian menggunakan model berukuran besar seperti
@RT dan RoBERTa yang memiliki kompleksitas komputasi tinggi. Pendekatan
imbkurang ideal untuk sistem berbasis web atau aplikasi yang membutuhkan waktu

< Lo
réspons cepat dan efisiensi sumber daya.
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Berdasarkan celah tersebut, penelitian ini memfokuskan pada klasifikasi
efflosi ulasan pengguna aplikasi J&T Express berbahasa Indonesia dengan meng-
gifnakan DistilBERT sebagai model utama. DistilBERT dipilih karena mampu
ni)gnyeimbangkan antara performa klasifikasi dan efisiensi komputasi, sehingga
lebih sesuai untuk sistem analisis emosi berbasis web secara real-time. Selain itu,
p&elitian ini tidak hanya mengevaluasi performa model secara kuantitatif, tetapi

jl.%a menganalisis pola emosi pengguna sebagai dasar pemahaman pengalaman
psfanggan.

Nely e3XsnS NIN
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O)XBH ©

mengklasifikasikan emosi pada ulasan pengguna menggunakan model DistilBERT.

}

P#oses penelitian ini dilakukan secara sistematis agar model dapat mengenali dan

n%ngelompokkan emosi dengan baik. Alur keseluruhan penelitian ditunjukkan

pada Gambar 3.1 berikut.

Mulai

h 4

METODOLOGI PENELITIAN

Bab ini menjelaskan tahapan-tahapan penelitian yang dilakukan untuk

» Pelabelan Emosi Manual

Pengumpulan Data

Nely e3XsnS NIN

Mentah

h 4

Datacal = Llaigced
Validation Testing

Training
T0% 15% 15%

Preprocessing Data

Data Cleaning

Case Folding

Removing Special Character

Normalization

Tokenization

Bersih
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Gambar 3.1. Metodologi Penelitian
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3.1 Pengumpulan Data

©  Tahap awal dalam penelitian ini adalah pengumpulan data berupa ulasan
p%ngguna aplikasi. Data diperoleh dari platform Google Play Store, khususnya
d(a)xri ulasan pengguna aplikasi J&T Express. Pemilihan Google Play Store sebagai
swmber data didasarkan pada pertimbangan bahwa platform ini menyediakan ulasan
y&g merepresentasikan pengalaman langsung pengguna terhadap layanan secara
tébuka, beragam, dan dalam jumlah besar, sehingga relevan untuk dianalisis dalam
kg;hteks klasifikasi emosi.

C  Pengumpulan data dilakukan secara otomatis menggunakan pendekatan
pfogrammatic data extraction melalui library pihak ketiga, yaitu google-play-
sg)'aper. Library ini memanfaatkan endpoint internal Google Play Store untuk
ng)engambil data ulasan secara terstruktur tanpa memerlukan interaksi manual de-
n%n halaman web. Pendekatan ini termasuk dalam kategori web scraping berbasis
ARI, karena proses pengambilan data dilakukan secara otomatis dari platform pub-
1ik melalui antarmuka pemrograman.

Implementasi pengambilan data dilakukan menggunakan bahasa pemrogra-
man Python. Pendekatan ini memungkinkan pengambilan data dalam jumlah besar
secara sistematis dan efisien. Seluruh proses pengambilan data dilakukan hanya
pada konten yang bersifat publik dan tidak melibatkan informasi pribadi pengguna,
sehingga tetap berada dalam koridor etika penelitian.

Data yang dikumpulkan meliputi teks ulasan pengguna sebagai data utama,
serta atribut pendukung seperti nilai rating dan tanggal unggah ulasan. Atribut pen-
dumkung tersebut tidak digunakan sebagai fitur dalam proses pemodelan, namun di-
m:"gnfaatkan untuk keperluan analisis deskriptif dan penyaringan data. Seluruh data
hdsil pengumpulan disimpan dalam format Comma-Separated Values (CSV) untuk
n%‘mudahkan proses pengolahan pada tahap selanjutnya.

Z.  Untuk menjaga kualitas data, dilakukan proses penyaringan awal yang
n;gliputi penghapusan ulasan duplikat, ulasan kosong, serta ulasan yang tidak rele-
v%l dengan konteks layanan, seperti komentar yang tidak berkaitan dengan fungsi
aglikasi atau layanan pengiriman. Selain itu, hanya ulasan berbahasa Indonesia
@g dipertahankan agar sesuai dengan tujuan penelitian. Proses ini bertujuan untuk
nf¢mastikan bahwa data yang digunakan benar-benar merepresentasikan ekspresi

eﬁ?osi pengguna secara valid dan konsisten.
—

29

nery wisey JreAg uej



‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

3.2 Preprocessing Data

©  Data teks yang telah dikumpulkan tidak dapat langsung digunakan dalam
p&ses pelatihan model pembelajaran mesin karena masih mengandung berbagai el-
eﬁen yang tidak terstruktur, tidak konsisten, serta berpotensi menimbulkan noise.
Qleh karena itu, diperlukan tahap preprocessing untuk membersihkan, menyer-
a@mkan, dan meningkatkan kualitas data sebelum digunakan pada tahap pelabelan
emosi dan pelatihan model.

;T_r' Tahap preprocessing bertujuan untuk menghilangkan elemen yang tidak rel-
e¥an, menyeragamkan representasi teks, serta meminimalkan variasi kata yang tidak
pérlu agar model dapat mempelajari pola bahasa secara lebih efektif. Selain itu,
p%processing juga berfungsi untuk menyesuaikan format data dengan kebutuhan
medel berbasis transformer. Adapun langkah-langkah preprocessing yang diterap-

©
kﬁ]} dalam penelitian ini dijelaskan sebagai berikut.

gl. Data Cleaning

Tahap awal preprocessing adalah data cleaning, yang bertujuan untuk mem-
bersihkan dataset dari data yang tidak valid atau tidak relevan. Pada tahap
ini dilakukan penghapusan data duplikat, teks kosong, serta entri yang tidak
membentuk kalimat utuh. Selain itu, karakter acak, simbol berlebihan, dan
artefak hasil proses scraping yang tidak memiliki makna linguistik juga di-
hilangkan.

Proses ini dilakukan untuk memastikan bahwa dataset hanya berisi teks
ulasan yang bermakna dan layak digunakan dalam proses analisis lebih lan-

jut, sehingga model tidak mempelajari pola yang tidak representatif.

0

Case Folding

Tahap case folding dilakukan dengan mengubah seluruh huruf pada teks
ulasan menjadi huruf kecil (lowercase). Langkah ini bertujuan untuk
menghindari perbedaan representasi kata yang disebabkan oleh penggunaan
huruf kapital, seperti perbedaan antara kata “Senang” dan “senang”, yang
secara semantik memiliki makna yang sama.

Dengan diterapkannya case folding, variasi kata yang tidak perlu akibat
perbedaan huruf besar dan kecil dapat dikurangi, sehingga representasi teks
menjadi lebih konsisten dan lebih mudah diproses oleh model klasifikasi

€mosi.

[9S)

Penghapusan Karakter Spesial
Tahap ini bertujuan untuk menghilangkan elemen-elemen teks yang tidak

relevan terhadap proses pemodelan. Karakter yang dihapus meliputi tanda
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baca, angka, simbol, serta karakter khusus lainnya yang tidak membentuk

kata. Penghapusan ini dilakukan untuk mengurangi noise pada data teks
serta menyederhanakan struktur kalimat.

Emoji tidak digunakan dalam penelitian ini karena fokus analisis diarahkan
pada ekspresi emosi yang terkandung dalam bentuk kata dan frasa, sehingga
makna emosional diekstraksi dari konteks linguistik, bukan dari simbol vi-
sual.

Normalisasi

Normalisasi dilakukan untuk mengubah kata tidak baku, singkatan, atau
bentuk bahasa informal menjadi bentuk baku sesuai dengan kaidah Bahasa
Indonesia. Sebagai contoh, kata “gk” dinormalisasi menjadi “tidak”, dan
“dr” menjadi “dari”. Tahap ini penting karena data ulasan pengguna umum-
nya ditulis dalam gaya bahasa informal.

Proses normalisasi bertujuan untuk mengurangi variasi kata yang memiliki

DEHREASISENIEME DS ejdio yeH @

makna sama namun ditulis dalam bentuk berbeda. Dengan berkurangnya
variasi tersebut, model dapat mempelajari pola bahasa secara lebih konsisten
dan efektif.
5. Tidak Dilakukannya Stemming dan Stopword Removal

Tahap stemming dan penghapusan stopword tidak diterapkan dalam peneli-
tian ini. Hal ini disebabkan karena DistiBERT menggunakan mekanisme
tokenisasi berbasis subword, sehingga variasi bentuk kata tetap dapat direp-
resentasikan secara efektif tanpa perlu reduksi bentuk kata secara eksplisit.
Selain itu, kata-kata fungsional yang umumnya dianggap sebagai stopword
tetap dipertahankan karena dalam konteks model berbasis transformer, kata-
kata tersebut berperan dalam membentuk konteks kalimat secara keselu-
ruhan. Penghapusan kata-kata tersebut berpotensi menghilangkan informasi

kontekstual yang penting bagi proses klasifikasi emosi.

Setelah seluruh tahapan preprocessing diterapkan, dataset yang dihasilkan

upn) dTwe|s| 3jels

digunakan sebagai masukan pada tahap pelabelan emosi serta proses pelatihan dan
m

efaluasi model klasifikasi emosi. Tahapan ini dirancang untuk meningkatkan kuali-

ta8 data masukan sehingga sesuai untuk digunakan dalam proses pemodelan berba-

s&transformer.

W
3% Pelabelan Data

Pelabelan data merupakan tahapan penting dalam penelitian ini karena

G ue

berfungsi untuk menentukan ground truth yang akan digunakan dalam proses pelati-
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han dan evaluasi model klasifikasi emosi. Pelabelan dilakukan untuk memastikan
b&hwa setiap ulasan pengguna diklasifikasikan sesuai dengan makna emosional
y%ng terkandung dalam konteks kalimat secara utuh, bukan hanya berdasarkan
kgxmunculan kata kunci tertentu. Tahapan ini juga menegaskan bahwa penelitian
imi menggunakan pendekatan supervised learning, di mana kualitas label sangat
nienentukan performa model.

S Pelabelan emosi pada penelitian ini dilakukan menggunakan pendekatan
n@;énual annotation. Pada pendekatan ini, setiap ulasan dibaca dan dianalisis se-
céra menyeluruh oleh peneliti untuk menentukan emosi dominan yang diekspre-
sfkan oleh pengguna. Penentuan label mempertimbangkan konteks kalimat, struk-
ter bahasa, intensitas ekspresi, serta makna implisit yang muncul dalam ulasan.
Pendekatan ini dipilih karena data ulasan pengguna pada platform digital umum-
n%l menggunakan bahasa informal, singkatan, dan gaya ekspresi yang tidak selalu
dapat diinterpretasikan secara literal.

Untuk meningkatkan reliabilitas label, proses pelabelan dilakukan dalam
dua tahap. Tahap pertama adalah pelabelan awal yang dilakukan oleh peneliti ter-
hadap seluruh data ulasan yang telah melalui proses preprocessing. Tahap kedua
adalah validasi hasil pelabelan oleh seorang pakar di bidang bahasa dan analisis
teks. Keterlibatan pakar bertujuan untuk memastikan konsistensi interpretasi emosi
serta meminimalkan unsur subjektivitas yang mungkin muncul dalam proses pela-
belan manual.

Validasi oleh pakar difokuskan pada ulasan yang mengandung ambiguitas
er(}%osi, ironi, atau lebih dari satu ekspresi perasaan dalam satu kalimat. Apabila
tq':r:dapat perbedaan pendapat antara peneliti dan pakar, maka dilakukan diskusi un-
tfk mencapai kesepakatan berdasarkan konteks linguistik dan maksud utama pesan
yT;ng disampaikan oleh pengguna. Pendekatan ini digunakan untuk menjaga kon-
sétensi label dalam dataset.

E Dalam kasus ulasan yang mengandung lebih dari satu emosi, pelabelan di-
lakukan dengan memilih emosi yang paling dominan berdasarkan konteks keselu-
rlénilan kalimat dan tujuan utama pesan yang disampaikan oleh pengguna. Pen-
d:&atan ini digunakan untuk menjaga konsistensi pelabelan serta menghindari pem-
bgrian lebih dari satu label pada satu data, sehingga dataset yang dihasilkan sesuai
d@gan skema klasifikasi emosi tunggal (single-label classification) yang digunakan
dglam penelitian ini.

Pendekatan pelabelan berbasis pakar dipilih karena emosi dalam teks bersi-

Su

fai subjektif dan sangat bergantung pada konteks bahasa. Metode pelabelan otoma-
"t

32

nery wrseyy j1



‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
I

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

tis atau berbasis aturan cenderung mengandalkan kemunculan kata tertentu tanpa
nfémahami makna kontekstual secara mendalam, sehingga berpotensi gagal dalam
n%nangkap emosi yang bersifat implisit, sarkastik, atau ambigu. Oleh karena itu,
pgxl'abelan manual yang divalidasi oleh pakar dianggap lebih sesuai untuk memban-

gan dataset pelatihan yang berkualitas dalam penelitian ini.

Pembagian Dataset

ufe

—  Untuk memastikan proses pelatihan dan evaluasi model berjalan secara op-
tigal, dataset yang telah melalui tahap preprocessing dan pelabelan dibagi menjadi
tigl bagian, yaitu data latih (training set), data validasi (validation set), dan data uji
(testing set). Pembagian dataset dilakukan secara proporsional dengan rasio sebagai
berikut:

-~

©

- ° 70% data latih,

()
c ¢ 15% data validasi,
* 15% data uji.

Rasio ini dipilih untuk memberikan porsi data yang cukup besar pada tahap
pelatihan, sekaligus menyediakan data yang memadai untuk validasi dan pengu-
jian. Pembagian ini memungkinkan model mempelajari pola bahasa secara efektif,
sementara performa dapat dievaluasi secara objektif pada data yang tidak pernah
dilihat sebelumnya.

Pembagian dataset dilakukan secara acak menggunakan fungsi
tlguat)in,test,split dari pustaka scikit-learn. Untuk menjaga proporsi kelas emosi
p&a setiap subset, proses pembagian dilakukan secara stratified, sehingga dis-
tlél:busi label pada data latih, validasi, dan uji tetap seimbang. Pendekatan ini

pEr_lting untuk mencegah bias pelatihan akibat ketidakseimbangan kelas.

g}

=
dgn emosi pada teks. Data validasi digunakan untuk memantau kinerja model

Data latih digunakan untuk melatih model dalam mempelajari pola bahasa

séama proses pelatihan serta membantu dalam penyesuaian hiperparameter guna
ma:a:ncegah terjadinya overfitting. Data uji digunakan untuk mengukur performa
aEhir model terhadap data yang benar-benar baru.

3 Pembagian dataset dilakukan sebelum tahap tokenisasi dan proses pemben-
tukan representasi numerik untuk mencegah terjadinya kebocoran data (data leak-
age). Dengan demikian, proses tokenisasi dan encoding dilakukan secara terpisah
pgda data latih, data validasi, dan data uji dengan menggunakan tokenizer yang
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sama. Pendekatan ini memastikan bahwa evaluasi model mencerminkan kemam-

p@an generalisasi yang sesungguhnya.

3% Tokenisasi

% Tokenisasi merupakan tahap lanjutan setelah proses preprocessing yang

bgrtujuan untuk mengubah data teks menjadi representasi numerik yang dapat
diproses oleh model pembelajaran mesin. Model berbasis transformer, termasuk
DistilBERT, tidak dapat memproses teks mentah secara langsung sehingga memer-

l@an input dalam bentuk indeks numerik.

Z
bawaan DistilBERT yang menerapkan metode subword tokenization. Tokenizer

Pada penelitian ini, proses tokenisasi dilakukan menggunakan tokenizer

ini berbasis WordPiece, yaitu metode yang memecah kata menjadi unit-unit sub-
kata (subword). Pendekatan ini memungkinkan model untuk menangani kata yang
tidak terdapat secara eksplisit dalam kosakata (out-of-vocabulary) serta lebih ro-
bgst terhadap variasi ejaan dan bahasa informal yang umum ditemukan pada ulasan
pengguna.

Selain proses pemecahan token, setiap teks diberi perlakuan padding dan
truncation hingga panjang maksimum tertentu. Padding digunakan untuk menam-
bahkan token khusus [PAD] pada teks yang lebih pendek dari panjang maksimum,
sedangkan fruncation digunakan untuk memotong teks yang melebihi batas terse-
but. Langkah ini dilakukan untuk memastikan seluruh data memiliki panjang input
yang seragam, sehingga dapat diproses secara efisien dalam bentuk batch.

Tokenizer juga secara otomatis menambahkan token khusus seperti [CLS]
pdda awal teks dan [SEP] pada akhir teks. Token [CLS] digunakan sebagai repre-
sé&ltasi global kalimat, yang selanjutnya dimanfaatkan pada tahap klasifikasi emosi.

E Hasil dari proses tokenisasi berupa input IDs dan attention mask. Input IDs
n%representasikan indeks numerik dari setiap token, sedangkan attention mask di-
ganakan untuk membedakan token asli dan token hasil padding. Kedua komponen
ilg selanjutnya digunakan sebagai masukan pada tahap pelatihan dan evaluasi model
kgsiﬁkasi €mosi.

5_ Proses tokenisasi dilakukan setelah pembagian dataset untuk mencegah ter-
j\%linya kebocoran data (data leakage). Dengan demikian, data latih, data validasi,
d@ data uji masing-masing ditokenisasi secara terpisah menggunakan tokenizer
y%g sama.
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3.6 Pemodelan DistiBERT

©  Pemodelan pada penelitian ini dilakukan menggunakan arsitektur Distil-
@RT sebagai model utama untuk melakukan klasifikasi emosi pada teks ulasan
p@lgguna. DistilBERT digunakan sebagai encoder untuk mengekstraksi represen-
tasi kontekstual dari setiap teks ulasan yang telah melalui tahap preprocessing dan
tgkenisasi.

3 Implementasi model dilakukan menggunakan pustaka HuggingFace Trans-
f@:émers berbasis PyTorch. Model DistilBERT yang digunakan merupakan model
pretrained yang kemudian dilakukan proses fine-tuning pada dataset penelitian ini.
S€luruh parameter model diperbarui selama proses pelatihan agar dapat menye-
stctnaikan representasi bahasa dengan karakteristik ulasan pengguna.

= Secara umum, alur pemodelan dimulai dari teks ulasan yang telah diproses,
k%nudian dikonversi menjadi representasi numerik berupa input IDs dan attention
mgsk menggunakan tokenizer bawaan DistilBERT. Input IDs merepresentasikan
indeks token dalam kosakata model, sedangkan attention mask digunakan untuk
menandai token yang relevan selama proses komputasi.

Representasi numerik ini kemudian dimasukkan ke dalam encoder Distil-
BERT untuk menghasilkan vektor representasi kontekstual. Dari keluaran encoder
tersebut, digunakan representasi token khusus [CLS] sebagai representasi global
dari satu kalimat. Vektor ini selanjutnya diteruskan ke classification head berupa
lapisan linear yang berfungsi untuk memetakan representasi tersebut ke dalam em-
pat kelas emosi, yaitu marah, kecewa, cemas, dan senang.

Output dari lapisan linear kemudian diproses menggunakan fungsi aktivasi
s@max untuk menghasilkan distribusi probabilitas pada setiap kelas emosi. Kelas
d:ﬂlgan nilai probabilitas tertinggi dipilih sebagai hasil prediksi emosi dari suatu
ufdsan.

E. Model DistilBERT pada penelitian ini dirancang untuk skema klasifikasi

e;_'l,osi tunggal (single-label classification), di mana setiap ulasan diasumsikan
n%miliki satu emosi dominan. Oleh karena itu, fungsi loss yang digunakan dalam
p:Fbses pelatihan adalah cross-entropy loss, yang umum digunakan pada tugas klasi-
fikasi multi-kelas.

S Proses optimisasi dilakukan menggunakan algoritma AdamW, yang diran-
c{.ﬁig khusus untuk model berbasis transformer. Optimizer ini dipilih karena mampu
ngmberikan konvergensi yang stabil serta mengurangi risiko overfitting melalui
ng?jkanisme weight decay.

Penelitian ini hanya menggunakan satu model klasifikasi, yaitu DistilBERT,
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tanpa melakukan perbandingan dengan model transformer lainnya. Keputusan ini
df@mbil karena fokus utama penelitian bukan pada perbandingan performa antar
nitgdel, melainkan pada analisis efektivitas penerapan model transformer ringan
d(ajam konteks klasifikasi emosi ulasan pengguna berbahasa Indonesia. Pendekatan
iiﬁ Juga bertujuan untuk menilai kelayakan DistilBERT sebagai solusi yang menye-

ifibangkan antara akurasi dan efisiensi komputasi pada sistem berbasis web.
S

37 Evaluasi Model

Tahap evaluasi model bertujuan untuk menilai kemampuan model dalam

n

mengenali dan mengklasifikasikan emosi secara akurat berdasarkan data uji yang
telah disiapkan. Evaluasi ini dilakukan untuk mengetahui sejauh mana model Dis-
GIBERT mampu mempelajari pola emosi dari data teks serta mengukur kualitas

pn?;diksi yang dihasilkan pada data yang belum pernah dilihat sebelumnya.
A

Dalam penelitian ini, digunakan beberapa metrik evaluasi utama, yaitu ac-
cgracy, precision, recall, F1-score, dan confusion matrix. Penggunaan lebih dari
satu metrik bertujuan untuk memperoleh gambaran performa model secara lebih
komprehensif, terutama karena distribusi kelas emosi berpotensi tidak seimbang.

Accuracy digunakan untuk mengukur tingkat ketepatan prediksi model se-
cara keseluruhan, yaitu perbandingan antara jumlah prediksi yang benar dengan to-
tal data uji. Meskipun metrik ini memberikan gambaran umum mengenai performa
model, accuracy saja tidak cukup untuk merepresentasikan kinerja model secara
adil pada kondisi distribusi kelas yang tidak seimbang. Oleh karena itu, metrik
tambahan seperti precision, recall, dan F1-score turut digunakan.

¥ Precision mengukur tingkat ketepatan model dalam memprediksi suatu ke-
l% emosi tertentu, yaitu seberapa banyak prediksi yang benar dari seluruh prediksi
y?_ng diberikan pada kelas tersebut. Sementara itu, recall mengukur kemampuan
ng)del dalam menemukan seluruh data yang benar pada masing-masing kelas emosi.
Nilai recall yang tinggi menunjukkan bahwa model mampu mengenali sebagian be-
sg data yang seharusnya termasuk dalam kelas emosi tertentu.

E- F1-score digunakan sebagai ukuran keseimbangan antara precision dan re-
cal. Metrik ini sangat penting pada permasalahan klasifikasi emosi karena memper-
t%bangkan kesalahan dalam bentuk false positive dan false negative. Dalam peneli-
ti@ ini, nilai precision, recall, dan Fl-score dihitung menggunakan pendekatan
né_zcro-average untuk memberikan bobot yang sama pada setiap kelas emosi.

= Selain metrik numerik, evaluasi model juga dilakukan menggunakan confu-

s@n matrix. Confusion matrix memberikan representasi visual mengenai distribusi
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hasil prediksi model terhadap label sebenarnya. Melalui matriks ini, dapat dianalisis
j&is kesalahan yang sering terjadi, misalnya ketika model salah mengklasifikasikan
e%osi yang memiliki kemiripan semantik seperti “cemas” dan “kecewa”. Analisis
irf% membantu dalam memahami kelemahan model serta karakteristik data yang sulit
dibedakan.

o Seluruh proses evaluasi dilakukan menggunakan pustaka scikit-learn. Hasil
evaluasi ini selanjutnya dianalisis secara kuantitatif dan kualitatif untuk menilai ke-
na;a'mpuan generalisasi model DistilBERT terhadap data uji.

Nely e3XsnS NIN
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil penelitian mengenai klasifikasi emosi pada ulasan peng-

guna aplikasi J&T Express menggunakan model DistilBERT, maka dapat ditarik

bé(_)erapa kesimpulan sebagai berikut.

Nely exsns NIN

™
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Model DistilBERT berhasil diimplementasikan untuk melakukan klasifikasi
emosi pada teks ulasan pengguna aplikasi J&T Express yang diperoleh
dari Google Play Store. Proses implementasi meliputi tahapan pengumpu-
lan data, pra-pemrosesan teks, pelabelan emosi, tokenisasi, serta pelatihan
model menggunakan pendekatan fine-tuning. Hasil implementasi menun-
jukkan bahwa DistilBERT mampu menangkap konteks semantik dari teks
ulasan yang bersifat singkat, informal, dan beragam secara linguistik.
Berdasarkan hasil evaluasi menggunakan metrik accuracy, precision, recall,
dan F1-score, model DistilBERT yang telah melalui proses fine-tuning me-
nunjukkan kinerja yang baik dalam mengklasifikasikan emosi pengguna ke
dalam empat kategori, yaitu marah, kecewa, cemas, dan senang. Perbandin-
gan antara model pretrained dan model fine-tuned menunjukkan bahwa
proses fine-tuning mampu meningkatkan performa model serta mengurangi
bias prediksi terhadap kelas tertentu. Hal ini membuktikan bahwa Distil-
BERT efektif digunakan untuk tugas klasifikasi emosi pada teks berbahasa
Indonesia.

Analisis distribusi dan karakteristik emosi pengguna menunjukkan bahwa
emosi negatif, khususnya cemas dan kecewa, lebih dominan dibandingkan
emosi lainnya. Hal ini mengindikasikan bahwa banyak pengguna men-
galami kekhawatiran dan ketidakpuasan terhadap layanan J&T Express. Se-
mentara itu, emosi marah mencerminkan respons emosional yang lebih in-
tens terhadap permasalahan tertentu, dan emosi senang merepresentasikan
pengalaman positif pengguna. Temuan ini menunjukkan bahwa anali-
sis emosi mampu memberikan gambaran yang lebih mendalam mengenai
persepsi dan pengalaman pengguna dibandingkan analisis sentimen seder-

hana.
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5.2 Saran

©

Berdasarkan hasil penelitian dan keterbatasan yang ditemukan, terdapat be-

b%rapa saran yang dapat dijadikan acuan untuk penelitian selanjutnya, yaitu sebagai

berikut.
(@]

di

10 AW ey

nery eysng N

nery wisey JireAg uejng jo A}JISIaATU() dDTWIR]S] 3)©1S

98]

Penelitian selanjutnya disarankan untuk menerapkan pendekatan multi-label
emotion classification, sehingga satu ulasan dapat memiliki lebih dari satu
label emosi. Pendekatan ini dinilai lebih representatif terhadap kondisi emo-
sional pengguna yang bersifat kompleks dan saling tumpang tindih.
Disarankan untuk menggunakan dataset dengan jumlah data yang lebih
besar dan lebih beragam, baik dari segi periode waktu maupun sumber
ulasan, guna meningkatkan kemampuan generalisasi model dalam mengk-
lasifikasikan emosi pada berbagai konteks.

Penelitian selanjutnya dapat melakukan perbandingan performa antara Dis-
tilBERT dengan model transformer lain, seperti IndoBERT atau RoOBERTa,
untuk memperoleh gambaran yang lebih komprehensif mengenai kelebihan
dan kekurangan masing-masing model dalam tugas klasifikasi emosi berba-
hasa Indonesia.

Disarankan untuk melakukan eksplorasi lebih lanjut terhadap strategi fine-
tuning, termasuk penyesuaian parameter pelatihan dan penggunaan arsitek-
tur yang lebih spesifik untuk bahasa Indonesia, guna meningkatkan kinerja

model dalam memahami karakteristik linguistik secara lebih mendalam.

63



‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

DAFTAR PUSTAKA
©
A€heampong, F. A., Chen, W., dan Nunoo-Mensah, H. (2020). Text-based emotion
o

= detection: Advances, challenges, and opportunities. Engineering Reports.
= Retrieved from https://onlinelibrary.wiley.com/doi/pdf/10.1002/
o eng2.12189 doi: 10.1002/eng2.12189
Aggarwal, C. C. (2018). Machine learning for text. Springer.
éanin, Z., Ismail, M. A., Singh, N., Singh, S., dan Al-ashmori, A. (2023). Hybrid
c Feature Extraction for Multi-Label Emotion Classification in English Text
= Messages.
Agéifari, M., dan Nugroho, E. D. (2023). Emotion classification of indonesian
% tweets using bert embedding. Journal of Applied Informatics and Computing.
A¥hraf, N., Khan, L., Butt, S., dan Chang, H.-t. (2022). Multi-label emotion classi
g fi cation of Urdu tweets. , 1-25. doi: 10.7717/peerj-cs.896
Baldwin, T., dan Kim, Y.-B. (2015). Multiword expressions. Handbook of Natural
Language Processing.
Basbeth, F., dan Fudholi, D. H. (2024). Klasifikasi Emosi Pada Data Text Ba-
hasa Indonesia Menggunakan Algoritma BERT, RoOBERTa, dan Distil-BERT.
, 8(April), 1160-1170. doi: 10.30865/mib.v8i2.7472
Bostan, L.-a.-m., dan Klinger, R. (2018). An Analysis of Annotated Corpora for
Emotion Classification in Text. , 2104-2119.
Brynielsson, J., Johansson, E., Jonsson, C., dan Westling, A. (2014). Emotion
classification of social media posts for estimating people * s reactions to com-

municated alert messages during crises. , 1-11.

94948

ollet, F. (2018). Deep learning with python. Manning.
tia, T., dan Baruah, N. (2024). A review on emotion detection by using deep

learning techniques. Artificial Intelligence Review. (Full-text PDF available

n druregsy

— Springer)

D?t-s, A., Sharif, O., Hoque, M. M., dan Sarker, I. H. (2021). Emotion classification
in a resource constrained language using transformer-based approach. arXiv
preprint.

voodi, L., Mezei, J., dan Heikkild, M. (2025). Aspect-based sentiment classifica-

E&usxaz\

tion of user reviews to understand customer satisfaction of e-commerce plat-
forms. Electronic Commerce Research. (Full-text PDF available — Springer)
vlin, J., Chang, M. W,, Lee, K., dan Toutanova, K. (2019). BERT: Pre-training
of deep bidirectional transformers for language understanding. NAACL HLT

nery wisey| juedggie}[ng j


https://onlinelibrary.wiley.com/doi/pdf/10.1002/eng2.12189
https://onlinelibrary.wiley.com/doi/pdf/10.1002/eng2.12189

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

2019 - 2019 Conference of the North American Chapter of the Association for
©) Computational Linguistics: Human Language Technologies - Proceedings of
g the Conference, 1(Mlm), 4171-4186.

Egman, P., Francisco, S., Lazarus, R., Levenson, R., Oster, H., dan Rosenberg, E.
(1992). An Argument for Basic Emotions. , 6.
Feldman, R., dan Sanger, J. (2019). The text mining handbook. Cambridge Univer-

sity Press.

1d1

W

th'nie, A. G. (2023). Presence of informal language, such as emoticons, hashtags,
< and slang, impact the performance of sentiment analysis models on social
i media text? arXiv preprint arXiv:2301.12303.
Goodfellow, 1., Bengio, Y., dan Courville, A. (2016). Deep learning. MIT Press.
GEIu, J., Yu, B., dan Maybank, S. J. (2021). Knowledge distillation: A survey.
- International Journal of Computer Vision.
(ﬁpta, A., Srinivasan, S. M., Gupta, A., dan Srinivasan, S. M. (2020). ScienceDi-
= rect ScienceDirect ScienceDirect Constructing a Heterogeneous Training
Dataset for Emotion Classification Constructing a Heterogeneous Training
Dataset for Emotion Classification. Procedia Computer Science, 168(2019),
73-79. Retrieved from https://doi.org/10.1016/j.procs.2020.02
.259 doi: 10.1016/j.procs.2020.02.259
Han, J., Kamber, M., dan Pei, J. (2012). Data mining: Concepts and techniques
(3rd ed.). Morgan Kaufmann.
Hasan, M., Rundensteiner, E., dan Agu, E. (2022). Deepemotex: Classifying emo-
tion in text messages using deep transfer learning. arXiv preprint.
}fé, H., dan Garcia, E. A. (2009). Learning from imbalanced data. /IEEE Transac-
tions on Knowledge and Data Engineering, 21(9), 1263—1284.
Hanton, G., Vinyals, O., dan Dean, J. (2015). Distilling the knowledge in a neural

S 9¥¥1S

ST

network. arXiv preprint.
Hofmann, J., Troiano, E., Sassenberg, K., dan Klinger, R. (2020). Appraisal Theo-
ries for Emotion Classification in Text. , 125-138.

dATU

Hpward, J., dan Ruder, S. (2018). Universal language model fine-tuning for text
" Classification. ACL.

Jabreel, M. (2019). applied sciences A Deep Learning-Based Approach for Multi-
Label Emotion Classification in Tweets.

doi: 10.3390/app9061123

kowicz, N. (2002). The class imbalance problem: Significance and strategies.

I

A}

—

nery wisey] JiIeAg uejng

Proceedings of the 2000 International Conference on Artificial Intelligence


https://doi.org/10.1016/j.procs.2020.02.259
https://doi.org/10.1016/j.procs.2020.02.259

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

(ICAI).
Jf@b, X., dkk. (2020). Tinybert: Distilling bert for natural language understanding.
~  EMNLP.
J]El-’l, J., dkk. (2024). Recent advancements and challenges of nlp-based sentiment
© analysis. ScienceDirect Review. (Survey/Review — Elsevier)
Jgirafsky & Martin.  (2025). An Introduction to Natural Language Process-
ing, Computational Linguistics, and Speech Recognition with Language
Models. Retrieved from https://web.stanford.edu/$\sim$jurafsky/
slp3/ed3book.pdf
zmierczak, 1., Zajenkowska, A., Rajchert, J., Jakubowska, A., dan Abramiuk-
Szyszko, A. (2023). The Role of Anger Expression in Unmet Expectations
and Depressive Symptoms. Depression Research and Treatment, 2023. doi:
10.1155/2023/8842805

Kotsiantis, S. B., Kanellopoulos, D., dan Pintelas, P. (2007). Data preprocessing
(=

o exsns@ln Alru

for supervised learning. International Journal of Computer Science, 1(2),
111-117.

Kumar, M., dan Khan, L. (2025). RAMHA : A Hybrid Social Text-Based Trans-
former with Adapter for Mental Health Emotion Classification. (Icd), 1-26.

Labib, F. H., Elagamy, M., dan Saleh, S. N. (2025). EmoBERTa-X : Advanced
Emotion Classifier with Multi-Head Attention and DES for Multilabel Emo-
tion Classification.

Li, Y., Chan, J., Peko, G., dan Sundaram, D. (2023). Mixed emotion extrac-

tion analysis and visualisation of social media text. Data and Knowledge

7))
S Engineering, 148, 102220. Retrieved from https://doi.org/10.1016/
; j.datak.2023.102220 doi: 10.1016/j.datak.2023.102220

Lau, N., dan Ren, F. (2019). Emotion classification using a CNN ;STM —
E- basedmodel f orsmoothemotional synchronizationo fthehumanoidrobotREN —
E L 1——=19.

Lashchilov, I., dan Hutter, F. (2019). Decoupled weight decay regularization. ICLR.

=

nning, C. D., dan Schiitze, H. (1999). Foundations of statistical natural language

I

processing. Cambridge, MA: MIT Press.
ruf, A. A. L., Khanam, F., Haque, M., Masud, Z., Mridha, F., dan Aung, Z.
(2024). Challenges and Opportunities of Text-based Emotion Detection : A
Survey. IEEE Access, PP, 1. doi: 10.1109/ACCESS.2024.3356357
tkolov, T., Sutskever, I., Chen, K., Corrado, G., dan Dean, J. (2013). Distributed
representations of words and phrases and their compositionality. Advances in

50 &3

Nery wisey| ;peﬁgue;[ng


https://web.stanford.edu/$\sim $jurafsky/slp3/ed3book.pdf
https://web.stanford.edu/$\sim $jurafsky/slp3/ed3book.pdf
https://doi.org/10.1016/j.datak.2023.102220
https://doi.org/10.1016/j.datak.2023.102220

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV VISNS NIN
——
I

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

Neural Information Processing Systems (NeurlPS).
h@naee, S., Azimi, E., dan Abdolrashidi, A. (2019). Deep-Sentiment: Sentiment
Analysis Using Ensemble of CNN and Bi-LSTM Models. Retrieved from
http://arxiv.org/abs/1904.04206

hammad, S. M., dan Turney, P. D. (2013). Crowdsourcing a word-emotion

association lexicon. Computational Intelligence, 29(3), 436—465. doi: 10
1111/5.1467-8640.2012.00460.x
tger, Q., Oriol, M., Tiessler, M., Franch, X., dan Marco, J. (n.d.). What About

Emotions ? Guiding Fine-Grained Emotion Extraction from Mobile App Re-

§||!U.| e1§|o YeH

views.

biilah, G. Z. (2025). Effectiveness Analysis of ROBERTa and DistilBERT in
Emotion Classification Task on Social Media Text Data. , 7(1), 45-50. doi:
10.21512/emacsjournal.v6

¥ eysEs NIN

Nandwani, P, dan Verma, R. (2021). A review on sentiment analysis and emo-
= tion detection from text. Social Network Analysis and Mining, 11(1), 1-19.

Retrieved from https://doi.org/10.1007/s13278-021-00776-6 doi:
10.1007/s13278-021-00776-6

Oprea, S.-v. (2025). Extracting Emotions from Customer Reviews Using Text
Mining , Large Language Models and Fine-Tuning Strategies. , 1-24.

Peters, M., dkk. (2018). Deep contextualized word representations. NAACL.

Plutchik, R.  (1980).  Emotion: A psychoevolutionary synthesis.  New

York: Harper & Row. (PDF: https://forum.quantifiedself.com/uploads/short-

url/36NZwTBILK48 AmprX11kCrCrzsq.pdf)

(7))

Pﬁwers, D. M. W. (2011). Evaluation: From precision, recall and f-measure to
o
= TOC, informedness, markedness & correlation. Journal of Machine Learning
&  Technologies, 2(1), 37-63.

sool, A., dkk. (2025). nbert: Harnessing nlp for emotion recognition in text.
g Information.

Rassell, J. A. (1980). A Circumplex Model of Affect. , 39(6).

Sgnh, V., Debut, L., Chaumond, J., dan Wolf, T. (2020). DistilBERT, a distilled
\E version of BERT: smaller, faster, cheaper and lighter. , 2—6. Retrieved from
S http://arxiv.org/abs/1910.01108

ngeraro, A., Vilella, S., dan Ruffo, G. (2021). Pyplutchik:  Visu-

alising and comparing emotion-annotated corpora. arXiv. (PDF:
o  https://arxiv.org/pdf/2105.04295.pdf)

SHi, T., Zhou, G., Liu, M., Yin, Z., Yin, L., dan Zheng, W. (2023). Emotion

Ag uey

I

nery wisey J


http://arxiv.org/abs/1904.04206
https://doi.org/10.1007/s13278-021-00776-6
http://arxiv.org/abs/1910.01108

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

AVIY VISNS NIN
AL

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

classification for short texts: an improved multi-label method. , 1-9. doi:
©  10.1057/541599-023-01816-6

ngaram, S., Hedayatnia, B., dan Balakrishnan, A. (2019). Normalizing noisy text
o for nlp applications. Dalam Proceedings of the workshop on noisy user-
©  generated text.

Sgkolova, M., dan Lapalme, G. (2009). A systematic analysis of performance
—. measures for classification tasks. Information Processing & Management,
= 45(4),427-437.

Uysal, A. K., dan Gunal, S. (2014). The impact of preprocessing on text clas-
i sification. Information Processing and Management, 50(1), 104—112. doi:
=  10.1016/j.ipm.2013.08.006

Vgn der Maaten, L., dan Hinton, G. (2008). Visualizing data using t-sne. Journal of

S

- Machine Learning Research.

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., ...
Polosukhin, I. (2017). Attention is all you need. Advances in Neural In-
formation Processing Systems, 30, 5998—-6008. Retrieved from https://
arxiv.org/pdf/1706.03762.pdf

William, S., dan Chowanda, A. (2024). Emotion recognition indonesian language
from twitter using indobert and bi-Istm. , 1-15.

Yin, D., Bond, S. D., dan Zhang, H. (2014). RESEARCH ARTICLE ANXIOUS
OR ANGRY? EFFECTS OF DISCRETE. , 539-560.

nery wisey JireAg uejng jo A}JISIaATU() dDTWIR]S] 3)©1S


https://arxiv.org/pdf/1706.03762.pdf
https://arxiv.org/pdf/1706.03762.pdf

NV VISNS NIN

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

2:() |
‘/a DAFTAR RIWAYAT HIDUP

Candra lahir di Siak Buana Makmur pada tanggal 6
Juli 2004. Peneliti merupakan putra dari pasangan Se-
lamet Pujiyono dan Kartini. Pendidikan dasar ditem-
puh di SD Negeri 12 Kinali. Setelah itu, peneliti
melanjutkan pendidikan ke SMP Negeri 02 Kinali
dan kemudian meneruskan pendidikan menengah atas
di SMA Negeri 1 Kinali hingga menyelesaikan pen-
didikan pada tahun 2022. Pada tahun yang sama,

= peneliti melanjutkan Pendidikan Tinggi di Universitas
IS?'I’Tam Negeri Sultan Syarif Kasim Riau (UIN Suska Riau) pada Fakultas Sains dan
Teknologi, Program Studi Sistem Informasi. Penyusunan Tugas Akhir ini dilakukan
s%agai salah satu syarat untuk menyelesaikan Pendidikan Tinggi serta memperoleh
gélar Sarjana Komputer (S.Kom). Peneliti berharap Tugas Akhir ini dapat mem-

berikan manfaat serta kontribusi positif bagi pihak yang membutuhkan.

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e
Jequins ueyngaAusw uep ueywnuesusw edue) Ul SNy eA1ey yninjes neje ueibeqses dynbusw Buele|iq |

nery wisey JureAg uejng jo AJISIdATU) dTWE][S] 3}B)§



