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ABSTRAK

Bitcoin dikenal dengan volatilitas harga yang ekstrem dan pola non-linear yang kompleks,
menjadikannya tantangan tersendiri bagi model prediksi statistik konvensional. Penelitian ini
bertujuan untuk menerapkan dan mengevaluasi kinerja arsitektur Deep Learning, meliputi Long
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), N-BEATS, dan Hybrid CNN-LSTM,
untuk memprediksi harga Bitcoin. Guna mengatasi permasalahan efisiensi dan bias pada penen-
tuan parameter manual, penelitian ini mengimplementasikan metode Bayesian Optimization untuk
melakukan hyperparameter tuning secara otomatis pada setiap model. Eksperimen dilakukan meng-
gunakan data historis harian dari Yahoo Finance periode 2015 hingga 2025 dengan membandingkan
skema pembagian data (80/10/10 dan 70/15/15) serta penggunaan optimizer Adam dan AdamW.
Hasil evaluasi menunjukkan bahwa model LSTM dengan skema data 80/10/10 dan optimizer Adam
menghasilkan tingkat kesalahan terendah dengan RMSE 2435.20 dan MAPE 2.00%. Sementara
itu, model Hybrid CNN-LSTM dengan skema 70/15/15 menunjukkan kemampuan generalisasi
terbaik dengan nilai R2 mencapai 0.99506. Penelitian ini menyimpulkan bahwa integrasi Bayesian
Optimization efektif dalam menemukan konfigurasi optimal, serta mengidentifikasi adanya trade-off
antara presisi jangka pendek dan stabilitas tren jangka panjang antar arsitektur model.
Kata Kunci: Bayesian Optimization, Bitcoin, Deep Learning, Hybrid CNN-LSTM, Time Series
Forecasting
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ABSTRACT

Bitcoin is known for extreme price volatility and complex non-linear patterns, presenting a distinct
challenge for conventional statistical prediction models. This research aims to apply and evaluate
the performance of cutting-edge Deep Learning architectures, including Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), N-BEATS, and Hybrid CNN-LSTM, to predict Bitcoin prices.
To address efficiency and bias issues in manual parameter determination, this study implements
the Bayesian Optimization method to perform automatic hyperparameter tuning on each model.
Experiments were conducted using daily historical data from Yahoo Finance for the period 2015
to 2025 by comparing data splitting schemes (80/10/10 and 70/15/15) and the use of Adam and
AdamW optimizers. Evaluation results show that the LSTM model with the 80/10/10 data scheme
and Adam optimizer produced the lowest error rate with an RMSE of 2435.20 and MAPE of
2.00%. Meanwhile, the Hybrid CNN-LSTM model with the 70/15/15 scheme demonstrated the best
generalization capability with an R2 value reaching 0.99506666. This study concludes that the
integration of Bayesian Optimization is effective in finding optimal configurations and identifies a
trade-off between short-term precision and long-term trend stability among the model architectures.
Keywords: Bayesian Optimization, Bitcoin, Deep Learning, hybrid CNN-LSTM, Time Series
Forecasting

x



DAFTAR ISI

LEMBAR PERSETUJUAN ii

LEMBAR PENGESAHAN iii

LEMBAR HAK ATAS KEKAYAAN INTELEKTUAL iv

LEMBAR PERNYATAAN v

LEMBAR PERSEMBAHAN vi

KATA PENGANTAR vii

ABSTRAK ix

ABSTRACT x

DAFTAR ISI xi

DAFTAR GAMBAR xv

DAFTAR TABEL xvii

DAFTAR SINGKATAN xix

1 PENDAHULUAN 1
1.1 Latar Belakang . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Perumusan Masalah . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Batasan Masalah . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Tujuan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Manfaat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Sistematika Penulisan . . . . . . . . . . . . . . . . . . . . . . . . 5

2 LANDASAN TEORI 7
2.1 Bitcoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Cryptocurrency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Volatilitas Pasar Kripto . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Investasi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Risiko Keuangan . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

xi



2.6 Forecasting pada Pasar Keuangan . . . . . . . . . . . . . . . . . . 10
2.7 Time Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.8 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.9 Long Short-Term Memory . . . . . . . . . . . . . . . . . . . . . . 12
2.10 Gated Recurrent Unit . . . . . . . . . . . . . . . . . . . . . . . . 13
2.11 Neural Basis Expansion Analysis for Time Series . . . . . . . . . . 14
2.12 Hybrid CNN-LSTM . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.13 Bayesian Optimization . . . . . . . . . . . . . . . . . . . . . . . . 16
2.14 Optimizer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.15 Adaptive Moment Estimation . . . . . . . . . . . . . . . . . . . . . 18
2.16 Adam With Weight Decay . . . . . . . . . . . . . . . . . . . . . . 19
2.17 Mean Squared Error (MSE) . . . . . . . . . . . . . . . . . . . . . 19
2.18 Root Mean Squared Error (RMSE) . . . . . . . . . . . . . . . . . 20
2.19 Mean Absolute Error (MAE) . . . . . . . . . . . . . . . . . . . . . 20
2.20 Mean Absolute Percentage Error (MAPE) . . . . . . . . . . . . . . 21
2.21 R-Square (R2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.22 Penelitian Terdahulu . . . . . . . . . . . . . . . . . . . . . . . . . 22

3 METODOLOGI PENELITIAN 24
3.1 Tahap Perencanaan . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1.1 Identifikasi Masalah . . . . . . . . . . . . . . . . . . . . . 24
3.1.2 Menentukan Tujuan . . . . . . . . . . . . . . . . . . . . . 25
3.1.3 Batasan Masalah . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.4 Studi Pustaka . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2 Tahap Persiapan Data . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.1 Pengumpulan Data . . . . . . . . . . . . . . . . . . . . . . 26
3.2.2 Preprocessing Data . . . . . . . . . . . . . . . . . . . . . . 26
3.2.3 Pembagian Data . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.4 Normalisasi Data . . . . . . . . . . . . . . . . . . . . . . . 27

3.3 Tahap Melatih Model . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Hyperparameter Bayesian Optimization . . . . . . . . . . . 27

3.4 Tahap Analisis dan Hasil . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.1 Evaluasi Model . . . . . . . . . . . . . . . . . . . . . . . 31
3.4.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 31

xii



4 ANALISA DAN PERANCANGAN 33
4.1 Analisa dan Identifikasi Kebutuhan Penelitian . . . . . . . . . . . . 33

4.1.1 Lingkungan Implementasi . . . . . . . . . . . . . . . . . . 33
4.1.2 Analisa Kebutuhan Library Python . . . . . . . . . . . . . 33

4.2 Pengumpulan Data . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Preprocessing Data . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4 Normalisasi Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Pembagian Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6 Long Short-Term Memory . . . . . . . . . . . . . . . . . . . . . . 37

4.6.1 Best Hyperparameter LSTM . . . . . . . . . . . . . . . . 37
4.6.2 Evaluasi Model LSTM . . . . . . . . . . . . . . . . . . . . 38
4.6.3 Perbandingan Aktual dan Prediksi LSTM . . . . . . . . . . 39
4.6.4 Prediksi 1 Tahun ke depan LSTM . . . . . . . . . . . . . . 42

4.7 Gated Recurrent Unit . . . . . . . . . . . . . . . . . . . . . . . . 45
4.7.1 Best Hyperparameter GRU . . . . . . . . . . . . . . . . . 45
4.7.2 Evaluasi Model GRU . . . . . . . . . . . . . . . . . . . . 47
4.7.3 Perbandingan Aktual dan Prediksi GRU . . . . . . . . . . 48
4.7.4 Prediksi 1 Tahun ke depan GRU . . . . . . . . . . . . . . . 51

4.8 Neural Basis Expansion Analysis for Interpretable Time Series . . . 54
4.8.1 Best hyperparameter N-BEATS . . . . . . . . . . . . . . . 54
4.8.2 Evaluasi Model N-BEATS . . . . . . . . . . . . . . . . . . 56
4.8.3 Perbandingan Aktual dan Prediksi N-BEATS . . . . . . . . 58
4.8.4 Prediksi 1 Tahun ke depan N-BEATS . . . . . . . . . . . . 60

4.9 Hybrid CNN-LSTM . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.9.1 Best Hyperparameter Hybrid CNN-LSTM . . . . . . . . . 64
4.9.2 Evaluasi Model Hybrid CNN-LSTM . . . . . . . . . . . . 65
4.9.3 Perbandingan Aktual dan Prediksi Hybrid CNN-LSTM . . 67
4.9.4 Prediksi 1 Tahun ke depan Hybrid CNN-LSTM . . . . . . 69

4.10 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.10.1 Temuan Utama . . . . . . . . . . . . . . . . . . . . . . . . 73
4.10.2 Perbandingan Hasil Temuan Penelitian Terdahulu . . . . . 74

5 PENUTUP 76
5.1 Kesimpulan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.1.1 Pembangunan Model dan Dependensi Data . . . . . . . . . 76
5.1.2 Peran Bayesian Optimization . . . . . . . . . . . . . . . . 76

xiii



5.1.3 Efektivitas Decoupled Weight Deecay pada Stabilitas . . . . 76
5.1.4 Implementasi Strategis dan Proyeksi . . . . . . . . . . . . 77
5.1.5 Arsitektur Paling Optimal . . . . . . . . . . . . . . . . . . 77

5.2 Saran . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

DAFTAR PUSTAKA

LAMPIRAN A YAHOO FINANCE A - 1

LAMPIRAN B SOURCE CODE BAYESIAN OPTIMIZATION B - 1

LAMPIRAN C SIARAN PERS C - 1

xiv



DAFTAR GAMBAR

2.1 Bitcoin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Arsitektur LSTM . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Arsitektur Algoritma GRU . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Arsitektur Algoritmat N-BEATS . . . . . . . . . . . . . . . . . . . 14
2.5 Arsitektur Algoritma Hybrid CNN-LSTM . . . . . . . . . . . . . . 15

3.1 Metodologi Penelitian . . . . . . . . . . . . . . . . . . . . . . . . 24

4.1 Hasil Visual Aktual dan Prediksi LSTM 80/10/10 Optimizer Adam 40
4.2 Hasil Visual Aktual dan Prediksi LSTM 80/10/10 Optimizer AdamW 40
4.3 Hasil Visual Aktual dan Prediksi LSTM 70/15/15 Optimizer Adam 41
4.4 Hasil Visual Aktual dan Prediksi LSTM 70/15/15 Optimizer AdamW 41
4.5 Prediksi 1 Tahun Ke depan LSTM 80/10/10 Adam . . . . . . . . . 42
4.6 Prediksi 1 Tahun ke Depan LSTM 80/10/10 AdamW . . . . . . . . 43
4.7 Prediksi 1 Tahun ke Depan LSTM 70/15/15 Adam . . . . . . . . . 44
4.8 Prediksi 1 Tahun ke Depan LSTM 70/15/15 AdamW . . . . . . . . 44
4.9 Hasil Visual Aktual dan Prediksi GRU 80/10/10 Optimizer Adam . 49
4.10 Hasil Visual Aktual dan Prediksi GRU 80/10/10 Optimizer AdamW 49
4.11 Hasil Visual Aktual dan Prediksi GRU 70/15/15 Optimizer AdamW 50
4.12 Hasil Visual Aktual dan Prediksi GRU 70/15/15 Optimizer AdamW 50
4.13 Prediksi 1 Tahun ke Depan GRU 80/10/10 Adam . . . . . . . . . . 51
4.14 Prediksi 1 Tahun ke Depan GRU 80/10/10 AdamW . . . . . . . . . 52
4.15 Prediksi 1 Tahun ke Depan GRU 70/15/15 Adam . . . . . . . . . . 53
4.16 Prediksi 1 Tahun ke Depan GRU 70/15/15 AdamW . . . . . . . . . 53
4.17 Hasil Visual Aktual dan Prediksi N-BEATS 80/10/10 Optimizer

Adam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.18 Hasil Visual Aktual dan Prediksi N-BEATS 80/10/10 Optimizer

AdamW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.19 Hasil Visual Aktual dan Prediksi N-BEATS 70/15/15 Optimizer

Adam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.20 Hasil Visual Aktual dan Prediksi N-BEATS 70/15/15 Optimizer

AdamW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.21 Prediksi 1 Tahun ke Depan N-BEATS 80/10/10 Adam . . . . . . . 61
4.22 Prediksi 1 Tahun ke Depan N-BEATS 80/10/10 AdamW . . . . . . 61
4.23 Prediksi 1 Tahun ke Depan N-BEATS 70/15/15 Adam . . . . . . . 62

xv



4.24 Prediksi 1 Tahun ke Depan N-BEATS 70/15/15 AdamW . . . . . . 63
4.25 Perbandingan Aktual dan Preediksi Model Hybrid CNN-LSTM

80/10/10 Adam . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.26 Perbandingan Aktual dan Preediksi Model Hybrid CNN-LSTM

80/10/10 AdamW . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.27 Perbandingan Aktual dan Prediksi Model Hybrid CNN-LSTM

70/15/15 Adam . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.28 Perbandingan Aktual dan Prediksi Model Hybrid CNN-LSTM

70/15/15 AdamW . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.29 Prediksi 1 Tahun ke depan Hybrid CNN-LSTM 80/10/10 Adam . . 70
4.30 Prediksi 1 Tahun ke depan Hybrid CNN-LSTM 80/10/10 AdamW . 70
4.31 Prediksi 1 Tahun ke Depan Hybrid CNN-LSTM 70/15/15 Adam . . 71
4.32 Prediksi 1 Tahun ke Depan Hybrid CNN-LSTM 70/15/15 AdamW . 72

A.1 Yahoo Finance - Bitcoin . . . . . . . . . . . . . . . . . . . . . . . A - 1

B.1 Algoritma LSTM - Bayesian Optimization . . . . . . . . . . . . . B - 1
B.2 Algoritma GRU - Bayesian Optimization . . . . . . . . . . . . . . B - 2
B.3 Algoritma N-BEATS Block . . . . . . . . . . . . . . . . . . . . . B - 3
B.4 Algoritma N-BEATS - Bayesian Optimization . . . . . . . . . . . . B - 4
B.5 Algoritma Hybrid CNN-LSTM - Bayesian Optimization . . . . . . B - 5

C.1 Siaran Pers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C - 1
C.2 Siaran Pers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C - 2

xvi



DAFTAR TABEL

3.1 Rentang Hyperparameter dan Konfigurasinya pada Model Deep
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1 Spesifikasi Perangkat Keras dan Perangkat Lunak . . . . . . . . . . 33
4.2 Daftar Library yang Digunakan dalam Penelitian . . . . . . . . . . 34
4.3 Data Awal Bitcoin . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.4 Data Harga Penutupan Bitcoin . . . . . . . . . . . . . . . . . . . . 35
4.5 Data Harga Bitcoin dan Hasil Normalisasi . . . . . . . . . . . . . . 36
4.6 Pembagian Data 80/10/10 . . . . . . . . . . . . . . . . . . . . . . 36
4.7 Pembagian Data 70/15/15 . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Perbandingan Best Hyperparameter Model LSTM 80/10/10 . . . . 37
4.9 Perbandingan Best Hyperparameter Model LSTM 70/15/15 . . . . 37
4.10 Perbandingan Evaluasi Model LSTM 80/10/10 . . . . . . . . . . . 38
4.11 Perbandingan Evaluasi Model LSTM 70/15/15 . . . . . . . . . . . 39
4.12 Perbandingan Hasil Visual Aktual dan Prediksi LSTM 80/10/10 . . 40
4.13 Perbandingan Hasil Visual Aktual dan Prediksi LSTM 70/15/15 . . 42
4.14 Prediksi Bitcoin 1 Tahun ke Depan LSTM 80/10/10 . . . . . . . . 43
4.15 Prediksi Bitcoin 1 Tahubn ke Depan LSTM 70/15/15 . . . . . . . . 45
4.16 Perbandingan Best Hyperparameter Model GRU 80/10/10 . . . . . 46
4.17 Perbandingan Best Hyperparameter Model GRU 70/15/15 . . . . . 46
4.18 Perbandingan Evaluasi Model GRU 80/10/10 . . . . . . . . . . . . 47
4.19 Perbandingan Kinerja Model GRU 70/15/15 . . . . . . . . . . . . 48
4.20 Perbandingan Hasil Visual Aktual dan Prediksi GRU 80/10/10 . . . 49
4.21 Perbandingan Hasil Visual Aktual dan Prediksi GRU 70/15/15 . . . 51
4.22 Prediksi 1 Tahun ke Depan GRU 80/10/10 . . . . . . . . . . . . . . 52
4.23 Perbandingan Hasil Prediksi Harga Bitcoin GRU 70/15/15 . . . . . 53
4.24 Perbandingan Best Hyperparameter Model N-BEATS 80/10/10 . . 55
4.25 Perbandingan Best Hyperparameter Model N-BEATS 70/15/15 . . 55
4.26 Perbandingan Hasil Evaluasi Model N-BEATS 80/10/10 . . . . . . 56
4.27 Perbandingan Hasil Evaluasi Model N-BEATS 70/15/15 . . . . . . 57
4.28 Perbandingan Hasil Visual Aktual dan Prediksi N-BEATS 80/10/10 59
4.29 Perbandingan Hasil Visual Aktual dan Prediksi N-BEATS 70/15/15 60
4.30 Prediksi 1 Tahun ke Depan Model N-BEATS 80/10/10 . . . . . . . 61
4.31 Prediksi 1 Tahun ke Depan Model N-BEATS 70/15/15 . . . . . . . 63

xvii



4.32 Perbandingan Best Hyperparameter Model Hybrid CNN–LSTM
80/10/10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.33 Perbandingan Best Hyperparameter Model CNN–LSTM 70/15/15 . 65
4.34 Perbandingan Evaluasi Model Hybrid CNN-LSTM 80/10/10 . . . . 66
4.35 Perbandingan Evaluasi Model Hybrid CNN-LSTM 70/15/15 . . . . 66
4.36 Perbandingan Hasil Visual Aktual dan Prediksi Hybrid CNN-

LSTM (Bayesian Search) . . . . . . . . . . . . . . . . . . . . . . . 68
4.37 Perbandingan Hasil Visual Aktual dan Prediksi Hybrid CNN-

LSTM 70/15/15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.38 Perbandingan Prediksi 1 Tahun ke Depan Hybrid CNN-LSTM

80/10/10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.39 Perbandingan Prediksi 1 Tahun ke Depan Hybrid CNN-LSTM

70/15/15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

xviii



DAFTAR SINGKATAN

AI Artificial Intelligence
API Application Programming Interface
ARIMA Autoregressive Integrated Moving Average
BTC Bitcoin
CNN Convolutional Neural Network
DeFi Decentralized Finance
GRU Gated Recurrent Unit
GARCH Generalized Autoregressive Conditional Heteroskedasticity
LSTM Long Short-Term Memory
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
ML Machine Learning
MSE Mean Squared Error
N-BEATS Neural Basis Expansion Analysis for Time Series
OJK Otoritas Jasa Keuangan
PoW Proof-of-Work
RNN Recurrent Neural Network
R2 Coefficient of Determination
RMSE Root Mean Squared Error
VAR Vector Autoregression

xix



BAB 1

PENDAHULUAN

1.1 Latar Belakang
Bitcoin telah mengukuhkan posisinya sebagai aset digital dengan kapital-

isasi pasar terbesar secara global, namun dinamikanya pada periode 2024 hingga
2025 menunjukkan tingkat volatilitas yang ekstrem (Nakamoto, 2008; Adekunle,
2024). Data pasar memperlihatkan bahwa volume transaksi on-chain global menca-
pai puncaknya pada akhir 2024, didorong oleh pertumbuhan signifikan di kawasan
Asia Pasifik yang mencatat kenaikan nilai transaksi sebesar 69% year-on-year pada
pertengahan 2025 (Dubey dan Enke, 2025). Meskipun adopsi institusional semakin
matang, pasar kripto tetap rentan terhadap fluktuasi harga yang tajam, menjadikan-
nya data deret waktu yang sangat non-linear dan stochastic (Huang dkk., 2024;
Wang dkk., 2023). Kompleksitas pergerakan harga ini menegaskan bahwa instru-
men investasi aset kripto memerlukan pendekatan analisis risiko yang presisi secara
teknis, mengingat metode peramalan konvensional sering kali gagal menangkap
pola volatilitas ekstrem tersebut (Leong dkk., 2025).

Dalam konteks nasional, Indonesia menghadapi fase krusial dengan pertum-
buhan pasar yang eksplosif. Data terbaru dari Badan Pengawas Perdagangan Ber-
jangka Komoditi (Bappebti) mencatat lonjakan aktivitas pasar yang luar biasa, di
mana nilai transaksi aset kripto sepanjang Januari hingga November 2024 men-
embus angka Rp556,53 triliun (Badan Pengawas Perdagangan Berjangka Komoditi
(Badan Pengawas Perdagangan Berjangka Komoditi (Bappebti), 2024). Angka ini
merepresentasikan pertumbuhan fantastis sebesar 356,16% dibandingkan periode
yang sama pada tahun sebelumnya yang sebesar Rp122 triliun. Dengan jumlah
pelanggan terdaftar yang telah mencapai 22,1 juta jiwa pada November 2024, par-
tisipasi publik di pasar ini sangat masif. Namun, antusiasme ini berhadapan de-
ngan transisi regulasi fundamental pada tahun 2025, yakni peralihan wewenang
pengawasan dari Bappebti ke Otoritas Jasa Keuangan (OJK) (Alhakim dan Tan-
timin, 2024). Dalam lanskap regulasi baru yang menuntut standar perlindungan
konsumen lebih ketat ini, pengembangan model prediksi yang akurat bukan lagi
sekadar kebutuhan teknis, melainkan urgensi strategis untuk memitigasi risiko bagi
jutaan investor ritel Indonesia di tengah volatilitas pasar (Bajwa, 2025).

Guna mengatasi tantangan prediksi pada data yang sangat fluktuatif terse-
but, pendekatan Deep Learning telah terbukti lebih unggul secara teknis diband-
ingkan model ekonometrika tradisional seperti ARIMA (Sezer dkk., 2020). Liter-



atur terkini menunjukkan bahwa arsitektur berbasis jaringan saraf mampu mengek-
straksi pola tersembunyi dan dependensi temporal dari data historis secara otoma-
tis. Di antara berbagai arsitektur yang ada, algoritma Long Short-Term Memory
(LSTM) dan Gated Recurrent Unit (GRU) telah menjadi standar emas dalam anal-
isis deret waktu (Rahmadeyan dan Mustakim, 2024). Studi empiris oleh (Bagheri
dan Giudici, 2025) menemukan bahwa LSTM dan GRU secara konsisten menjadi
model yang paling akurat dibandingkan metode Machine Learning klasik, di mana
GRU secara khusus unggul dalam memberikan tingkat pengembalian investasi cu-
mulative return yang maksimal karena efisiensi komputasinya.

Selain model Recurrent Neural Networks (RNN) standar, pengembangan ar-
sitektur Hybrid menjadi pendekatan alternatif untuk meningkatkan akurasi prediksi.
Model Hybrid CNN-LSTM mengintegrasikan keunggulan Convolutional Neural
Network (CNN) dalam mengekstraksi fitur spasial yang relevan dari data input
dengan kemampuan LSTM dalam memodelkan ketergantungan jangka panjang
(Xifeng Guo dkk., 2020; Shawon dkk., 2025). Penelitian Li dan Dai (2020) mem-
buktikan bahwa model hibrida ini mampu mengurangi Mean Absolute Error (MAE)
dan Root Mean Squared Error (RMSE) secara signifikan dibandingkan model tung-
gal, serta memberikan prediksi arah pergerakan harga yang lebih presisi. Hal ini
mengindikasikan bahwa kombinasi ekstraksi fitur dan pemrosesan sekuensial sa-
ngat efektif untuk data Bitcoin yang kompleks.

Perkembangan teknologi Deep Learning juga melahirkan arsitektur mu-
takhir seperti Neural Basis Expansion Analysis for Time Series (N-BEATS), yang
menawarkan pendekatan berbeda melalui struktur blok berbasis trend dan season-
ality (Kasprzyk dkk., 2025). Asmat dan Maiyama (2025) menunjukkan bahwa
N-BEATS memiliki keunggulan performa yang superior dibandingkan LSTM
maupun Regresi Linear, dengan capaian skor determinasi (R2) mencapai 0.9998.
Berbeda dengan model RNN yang sering dianggap sebagai black box, N-BEATS
menawarkan transparansi melalui dekomposisi sinyal yang jelas, menjadikannya
kandidat kuat untuk memenuhi kebutuhan analisis pasar modern yang menuntut ke-
seimbangan antara akurasi tinggi dan kemampuan interpretasi.

Meskipun algoritma-algoritma tersebut (LSTM, GRU, CNN-LSTM, dan N-
BEATS) menawarkan potensi performa yang tinggi, penerapannya sering kali terk-
endala oleh sensitivitas terhadap hyperparameter. Model Deep Learning kerap di-
pandang sebagai ”kotak hitam” di mana performanya sangat bergantung pada kon-
figurasi parameter seperti learning rate, jumlah layer, dan momentum (Bao dkk.,
2025). Metode penentuan parameter secara manual trial and error atau penggu-
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naan Grid Search sering kali tidak efisien secara komputasional karena memerlukan
evaluasi kombinasi yang sangat banyak dan berisiko gagal menemukan konfigurasi
optimal global (Zulfiqar dkk., 2022). Inefisiensi ini dapat menyebabkan bias dalam
evaluasi model, di mana kinerja yang suboptimal bukan disebabkan oleh arsitektur
model, melainkan oleh parameterisasi yang kurang tepat.

Untuk mengatasi kesenjangan metodologis tersebut, penerapan teknik opti-
masi otomatis menjadi solusi yang esensial. Bayesian Optimization menawarkan
pendekatan probabilistik yang lebih cerdas dibandingkan pencarian acak Random
Search dengan memanfaatkan Teorema Bayes untuk membangun model dari fungsi
tujuan berdasarkan evaluasi sebelumnya (Garrido-Merchán dan Hernández-Lobato,
2020). Penelitian Victoria dan Maragatham (2021) membuktikan bahwa metode ini
mampu menemukan global optima dengan jumlah iterasi yang jauh lebih sedikit,
serta secara signifikan mengurangi tingkat kesalahan validasi pada model Deep
Learning (Zulfiqar dkk., 2022). Efisiensi ini tidak hanya berdampak pada akurasi,
tetapi juga menjawab aspek etis dan efisiensi Green AI dengan meminimalkan biaya
komputasi dan energi yang diperlukan untuk pelatihan model.

Berdasarkan uraian di atas, penelitian ini bertujuan untuk menerapkan dan
mengevaluasi kinerja algoritma LSTM, GRU, N-BEATS, dan Hybrid CNN-LSTM
dalam memprediksi harga Bitcoin. Analisis komparatif ini didorong oleh kebutuhan
untuk mengidentifikasi arsitektur yang paling adaptif terhadap karakteristik pasar
kripto yang unik, di mana GRU menawarkan efisiensi, CNN-LSTM menawarkan
ekstraksi fitur mendalam, dan N-BEATS menawarkan interpretabilitas struktur data
(Boozary dkk., 2025). Oleh karena itu, integrasi komprehensif keempat algoritma
tersebut dengan metode hyperparameter tuning berbasis Bayesian Optimization
menjadi langkah krusial. Pendekatan ini memastikan bahwa perbandingan kin-
erja antar model dilakukan dalam kondisi optimal yang setara fair comparison, se-
hingga menghasilkan model prediksi yang tidak hanya akurat dan tangguh, tetapi
juga efisien secara komputasional dan dapat dipertanggungjawabkan secara ilmiah

1.2 Perumusan Masalah
Berdasarkan kompleksitas pergerakan harga Bitcoin yang bersifat non-linier

dan volatil serta meningkatnya penggunaan deep learning sebagai alat prediksi deret
waktu keuangan, permasalahan utama dalam penelitian ini adalah bagaimana mer-
ancang dan mengevaluasi model prediksi harga Bitcoin yang akurat, stabil, dan
efisien secara komputasi dengan memanfaatkan berbagai arsitektur deep learn-
ing modern. Secara khusus, penelitian ini berfokus pada bagaimana kinerja al-
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goritma LSTM, GRU, N-BEATS, dan hybrid CNN-LSTM dalam memprediksi
harga Bitcoin ketika seluruh model dioptimalkan menggunakan hyperparame-
tertuning Bayesian Optimization, serta sejauh mana pendekatan tersebut mampu
meningkatkan akurasi prediksi pada berbagai metrik evaluasi dan waktu prediksi.

1.3 Batasan Masalah
Batasan masalah tugas akhir ini adalah:

1. Penelitian ini dibatasi pada prediksi harga Bitcoin (BTC) sebagai satu-
satunya aset cryptocurrency yang dianalisis.

2. Data yang digunakan merupakan data historis harga Bitcoin yang bersumber
dari platform Yahoo Finance, dengan rentang waktu tertentu sesuai keterse-
diaan data penelitian.

3. Variabel input penelitian dibatasi pada data harga Bitcoin berbasis deret
waktu, tanpa memasukkan indikator makroekonomi, sentimen media sosial,
atau data fundamental lainnya.

4. Metode prediksi yang digunakan dalam penelitian ini terbatas pada algo-
ritma deep learning, yaitu Long Short-Term Memory (LSTM), Gated Re-
current Unit (GRU), N-BEATS, dan hybrid CNN-LSTM.

5. Proses optimasi model hanya difokuskan pada hyperparameter tuning
menggunakan metode Bayesian Optimization, tanpa membandingkan se-
cara langsung dengan metode tuning lain.

6. Evaluasi kinerja model dibatasi pada metrik kesalahan prediksi yang umum
digunakan dalam peramalan deret waktu keuangan, seperti MSE, RMSE,
MAE, MAPE dan R2.

7. Penelitian ini tidak membahas aspek implementasi sistem perdagangan
otomatis, manajemen portofolio, maupun analisis keuntungan dan risiko in-
vestasi secara langsung.

8. Lingkup analisis difokuskan pada evaluasi akurasi dan stabilitas model
prediksi, tanpa melakukan pengujian dampak kebijakan regulasi atau peris-
tiwa eksternal terhadap harga Bitcoin.

1.4 Tujuan
Tujuan tugas akhir ini adalah:

1. Membangun model prediksi harga Bitcoin berbasis deep learning menggu-
nakan arsitektur LSTM, GRU, N-BEATS, dan Hybrid CNN-LSTM.

2. Mengimplementasikan Bayesian Optimization sebagai metode hyperparam-
eter tuning utama pada masing-masing arsitektur deep learning.
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3. Menganalisis dan membandingkan kinerja prediksi keempat model deep
learning berdasarkan metrik evaluasi kesalahan yang relevan.

4. Mengevaluasi pengaruh hyperparameter tuning Bayesian Optimization ter-
hadap peningkatan akurasi dan stabilitas prediksi harga Bitcoin.

5. Mengidentifikasi arsitektur deep learning yang paling optimal untuk
prediksi harga Bitcoin dalam kerangka tuning.

1.5 Manfaat
Manfaat tugas akhir ini adalah:

1. Penelitian ini memberikan bukti empiris mengenai efektivitas Bayesian Op-
timization sebagai solusi atas inefisiensi metode konvensional Grid Search
atau Trial and Error dalam pelatihan model Deep Learning. Secara spe-
sifik, penelitian ini berkontribusi pada literatur komputasi dengan menun-
jukkan bagaimana pendekatan probabilistik dapat menemukan lebih cepat
dan efisien pada ruang pencarian parameter yang kompleks.

2. Penelitian ini memperkaya literatur prediksi deret waktu finansial dengan
menyajikan evaluasi perbandingan yang adil fair comparison antara arsitek-
tur berbasis Recurrent (LSTM, GRU), arsitektur Hybrid (CNN- LSTM),
dan arsitektur berbasis Basis Expansion (N-BEATS). Hal ini mengisi celah
penelitian terdahulu yang sering kali hanya membandingkan model tunggal
tanpa standarisasi metode optimasi.

3. Bagi pengembang sistem AI di industri finansial, penerapan Bayesian Opti-
mization dalam penelitian ini menawarkan panduan praktis untuk memban-
gun model berkinerja tinggi dengan biaya komputasi yang lebih rendah. Hal
ini mendukung prinsip efisiensi energi Green AI, yang krusial bagi industri
yang memproses data transaksi bervolume besar secara real-time.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
Bab ini menjelaskan latar belakang, rumusan masalah, batasan masalah, tu-

juan penelitian, manfaat penelitian dan sistematika penelitan dalam penulisan tugas
akhir.

BAB 2. LANDASAN TEORI
Bab ini menyajikan teori-teori yang berasal dari jurnal ilmiah, buku dan

prosiding yang digunakan sebagai tinjauan dalam penulisan tugas akhir.
BAB 3. METODOLOGI PENELITIAN
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Bab ini memaparkan alur penelitian mulai dari tahap perencanaan penelitian
hingga tahap analisis.

BAB 4. ANALISA DAN PERANCANGAN
Bab ini menyajikan hasil penelitian yang telah dilakukan secara sistematis

dan komprehensif. Pembahasan difokuskan pada pemaparan hasil pengolahan data,
analisis kinerja model yang digunakan, serta interpretasi temuan utama berdasarkan
metode yang telah dirancang pada bab sebelumnya. Selain itu, bab ini juga men-
guraikan perbandingan antara nilai prediksi dan data aktual guna menilai tingkat
akurasi dan reliabilitas model, sehingga dapat memberikan gambaran yang jelas
mengenai pencapaian tujuan penelitian.

BAB 5. PENUTUP
Bab ini menyajikan kesimpulan yang diperoleh dari seluruh rangkaian

penelitian yang telah dilakukan, mulai dari tahap perancangan metodologi, pen-
golahan data, hingga analisis hasil prediksi. Selain itu, bab ini juga memuat saran
yang ditujukan bagi peneliti selanjutnya maupun pihak terkait, sebagai rekomen-
dasi pengembangan penelitian di masa depan, baik dari sisi metode, data, maupun
ruang lingkup analisis agar diperoleh hasil prediksi yang lebih akurat, stabil, dan
komprehensif.
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BAB 2

LANDASAN TEORI

2.1 Bitcoin

Gambar 2.1. Bitcoin

Bitcoin merupakan mata uang digital pertama yang diperkenalkan oleh
Satoshi Nakamoto pada tahun 2009, berbasis teknologi blockchain yang memung-
kinkan transaksi dicatat secara desentralisasi, transparan, dan aman tanpa perantara
lembaga keuangan (Nakamoto, 2008; Shukla dkk., 2024). Karakteristik utamanya
meliputi suplai terbatas sebesar 21 juta unit, mekanisme peer-to-peer, serta sis-
tem konsensus melalui proof-of-work (Soria dkk., 2023). Keunikan inilah yang
menjadikan Bitcoin berbeda dengan mata uang fiat konvensional, sekaligus men-
dorongnya menjadi pionir dalam ekosistem cryptocurrency modern (R. Kumar dkk.,
2025; Gautami Tripathi, 2023).

Seiring waktu, Bitcoin berkembang menjadi salah satu aset digital paling
dominan di pasar global. Kapitalisasi pasarnya mencapai ratusan miliar dolar AS,
menjadikannya aset kripto dengan tingkat adopsi dan likuiditas tertinggi diband-
ingkan ribuan mata uang kripto lainnya (Ballis dkk., 2025; Leong dkk., 2025). Bit-
coin juga semakin dipandang sebagai store of value alternatif atau “emas digital”
karena keterbatasan pasokan dan sifatnya yang tahan sensor (Dionysopoulos dan
Urquhart, 2024; Gurgul dkk., 2025). Namun demikian, fluktuasi harga yang sangat
ekstrem membuat Bitcoin tidak hanya dianggap sebagai instrumen investasi poten-
sial, tetapi juga instrumen spekulatif dengan risiko tinggi (Adekunle, 2024; Bajwa,
2025).



2.2 Cryptocurrency
Cryptocurrency merupakan aset digital yang menggunakan kriptografi se-

bagai mekanisme keamanan dan verifikasi transaksi. Berbasis pada teknologi
blockchain, cryptocurrency memungkinkan pencatatan transaksi secara terdistribusi
dan transparan tanpa memerlukan otoritas pusat (Shukla dkk., 2024; Gautami Tri-
pathi, 2023). Selain Bitcoin sebagai pionir, saat ini telah berkembang ribuan je-
nis cryptocurrency lain dengan fungsi dan tujuan yang beragam, mulai dari utility
token, stablecoin, hingga aset yang mendukung ekosistem decentralized finance
(DeFi) (R. Kumar dkk., 2025). Keberagaman ini menjadikan cryptocurrency bukan
hanya instrumen investasi, melainkan juga fondasi baru dalam inovasi sistem keuan-
gan digital global (Ballis dkk., 2025; Gurgul dkk., 2025).

Secara global, perkembangan Cryptocurrency sangat pesat dengan kapital-
isasi pasar yang mencapai triliunan dolar AS, mendorong adopsi oleh investor ritel
maupun institusional (Leong dkk., 2025). Namun, di balik peluang tersebut, pasar
kripto juga dikenal dengan volatilitas yang tinggi, risiko regulasi, serta kerentanan
terhadap spekulasi pasar (Wang dkk., 2023). Dalam konteks akademik, hal ini
menempatkan cryptocurrency sebagai objek kajian yang menarik, baik dari sisi
teknologi, ekonomi, maupun manajemen risiko (Sezer dkk., 2020). Oleh karena
itu, pemahaman mendalam terhadap karakteristik cryptocurrency menjadi landasan
penting dalam penelitian forecasting harga aset digital, khususnya Bitcoin sebagai
representasi utama pasar kripto (Huang dkk., 2024).

2.3 Volatilitas Pasar Kripto
Volatilitas pasar kripto merupakan salah satu karakteristik utama yang mem-

bedakan aset digital dengan instrumen keuangan tradisional. Harga aset kripto,
termasuk Bitcoin, dapat mengalami perubahan yang sangat drastis dalam waktu
singkat, dipengaruhi oleh faktor internal seperti mekanisme penawaran dan per-
mintaan, serta faktor eksternal berupa kebijakan regulasi, kondisi ekonomi makro,
maupun sentimen pasar global (Adekunle, 2024). Ketidakstabilan harga ini menim-
bulkan tantangan signifikan bagi investor dan analis keuangan, sekaligus men-
jadikan pasar kripto sebagai laboratorium empiris yang ideal untuk menguji pen-
dekatan forecasting berbasis data (Huang dkk., 2024).

Secara historis, volatilitas tinggi pada pasar kripto sering memicu euforia
maupun kepanikan di kalangan investor ritel. Peristiwa seperti lonjakan harga Bit-
coin pada 2017 hingga kejatuhan nilai pasar pada tahun-tahun berikutnya menun-
jukkan bahwa fluktuasi yang ekstrem merupakan bagian inheren dari dinamika aset
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digital (Ballis dkk., 2025). Tingginya volatilitas tidak hanya meningkatkan risiko
kerugian, tetapi juga membuka peluang keuntungan yang besar, sehingga menarik
perhatian baik investor spekulatif maupun institusional (Bajwa, 2025). Dalam kon-
teks penelitian, pemodelan volatilitas menjadi aspek penting untuk memahami pola
pergerakan harga kripto dan mendukung pengambilan keputusan investasi yang
lebih rasional (R. Kumar dkk., 2025).

Dengan demikian, volatilitas pasar kripto tidak hanya relevan sebagai
fenomena finansial, tetapi juga sebagai tantangan metodologis. Model tradisional
sering kali gagal merepresentasikan sifat non-linear dan ketidakpastian tinggi yang
melekat pada aset kripto, sehingga diperlukan pendekatan yang lebih adaptif, seperti
deep learning (Sezer dkk., 2020). Penelitian mengenai volatilitas dan prediksi harga
Bitcoin dengan menggunakan arsitektur modern memungkinkan terciptanya strategi
mitigasi risiko yang lebih baik bagi investor dan memberikan kontribusi pada liter-
atur akademik di bidang forecasting keuangan (Bagheri dan Giudici, 2025; Gurgul
dkk., 2025).

2.4 Investasi
Investasi merupakan aktivitas penanaman modal atau alokasi sumber daya

dengan harapan memperoleh keuntungan di masa mendatang. Dalam literatur
keuangan, investasi mencakup beragam instrumen, mulai dari aset tradisional
seperti saham, obligasi, dan emas, hingga aset alternatif seperti real estate dan
cryptocurrency (Nurhakim dkk., 2024; Sangeetha dan Alfia, 2024). Tujuan utama
dari investasi adalah memperoleh return yang optimal dengan mempertimbangkan
tingkat risiko tertentu. Oleh karena itu, konsep dasar investasi selalu berkaitan erat
dengan prinsip risk-return trade-off, di mana potensi keuntungan yang tinggi bi-
asanya disertai risiko yang lebih besar (Bajwa, 2025; Leong dkk., 2025).

Perkembangan teknologi digital telah memperluas pilihan instrumen in-
vestasi, salah satunya melalui kehadiran cryptocurrency. Bagi sebagian investor,
Bitcoin dan aset kripto lainnya dipandang sebagai peluang diversifikasi portofo-
lio karena karakteristiknya yang berbeda dari aset tradisional (R. Kumar dkk.,
2025). Namun, tingginya volatilitas pada pasar kripto menjadikan investasi ini sarat
risiko, terutama bagi investor pemula yang belum memahami dinamika pasar digi-
tal (Adekunle, 2024). Kondisi tersebut memperkuat urgensi penelitian forecasting
harga Bitcoin, agar investor dapat mengambil keputusan yang lebih rasional dan
terukur dalam menghadapi fluktuasi pasar (Boozary dkk., 2025).
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2.5 Risiko Keuangan
Risiko keuangan merupakan potensi kerugian yang timbul akibat ketidak-

pastian dalam pengelolaan aset, investasi, maupun aktivitas ekonomi. Dalam kon-
teks investasi, risiko ini mencakup berbagai bentuk, seperti risiko pasar, risiko
likuiditas, risiko kredit, hingga risiko operasional (Adekunle, 2024). Salah satu tan-
tangan terbesar dalam dunia keuangan modern adalah bagaimana mengelola volatil-
itas harga yang tinggi, khususnya pada instrumen yang sifatnya spekulatif seperti
cryptocurrency (Leong dkk., 2025). Tingginya fluktuasi membuat investor berhada-
pan dengan kemungkinan kerugian yang besar dalam waktu singkat, sehingga man-
ajemen risiko menjadi aspek fundamental dalam setiap keputusan investasi (Bajwa,
2025).

Pada pasar kripto, risiko keuangan semakin kompleks karena adanya faktor-
faktor eksternal yang sulit diprediksi, seperti perubahan regulasi, sentimen media
sosial, serta intervensi institusi besar (Wang dkk., 2023). Investor ritel sering kali
terjebak pada euforia kenaikan harga tanpa memperhitungkan potensi penurunan
drastis, sehingga rentan mengalami kerugian signifikan. Oleh sebab itu, pema-
haman mengenai risiko keuangan tidak hanya penting dalam konteks teoritis, tetapi
juga menjadi dasar praktis dalam membangun strategi investasi yang lebih adaptif
dan berkelanjutan (Ballis dkk., 2025).

2.6 Forecasting pada Pasar Keuangan
Forecasting pada pasar keuangan merupakan pendekatan analitis yang

bertujuan untuk memperkirakan pergerakan harga, tren, maupun volatilitas aset
berdasarkan data historis maupun variabel eksternal. Dalam teori keuangan, pasar
bersifat dinamis dan sering kali menunjukkan pola non-linear, sehingga peramalan
menjadi instrumen penting bagi investor, analis, dan pembuat kebijakan dalam
mengambil keputusan (Sezer dkk., 2020). Teknik forecasting tradisional, seperti
autoregressive integrated moving average (ARIMA), vector autoregression (VAR),
maupun model berbasis volatilitas seperti GARCH, telah lama digunakan untuk
memprediksi pergerakan pasar (Mutinda dan Langat, 2024). Namun, model-model
tersebut cenderung terbatas dalam menangani kompleksitas dan ketidakstabilan data
keuangan modern (Bao dkk., 2025).

Seiring dengan meningkatnya volume data dan kebutuhan akan akurasi
prediksi yang lebih tinggi, forecasting keuangan berkembang menuju pendekatan
berbasis machine learning dan deep learning (Wang dkk., 2023). Metode ini dini-
lai lebih adaptif dalam menangkap pola non-linear, interaksi antarvariabel, serta
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dinamika pasar yang sering kali sulit dijelaskan oleh model statistik konvensional
(S. Kumar dkk., 2025). Dalam konteks pasar kripto, forecasting menjadi semakin
penting karena volatilitas harga yang ekstrem dan sensitivitas tinggi terhadap faktor
eksternal, mulai dari regulasi hingga sentimen media (Adekunle, 2024).

2.7 Time Series
Time series adalah sekumpulan data yang diobservasi secara berurutan

dalam suatu rentang waktu, di mana setiap titik data bergantung pada periode se-
belumnya (Sezer dkk., 2020). Karakteristik utama dari data time series meliputi
tren, musiman, siklus, serta komponen acak yang memengaruhi pergerakan nilai di
masa depan (Sulandari dkk., 2020). Karena adanya sifat ketergantungan temporal,
analisis time series sering digunakan untuk melakukan forecasting dalam berbagai
bidang, termasuk ekonomi, keuangan, cuaca, dan energi (Kasprzyk dkk., 2025).

Dalam penelitian forecasting Bitcoin, data time series menjadi landasan
utama karena harga mata uang kripto ditentukan oleh faktor dinamis yang berubah
dari waktu ke waktu (Adekunle, 2024). Sifat volatilitas tinggi pada Bitcoin menam-
bah tantangan dalam pemodelan time series, karena fluktuasi dapat terjadi dalam
hitungan menit (Huang dkk., 2024). Oleh karena itu, metode deep learning berbasis
time series digunakan untuk menangkap pola kompleks dalam data historis harga
Bitcoin, sehingga prediksi menjadi lebih akurat dibanding pendekatan tradisional
(Boozary dkk., 2025).

2.8 Deep Learning
Deep Learning merupakan cabang dari machine learning yang menggu-

nakan arsitektur jaringan saraf tiruan artificial neural networks dengan banyak
lapisan deep neural networks untuk mempelajari representasi data secara hierarkis
(Bao dkk., 2025; Sezer dkk., 2020). Berbeda dengan algoritma tradisional, deep
learning mampu secara otomatis mengekstraksi fitur kompleks dari data mentah
tanpa memerlukan rekayasa fitur yang ekstensif (S. Kumar dkk., 2025). Hal ini
membuat deep learning sangat unggul dalam menangani data berukuran besar,
bersifat non-linear, dan memiliki kompleksitas tinggi, seperti data finansial maupun
gambar (Gurgul dkk., 2025).

Dalam konteks penelitian forecasting Bitcoin, deep learning memiliki peran
penting karena mampu menangkap pola tersembunyi dari fluktuasi harga yang tidak
dapat diakomodasi oleh model statistik klasik (Moghar dan Hamiche, 2020; Wang
dkk., 2023). Arsitektur seperti LSTM, GRU, N-BEATS, dan Hybrid CNN+LSTM
dapat mempelajari hubungan temporal, tren jangka panjang, serta pola volatili-
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tas yang dinamis. Dengan demikian, deep learning tidak hanya berfungsi seba-
gai metode prediksi, tetapi juga sebagai pendekatan inovatif dalam memahami di-
namika pasar keuangan digital yang kompleks (Bagheri dan Giudici, 2025; Boozary
dkk., 2025).

2.9 Long Short-Term Memory

Gambar 2.2. Arsitektur LSTM

Model Long Short-Term Memory (LSTM) merupakan salah satu varian dari
Recurrent Neural Network (RNN) yang dirancang khusus untuk mengatasi masalah
vanishing gradient dan long-term dependency pada data runtun waktu (time series)
(Moghar dan Hamiche, 2020; Rahmadeyan dan Mustakim, 2024). LSTM memiliki
struktur internal berupa cell state dan gating mechanism (input gate, forget gate,
dan output gate) yang memungkinkan model menyimpan, memperbarui, atau melu-
pakan informasi secara selektif. Hal ini menjadikan LSTM sangat efektif dalam
mempelajari pola jangka panjang pada data keuangan yang bersifat non-linear dan
volatil, seperti pergerakan harga Bitcoin (Sezer dkk., 2020; Wang dkk., 2023).

Pada kasus Bitcoin, harga seringkali dipengaruhi oleh kombinasi faktor fun-
damental, teknikal, serta sentimen pasar yang bersifat dinamis (Adekunle, 2024;
Gurgul dkk., 2025). Pola jangka pendek maupun panjang ini sulit ditangkap oleh
model statistik tradisional seperti ARIMA (Mutinda dan Langat, 2024). Oleh
karena itu, LSTM dipandang sebagai pendekatan yang lebih unggul dalam forecast-
ing, karena kemampuannya menangkap dependensi temporal yang kompleks pada
data historis harga Bitcoin (Bagheri dan Giudici, 2025; Boozary dkk., 2025; Ken-
rick dkk., 2024). Secara matematis, mekanisme internal LSTM dapat dirumuskan
sebagai berikut:
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ft = σ
(
Wf · [ht−1,xt ]+b f

)
it = σ(Wi · [ht−1,xt ]+bi)

C̃t = tanh(WC · [ht−1,xt ]+bC)

Ct = ft ·Ct−1 + it ·C̃t

ot = σ(Wo · [ht−1,xt ]+bo)

ht = ot · tanh(Ct)

(2.1)

2.10 Gated Recurrent Unit

Gambar 2.3. Arsitektur Algoritma GRU

Gated Recurrent Unit (GRU) merupakan varian dari Recurrent Neural Net-
work (RNN) yang diperkenalkan sebagai alternatif yang lebih sederhana diband-
ingkan LSTM, namun tetap efektif dalam menangani permasalahan long-term de-
pendency pada data runtun waktu(Rahmadeyan Mustakim, 2024; Sezer et al.,
2020). Tidak seperti LSTM yang memiliki tiga gerbang utama (input, forget, out-
put), GRU hanya menggunakan dua gerbang, yaitu reset gate dan update gate, yang
membuat arsitektur ini lebih ringan dan efisien secara komputasi(Bao et al., 2025).
Hal ini menjadikan GRU populer digunakan dalam forecasting data dengan volatil-
itas tinggi, termasuk harga Bitcoin(Adekunle, 2024; Huang et al., 2024).

Pada konteks pasar kripto, harga Bitcoin dipengaruhi oleh faktor multifak-
torial seperti transaksi harian, volume perdagangan, regulasi pemerintah, hingga
sentimen investor global(Ballis et al., 2025; Gurgul et al., 2025). GRU mampu
menangkap pola temporal jangka pendek maupun panjang dari data historis de-
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ngan parameter yang lebih sedikit dibandingkan LSTM, sehingga model ini sering
lebih cepat dalam pelatihan (training) tanpa kehilangan performa prediksi yang sig-
nifikan(Bagheri Giudici, 2025; Kenrick et al., 2024). Secara matematis, mekanisme
internal GRU dapat dijelaskan dengan persamaan sebagai berikut:

zt = σ(Wz · [ht−1,xt ]+bz)

rt = σ(Wr · [ht−1,xt ]+br)

h̃t = tanh(Wh · [rt ·ht−1,xt ]+bh)

ht = (1− zt) ·ht−1 + zt · h̃t

(2.2)

2.11 Neural Basis Expansion Analysis for Time Series

Gambar 2.4. Arsitektur Algoritmat N-BEATS

N-BEATS (Neural Basis Expansion Analysis for Time Series) merupakan
salah satu model deep learning yang dirancang secara khusus untuk time series
forecasting(Kasprzyk et al., 2025). Berbeda dengan model berbasis RNN (LSTM
dan GRU) yang fokus pada dependensi temporal(Rahmadeyan Mustakim, 2024),
N-BEATS menggunakan pendekatan fully-connected feed-forward network dengan
arsitektur blok terstruktur yang dirancang untuk menghasilkan backcast (rekon-
struksi masa lalu) dan forecast (prediksi masa depan). Struktur ini memungkinkan
model menangani pola musiman, tren, serta komponen nonlinier dengan performa
kompetitif dibandingkan model state-of-the-art lain(Sezer et al., 2020).

14



Dalam konteks harga Bitcoin, N-BEATS menjadi relevan karena volatil-
itas kripto sering kali tidak hanya dipengaruhi faktor temporal jangka pendek,
tetapi juga pola tren jangka panjang serta fluktuasi yang muncul akibat berita atau
regulasi global(Adekunle, 2024). Keunggulan utama N-BEATS adalah sifatnya
yang interpretable, karena mampu memisahkan sinyal harga ke dalam komponen
trend, seasonal, dan residual(Asmat Maiyama, 2025). Dengan demikian, model ini
tidak hanya memberikan prediksi yang akurat, tetapi juga wawasan tambahan bagi
peneliti maupun investor mengenai faktor struktural yang memengaruhi pergerakan
harga Bitcoin(Bao et al., 2025). Secara matematis, N-BEATS terdiri dari rangkaian
blocks yang memproses input time series secara iteratif. Pada setiap blok i, input x
diproyeksikan ke dalam dua komponen utama:

b(i) = Θ
(i)
b f (i)(x)

f (i) = Θ
(i)
f f (i)(x)

ŷ =
K

∑
i=1

f (i)
(2.3)

2.12 Hybrid CNN-LSTM

Gambar 2.5. Arsitektur Algoritma Hybrid CNN-LSTM

Hybrid CNN+LSTM merupakan pendekatan deep learning yang mengom-
binasikan keunggulan Convolutional Neural Network (CNN) dalam ekstraksi fitur
spasial dengan Long Short-Term Memory (LSTM) dalam menangkap ketergantun-
gan temporal pada data runtun waktu(Li Dai, 2020). CNN umumnya digunakan
dalam pengolahan citra untuk mengekstraksi pola lokal, namun pada time series
CNN dapat diaplikasikan untuk mendeteksi pola jangka pendek dan fluktuasi lokal
pada urutan data(Guo et al., 2020). Sementara itu, LSTM dirancang untuk menga-
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tasi masalah long-term dependency sehingga efektif dalam memprediksi tren jangka
panjang pada pasar keuangan yang sangat dinamis(Moghar Hamiche, 2020; Rah-
madeyan Mustakim, 2024).

Dalam konteks prediksi harga Bitcoin, CNN berperan sebagai ”feature ex-
tractor” yang mengidentifikasi pola volatilitas harga harian, candlestick move-
ment, atau sinyal teknikal dari data historis. Pola yang dihasilkan CNN kemu-
dian diteruskan ke LSTM untuk memodelkan keterkaitan jangka panjang, misal-
nya efek tren global, siklus halving, maupun reaksi pasar terhadap regulasi interna-
sional(Adekunle, 2024). Dengan struktur ini, CNN+LSTM mampu menghasilkan
prediksi yang lebih stabil dibandingkan penggunaan CNN atau LSTM secara tung-
gal, sehingga cocok untuk multihorizon forecasting pada aset kripto dengan volatil-
itas tinggi(Bagheri Giudici, 2025; S. Kumar et al., 2025). Secara matematis, ek-
straksi fitur dengan CNN diteruskan ke lapisan LSTM untuk memodelkan depen-
densi temporal:

hCNN
t = σ

(
K

∑
k=1

Wk ∗ xt:t+m +bk

)
ft = σ

(
Wf · [hCNN

t ,ht−1]+b f
)

it = σ
(
Wi · [hCNN

t ,ht−1]+bi
)

ot = σ
(
Wo · [hCNN

t ,ht−1]+bo
)

c̃t = tanh
(
Wc · [hCNN

t ,ht−1]+bc
)

ct = ft ⊙ ct−1 + it ⊙ c̃t

ht = ot ⊙ tanh(ct)

yt+1 =Wyht +by

(2.4)

2.13 Bayesian Optimization
Bayesian Optimization merupakan pendekatan optimisasi global yang sa-

ngat efisien untuk menangani fungsi objektif yang bersifat black-box, mahal secara
komputasi, dan sering kali mengandung noise (Ilemobayo dkk., 2024). Berbeda de-
ngan metode konvensional seperti Grid Search atau Random Search yang membu-
tuhkan evaluasi ekstensif dan sering kali tidak efisien pada ruang parameter yang be-
sar, metode ini membangun model probabilistik untuk memandu proses pencarian
parameter secara cerdas berdasarkan evaluasi sebelumnya (Garrido-Merchán dan
Hernández-Lobato, 2020). Efisiensi ini menjadikan Bayesian Optimization sangat
relevan untuk diterapkan dalam pelatihan model Deep Learning yang kompleks, di
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mana setiap iterasi pelatihan membutuhkan sumber daya waktu dan komputasi yang
signifikan.

Secara fundamental, kerangka kerja ini beroperasi melalui integrasi dua
komponen utama, surrogate model dan acquisition function (Habtemariam dkk.,
2023). Surrogate model, yang umumnya menggunakan Gaussian Process (GP),
berfungsi untuk mengaproksimasi fungsi objektif serta mengukur tingkat ketidak-
pastian (uncertainty) di seluruh ruang pencarian (Binois dan Wycoff, 2022). Selan-
jutnya, acquisition function, seperti Expected Improvement (EI), memanfaatkan in-
formasi posterior dari model probabilistik tersebut untuk menyeimbangkan strategi
eksplorasi di area yang belum dipetakan dan eksploitasi di area yang menjan-
jikan, guna menentukan konfigurasi parameter berikutnya yang paling optimal un-
tuk dievaluasi (Garrido-Merchán dan Hernández-Lobato, 2020).

Dalam konteks pengembangan model Deep Learning untuk prediksi run-
tun waktu, penerapan Bayesian Optimization terbukti krusial dalam penyetelan hy-
perparameter Tuning. Tadayonrad dan Ndiaye (2023) menunjukkan bahwa pen-
dekatan ini secara signifikan mengungguli metode penyetelan manual maupun pen-
carian acak, terutama dalam ruang pencarian berdimensi tinggi pada model LSTM.
Oleh karena itu, penelitian ini mengadopsi Bayesian Optimization untuk mengopti-
malkan struktur jaringan (seperti jumlah neuron, hidden layers, dan dimensi blocks
pada N-BEATS) serta parameter pelatihan (learning rate dan batch size) pada
model LSTM, GRU, N-BEATS, dan Hybrid CNN-LSTM, guna meminimalkan
risiko overfitting serta mencapai konvergensi model yang efisien dan akurat seba-
gaimana disarankan dalam studi komparatif terkini (Bagheri dan Giudici, 2025).

2.14 Optimizer
Optimizer merupakan algoritma yang berfungsi untuk memperbarui bobot

(weights) model secara iteratif berdasarkan data pelatihan, dengan tujuan memi-
nimalkan fungsi kerugian (loss function)(Ruder, 2017). Proses optimisasi sangat
penting karena menentukan seberapa cepat dan seberapa baik model dapat mene-
mukan representasi pola dari data yang kompleks(Sezer et al., 2020). Pada peneli-
tian forecasting harga Bitcoin, pemilihan optimizer yang tepat menjadi krusial
karena data bersifat nonlinier, penuh volatilitas, serta memiliki pola jangka pen-
dek dan jangka panjang yang harus dipelajari model secara simultan(Boozary et al.,
2025; Gkonis Tsakalos, 2025; Huang et al., 2024). Secara umum, optimisasi dapat
digambarkan melalui persamaan dasar pembaruan bobot:

θt+1 = θt −η ·∇θJ(θt) (2.5)
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dengan:

• θt menyatakan bobot model pada iterasi ke-t,

• η merupakan learning rate,

• ∇θJ(θt) adalah gradien fungsi kerugian terhadap parameter θt .

2.15 Adaptive Moment Estimation
Adam merupakan salah satu optimizer yang paling banyak digunakan

karena kemampuannya menggabungkan keunggulan dari algoritma Momen-
tum(Ruder, 2017). Adam bekerja dengan menghitung estimasi rata-rata pertama
(first moment) dan rata-rata kedua (second moment) dari gradien, sehingga proses
pembaruan bobot menjadi lebih adaptif terhadap dinamika data yang bersifat non-
linear dan volatil seperti pasar kripto(Boozary et al., 2025; Huang et al., 2024).
Secara matematis, Adam melakukan pembaruan parameter berdasarkan persamaan
berikut:

mt = β1mt−1 +(1−β1)gt

vt = β2vt−1 +(1−β2)g2
t

m̂t =
mt

1−βt
1
, v̂t =

vt

1−βt
2

θt+1 = θt −α
m̂t√
v̂t + ε

(2.6)

dengan keterangan:

• gt adalah gradien pada iterasi ke-t,

• mt merupakan estimasi rata-rata pertama (first moment/momentum),

• vt merupakan estimasi rata-rata kedua (second moment/RMS),

• m̂t dan v̂t adalah bias-corrected estimates,

• α menyatakan learning rate,

• β1 dan β2 adalah konstanta eksponensial (umumnya bernilai 0,9 dan 0,999),

• ε merupakan nilai kecil untuk mencegah pembagian dengan nol.
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2.16 Adam With Weight Decay
AdamW merupakan pengembangan dari optimizer Adam yang memper-

baiki kelemahan utama Adam terkait regularisasi. Pada algoritma Adam klasik,
penerapan L2 regularization (weight decay) sering kali tercampur dengan per-
hitungan gradien adaptif sehingga menghasilkan perilaku yang tidak konsisten,
terutama ketika berhadapan dengan data pasar kripto yang sangat fluktuatif.
AdamW memisahkan secara eksplisit proses weight decay dari update gradien, se-
hingga menghasilkan pembelajaran yang lebih stabil, mengurangi overfitting, dan
mempercepat konvergensi(Ruder, 2017). Secara matematis, persamaan pembaruan
parameter pada AdamW dapat dituliskan sebagai berikut:

mt = β1mt−1 +(1−β1)gt

vt = β2vt−1 +(1−β2)g2
t

m̂t =
mt

1−βt
1
, v̂t =

vt

1−βt
2

θt+1 = θt −α

(
m̂t√
v̂t + ε

+λθt

) (2.7)

dengan keterangan:

• gt adalah gradien pada iterasi ke-t,

• mt dan vt merupakan estimasi rata-rata pertama dan kedua,

• m̂t dan v̂t adalah bias-corrected estimates,

• α menyatakan learning rate,

• β1 dan β2 adalah konstanta eksponensial (biasanya bernilai 0,9 dan 0,999),

• ε merupakan nilai kecil untuk menjaga stabilitas numerik,

• λ menyatakan koefisien weight decay.

2.17 Mean Squared Error (MSE)
MSE merupakan salah satu metrik evaluasi yang paling banyak digunakan

dalam penelitian forecasting untuk mengukur tingkat kesalahan prediksi model.
MSE menghitung rata-rata kuadrat selisih antara nilai aktual dengan nilai hasil
prediksi. Penggunaan kuadrat pada selisih kesalahan membuat MSE lebih sensi-
tif terhadap kesalahan besar (outlier), sehingga cocok diterapkan pada data dengan
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volatilitas tinggi. Dengan demikian, MSE mampu memberikan gambaran menge-
nai seberapa jauh hasil prediksi model menyimpang dari harga aktual yang dia-
mati(Karunasingha, 2022). secara matematis, MSE dirumuskan sebagai berikut:

MSE =
1
n

n

∑
t=1

(yt − ŷt)
2 (2.8)

dengan:

• n menyatakan jumlah data observasi,

• yt merupakan nilai aktual harga Bitcoin pada waktu ke-t,

• ŷt adalah nilai prediksi harga Bitcoin pada waktu ke-t.

2.18 Root Mean Squared Error (RMSE)
RMSE merupakan salah satu metrik evaluasi yang digunakan untuk men-

gukur akurasi prediksi model dengan cara menghitung akar kuadrat dari nilai rata-
rata kesalahan kuadrat. RMSE pada dasarnya adalah turunan langsung dari MSE,
namun memiliki keunggulan karena hasilnya berada pada skala yang sama dengan
data asli. Hal ini membuat RMSE lebih mudah dipahami oleh praktisi maupun
peneliti, karena kesalahan prediksi dapat langsung diinterpretasikan sebagai devi-
asi harga yang nyata dalam pasar(Karunasingha, 2022). Secara matematis, RMSE
dapat dirumuskan sebagai berikut:

RMSE =

√
1
n

n

∑
t=1

(yt − ŷt)
2 (2.9)

dengan:

• n menyatakan jumlah data observasi,

• yt merupakan nilai aktual harga Bitcoin pada waktu ke-t,

• ŷt adalah nilai prediksi harga Bitcoin pada waktu ke-t.

2.19 Mean Absolute Error (MAE)
MAE adalah metrik evaluasi yang digunakan untuk mengukur tingkat ke-

salahan prediksi dengan cara menghitung rata-rata nilai absolut dari selisih an-
tara harga aktual dan harga hasil prediksi. Tidak seperti MSE atau RMSE yang
memberikan penalti lebih besar terhadap kesalahan ekstrem karena menggunakan
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kuadrat, MAE menilai kesalahan secara linier, sehingga memberikan gambaran
yang lebih proporsional terhadap deviasi rata-rata model. Metrik ini sering diang-
gap lebih “robust” dalam menghadapi data dengan volatilitas tinggi seperti Bitcoin,
karena tidak terlalu dipengaruhi oleh outlier(Karunasingha, 2022). Secara matema-
tis, MAE dirumuskan sebagai:

MAE =
1
n

n

∑
t=1

|yt − ŷt | (2.10)

dengan:

• n menyatakan jumlah data observasi,

• yt merupakan nilai aktual harga Bitcoin pada waktu ke-t,

• ŷt adalah nilai prediksi harga Bitcoin pada waktu ke-t.

2.20 Mean Absolute Percentage Error (MAPE)
MAPE merupakan metrik evaluasi yang banyak digunakan dalam penelitian

forecasting karena memberikan ukuran kesalahan prediksi dalam bentuk persentase.
MAPE menghitung rata-rata kesalahan absolut antara nilai aktual dan hasil prediksi,
lalu mengekspresikannya sebagai proporsi terhadap nilai aktual. Keunggulan utama
MAPE adalah sifatnya yang intuitif dan mudah dipahami, karena menyajikan ke-
salahan prediksi dalam satuan persen yang dapat langsung diinterpretasikan oleh
peneliti maupun praktisi pasar(Kim Kim, 2016). Secara matematis, MAPE diru-
muskan sebagai:

MAPE =
100%

n

n

∑
t=1

∣∣∣∣yt − ŷt

yt

∣∣∣∣ (2.11)

dengan:

• n menyatakan jumlah data observasi,

• yt merupakan nilai aktual harga Bitcoin pada waktu ke-t,

• ŷt adalah nilai prediksi harga Bitcoin pada waktu ke-t.

2.21 R-Square (R2)
R-Square (Coefficient of Determination) merupakan metrik evaluasi yang

digunakan untuk mengukur seberapa besar variasi nilai aktual yang dapat dijelaskan
oleh model prediksi. R-Square membandingkan jumlah kesalahan prediksi model
dengan variasi total data aktual terhadap nilai rata-ratanya. Nilai R-Square berada
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pada rentang 0 hingga 1, di mana nilai yang semakin mendekati 1 menunjukkan
bahwa model memiliki kemampuan yang semakin baik dalam merepresentasikan
pola dan dinamika data historis. Dalam penelitian forecasting harga Bitcoin, R-
Square digunakan untuk menilai kemampuan model dalam menjelaskan pergerakan
harga secara keseluruhan, bukan hanya berdasarkan besarnya kesalahan prediksi.
Secara matematis, R-Square dirumuskan sebagai berikut:

R2 = 1− ∑
n
t=1 (yt − ŷt)

2

∑
n
t=1 (yt − ȳ)2 (2.12)

dengan:

• n menyatakan jumlah data observasi,

• yt merupakan nilai aktual harga Bitcoin pada waktu ke-t,

• ŷt adalah nilai prediksi harga Bitcoin pada waktu ke-t,

• ȳ menyatakan nilai rata-rata harga Bitcoin aktual.

2.22 Penelitian Terdahulu
Penelitian mengenai prediksi harga Bitcoin telah berkembang pesat seiring

meningkatnya volatilitas pasar kripto dan kompleksitas faktor-faktor yang memen-
garuhi pergerakan harganya. Berbagai pendekatan deep learning digunakan un-
tuk memodelkan hubungan nonlinier dan dependensi temporal yang sulit ditangkap
oleh model statistik klasik. Tiga penelitian utama(Asmat Maiyama, 2025; Bagheri
Giudici, 2025; Li Dai, 2020) menunjukkan arah perkembangan riset yang berbeda
namun saling melengkapi dalam domain cryptocurrency forecasting.

(Bagheri Giudici, 2025) menekankan pendekatan multi-dimensi berbasis
SAFE-AI framework, yang mengevaluasi model tidak hanya dari aspek akurasi,
tetapi juga security (robustness) dan explainability. Studi ini menguji per-
forma berbagai arsitektur deep learning seperti LSTM, GRU, CNN, dan hybrid
CNN–GRU pada data Bitcoin harian periode 2016–2024. Hasilnya menunjukkan
bahwa CNN–GRU dan LSTM memberikan akurasi tertinggi dengan Rank Gradu-
ation Accuracy (RGA) sebesar 0.8897 dan 0.8621, sementara GRU dan CNN me-
nunjukkan keunggulan dalam stabilitas dan pengendalian risiko. Pendekatan ini
menjadi penting karena tidak hanya mempertimbangkan prediksi numerik semata,
tetapi juga kemampuan model untuk tetap andal pada kondisi pasar ekstrem, men-
jadikannya pionir dalam penggabungan explainable AI dengan financial forecast-
ing.
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Sebaliknya, (Asmat Maiyama, 2025) mengusulkan pendekatan N-BEATS,
sebuah arsitektur deep learning berbasis blok residual yang dirancang khusus untuk
time series forecasting tanpa memerlukan rekayasa fitur domain-spesifik. Berbeda
dengan model LSTM yang mengandalkan struktur berulang untuk mempelajari
ketergantungan temporal, N-BEATS mengandalkan lapisan fully connected yang
membangun representasi tren dan musiman secara hierarkis. Dengan data harga
per jam selama 729 hari, penelitian ini membuktikan bahwa N-BEATS mampu
mengungguli LSTM dan Linear Regression dengan hasil yang sangat presisi (R²
= 0.9998; MAE = 0.00240). Kelebihan utama N-BEATS adalah kemampuannya
untuk generalize terhadap data volatil tanpa risiko overfitting yang sering muncul
pada model rekuren. Namun, penelitian ini terbatas pada univariate forecasting
tanpa mempertimbangkan variabel eksternal seperti sentimen pasar atau indikator
makroekonomi.

Sementara itu, penelitian (Li Dai, 2020) memperkenalkan model hybrid
CNN–LSTM sebagai solusi terhadap keterbatasan model tunggal dalam menangkap
dinamika harga Bitcoin. CNN digunakan untuk mengekstraksi pola spasial dan
fitur jangka pendek dari data historis (seperti harga buka, tutup, volume, dan in-
dikator teknikal), sedangkan LSTM berfungsi untuk mempelajari hubungan tem-
poral jangka panjang. Data yang digunakan mencakup kombinasi faktor internal
(transaksi Bitcoin) dan faktor eksternal (harga minyak, emas, indeks saham, nilai
tukar, dan perhatian investor). Hasil evaluasi menunjukkan bahwa CNN–LSTM
memberikan peningkatan signifikan dibanding CNN atau LSTM tunggal dalam hal
nilai prediksi (MAE, RMSE, MAPE) dan arah tren (Precision, Recall, F1-Score).
Pendekatan hibrid ini menunjukkan efektivitasnya dalam menangani data multidi-
mensional dan volatilitas tinggi, sekaligus menegaskan pentingnya integrasi feature
extraction dan sequence modeling dalam prediksi keuangan.
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BAB 3

METODOLOGI PENELITIAN

Adapun langkah dan tahapan yang dilakukan pada penelitian ini dapat di-
lihat melalui skema alir pada Gambar 3.1 Tahapan dimulai dari perencanaan dan
berakhir hingga dokumentasi.

Gambar 3.1. Metodologi Penelitian

3.1 Tahap Perencanaan
Tahap perencanaan merupakan langkah awal dalam mengimplementasikan

ide penelitian. Tahap ini mencakup beberapa komponen utama, antara lain:

3.1.1 Identifikasi Masalah
Peneliti mengamati sejumlah permasalahan terkait investasi aset kripto,

khususnya Bitcoin, seperti tingginya volatilitas harga yang menyebabkan risiko in-
vestasi yang signifikan. Selain itu, masih banyak investor yang kurang memahami
teknik analisis prediktif yang efektif untuk mengambil keputusan jual-beli. Ketidak-



pastian harga yang sangat fluktuatif serta minimnya informasi berbasis data historis
dan machine learning menjadi tantangan utama dalam melakukan prediksi yang
akurat.

3.1.2 Menentukan Tujuan
Penelitian yang berkualitas tidak hanya dituntut untuk memberikan solusi

konkret atas permasalahan yang ada, tetapi juga harus memiliki orientasi dan fokus
penelitian yang presisi. Penelitian ini bertujuan untuk memproyeksikan pergerakan
harga Bitcoin melalui pendekatan time series forecasting berbasis Deep Learning.
Sebagai pengembangan dari studi terdahulu yang umumnya terbatas pada penggu-
naan LSTM dan GRU, penelitian ini memperluas cakupan analisis dengan men-
guji empat algoritma mutakhir: LSTM, GRU, N-BEATS, dan Hybrid CNN-LSTM.
Kebaharuan signifikan dalam penelitian ini terletak pada penerapan Bayesian Opti-
mization untuk mengotomatisasi penyetelan hyperparameter, guna memastikan se-
tiap model beroperasi pada konfigurasi optimalnya sehingga menghasilkan prediksi
harga Bitcoin yang lebih akurat dan andal.

3.1.3 Batasan Masalah
Penelitian ini membatasi ruang lingkup analisis pada prediksi harga Bit-

coin (BTC) sebagai aset tunggal menggunakan data historis harian dari Yahoo Fi-
nance dengan pendekatan univariat, tanpa melibatkan variabel eksternal seperti in-
dikator makroekonomi atau sentimen media sosial. Fokus metodologi dipusatkan
pada penerapan algoritma Deep Learning yang meliputi LSTM, GRU, N-BEATS,
dan Hybrid CNN-LSTM untuk prediksi jangka pendek maupun panjang, di mana
optimasi kinerja model dilakukan secara eksklusif menggunakan Bayesian Op-
timization tanpa komparasi dengan metode tuning lain. Evaluasi model diukur
berdasarkan metrik kesalahan statistik standar (MSE, RMSE, MAE, MAPE, dan R2)
untuk menilai akurasi dan stabilitas teknis, sehingga penelitian ini secara tegas tidak
mencakup aspek implementasi sistem perdagangan otomatis, manajemen portofo-
lio, analisis risiko investasi secara finansial, maupun dampak dinamika regulasi ter-
hadap volatilitas harga.

3.1.4 Studi Pustaka
Studi pustaka ini dilaksanakan secara sistematis dengan menghimpun,

menelaah, dan menyintesis literatur empiris terkini yang relevan dengan dinamika
prediksi harga Bitcoin, mencakup evaluasi mendalam terhadap kinerja arsitektur
Deep Learning mutakhir seperti Long Short-Term Memory (LSTM) dan Gated
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Recurrent Unit (GRU) yang telah menjadi standar dalam analisis deret waktu,
model hibrida CNN-LSTM yang terbukti efektif mengintegrasikan ekstraksi fitur
spasial dan temporal, serta arsitektur N-BEATS yang menawarkan keunggulan in-
terpretabilitas dalam menangkap pola tren dan musiman tanpa rekayasa fitur man-
ual. Selain analisis model, kajian ini secara khusus mengeksplorasi literatur me-
ngenai metode optimasi, di mana Bayesian Optimization diidentifikasi sebagai so-
lusi probabilistik yang krusial untuk mengatasi inefisiensi dan bias pada penyetelan
hyperparameter manual atau Grid Search yang umum ditemukan pada penelitian
terdahulu. Tujuan utama dari sintesis literatur ini adalah untuk memetakan kesen-
jangan penelitian (research gap) terkait belum adanya studi yang membandingkan
keempat algoritma tersebut secara komprehensif dalam satu kerangka optimasi yang
seragam, sekaligus memperkuat landasan teoretis guna mendukung validitas dan
efisiensi pendekatan yang diusulkan dalam penelitian ini.

3.2 Tahap Persiapan Data
Tahap persiapan data merupakan langkah krusial dalam penelitian prediksi

harga Bitcoin, yang bertujuan untuk memastikan bahwa data yang digunakan dalam
proses pelatihan dan pengujian model telah bersih, terstruktur, dan siap diolah se-
cara optimal. Berikut adalah tahapan dalam proses persiapan data:

3.2.1 Pengumpulan Data
Data historis harga Bitcoin yang digunakan dalam penelitian ini diperoleh

dari platform Yahoo Finance dengan rentang waktu tertentu yang disesuaikan de-
ngan kebutuhan analisis. Data mencakup informasi harga pembukaan, penutupan,
harga tertinggi, harga terendah, dan volume perdagangan harian.

3.2.2 Preprocessing Data
Pada tahap ini dilakukan pembersihan data (data cleaning) untuk mengha-

pus kolom yang tidak relevan terhadap proses prediksi harga, seperti simbol mata
uang atau metadata teknis lainnya. Selain itu, dilakukan penghapusan baris yang
memiliki nilai kosong (missing value) untuk memastikan kualitas data yang tinggi
dan menghindari gangguan pada proses pelatihan model.

3.2.3 Pembagian Data
Pada tahap ini dilakukan pembersihan data (data cleaning) untuk mengha-

pus kolom yang tidak relevan terhadap proses prediksi harga, seperti simbol mata
uang atau metadata teknis lainnya. Selain itu, dilakukan penghapusan baris yang
memiliki nilai kosong (missing value) untuk memastikan kualitas data yang tinggi
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dan menghindari gangguan pada proses pelatihan model.

3.2.4 Normalisasi Data
Untuk mengoptimalkan kinerja algoritma deep learning, dilakukan normal-

isasi data menggunakan metode Min-Max Normalization, yaitu mengubah nilai nu-
merik pada dataset ke dalam rentang 0 hingga 1. Teknik ini membantu mempercepat
proses pelatihan dan meningkatkan stabilitas konvergensi model.

3.3 Tahap Melatih Model
Tahap ini merupakan proses pengolahan data untuk mendapatkan model

yang telah dilatih. Adapun algoritma yang digunakan yaitu LSTM, GRU, N-
BEATS dan Hybrid CNN-LSTM dengan hyperparameter tuning bayesian optimiza-
tion yang dioptimasi dengan Adam dan AdamW.

3.3.1 Hyperparameter Bayesian Optimization

Tabel 3.1. Rentang Hyperparameter dan Konfigurasinya pada Model Deep Learn-
ing

Hyperparameter Model yang
Menggu-
nakan

Rentang / Pil-
ihan Nilai

Penjelasan

Lookback N-BEATS,
GRU, CNN–
LSTM, LSTM

10–60 (step
10)

Menentukan jumlah
timestep historis yang
digunakan sebagai
input model. Nilai
lookback yang lebih
besar memberikan
konteks temporal yang
lebih panjang, namun
meningkatkan kom-
pleksitas komputasi dan
risiko overfitting.

Bersambung ke halaman berikutnya
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Lanjutan Tabel 3.1

Hyperparameter Model yang
Menggu-
nakan

Rentang / Pil-
ihan Nilai

Penjelasan

Learning Rate N-BEATS,
GRU, CNN–
LSTM, LSTM

10−5,–10−2

(log scale)
Mengatur kecepatan
pembaruan bobot selama
proses pelatihan. Skala
logaritmik memung-
kinkan eksplorasi nilai
kecil hingga besar secara
efisien untuk mencapai
konvergensi optimal.

Batch Size N-BEATS,
GRU, CNN–
LSTM, LSTM

16, 32, 64 Menentukan jumlah
data dalam satu iterasi
pelatihan. Batch kecil
meningkatkan stabilitas
gradien, sedangkan
batch besar memper-
cepat pelatihan namun
dapat menurunkan ke-
mampuan generalisasi.

Dropout Rate GRU, CNN–
LSTM, LSTM

0.1-,-0.5 (step
0.1)

Digunakan untuk men-
gurangi overfitting
dengan menonaktifkan
neuron secara acak
selama pelatihan, se-
hingga meningkatkan
kemampuan generalisasi
model.

Bersambung ke halaman berikutnya
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Lanjutan Tabel 3.1

Hyperparameter Model yang
Menggu-
nakan

Rentang / Pil-
ihan Nilai

Penjelasan

Unit (Dense /
RNN Unit)

N-BEATS,
GRU, LSTM

N-BEATS:
64–256
GRU: 50–200
LSTM: 50–
200

Menentukan kapasitas
representasi model.
Jumlah unit yang lebih
besar memungkinkan
model menangkap pola
yang lebih kompleks,
namun meningkatkan
risiko overfitting dan
beban komputasi.

N Block N-BEATS 2–6 Menentukan jumlah
blok pada arsitektur
N-BEATS. Setiap blok
mempelajari residual
deret waktu, sehingga
jumlah blok yang lebih
banyak memungkin-
kan pemodelan pola
nonlinier yang lebih
kompleks.

CNN Filters CNN–LSTM 32, 64, 128 Menentukan jumlah
filter pada convolutional
layer untuk mengek-
straksi fitur lokal, seperti
fluktuasi harga jangka
pendek.

Bersambung ke halaman berikutnya
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Lanjutan Tabel 3.1

Hyperparameter Model yang
Menggu-
nakan

Rentang / Pil-
ihan Nilai

Penjelasan

Kernel Size CNN–LSTM 2–5 Menentukan ukuran
jendela konvolusi dalam
menangkap pola tempo-
ral lokal. Nilai kernel
dijaga lebih kecil dari
lookback untuk memas-
tikan validitas operasi
konvolusi.

Pool Size CNN–LSTM 2–3 Digunakan pada pool-
ing layer untuk mere-
duksi dimensi fitur hasil
ekstraksi CNN sekali-
gus mempertahankan in-
formasi penting.

LSTM Unit
(Hybrid)

CNN–LSTM 32–128 Menentukan jumlah unit
LSTM pada model hy-
brid untuk menangkap
dependensi jangka pan-
jang dari fitur yang telah
diekstraksi oleh CNN.

Optimizer N-BEATS,
GRU, CNN–
LSTM, LSTM

Adam dan
AdamW

Menentukan metode
optimisasi untuk mem-
perbarui bobot model
selama pelatihan, yang
memengaruhi kecepatan
konvergensi dan stabili-
tas proses training.

Bersambung ke halaman berikutnya
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Lanjutan Tabel 3.1

Hyperparameter Model yang
Menggu-
nakan

Rentang / Pil-
ihan Nilai

Penjelasan

Epoch N-BEATS,
GRU, CNN–
LSTM, LSTM

50–300 Menentukan jumlah sik-
lus pelatihan penuh ter-
hadap seluruh data latih.
Nilai epoch yang terlalu
kecil berisiko underfit-
ting, sedangkan nilai ter-
lalu besar meningkatkan
risiko overfitting.

Early Stopping GRU, CNN–
LSTM, LSTM

Patience
10–30

Digunakan untuk
menghentikan pelatihan
secara otomatis ketika
performa validasi tidak
mengalami peningkatan,
sehingga mencegah
overfitting.

3.4 Tahap Analisis dan Hasil
Tahapan ini menghasilkan output berupa informasi dan pengetahuan yang

diperoleh dari proses analisis terhadap permasalahan yang diteliti. Berikut adalah
rincian tahapan dari analisis dan hasil:

3.4.1 Evaluasi Model
Untuk menentukan algoritma yang paling optimal dalam memprediksi harga

Bitcoin, dilakukan evaluasi terhadap performa masing-masing model menggunakan
metrik evaluasi seperti Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE)
dan R-Square (R2). Metrik ini digunakan untuk mengukur tingkat kesalahan an-
tara nilai prediksi dan nilai aktual, sehingga dapat diketahui algoritma mana yang
menghasilkan prediksi paling akurat.

3.4.2 Discussion
Pembahasan difokuskan pada interpretasi hasil temuan penelitian dengan

mengaitkannya secara kritis terhadap tujuan penelitian serta membandingkannya

31



dengan hasil penelitian terdahulu yang dijadikan sebagai referensi utama. Analisis
dilakukan untuk mengidentifikasi kesesuaian maupun perbedaan temuan, sekali-
gus menjelaskan faktor-faktor yang memungkinkan terjadinya variasi hasil, seperti
perbedaan metode, data, dan konteks penelitian. Melalui pendekatan ini, bagian
discussion tidak hanya berfungsi sebagai pemaparan ulang hasil, tetapi juga seba-
gai ruang argumentatif untuk menegaskan kontribusi ilmiah penelitian ini dalam
memperkaya dan memperluas pemahaman yang telah dibangun oleh penelitian se-
belumnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan hasil pengujian, analisis, dan evaluasi yang telah dilakukan ter-

hadap model prediksi harga Bitcoin menggunakan arsitektur deep learning (LSTM,
GRU, N-BEATS, dan Hybrid CNN-LSTM) dengan kerangka kerja Bayesian Opti-
mization, dapat disimpulkan hal-hal sebagai berikut:

5.1.1 Pembangunan Model dan Dependensi Data
Penelitian ini berhasil membangun empat arsitektur model prediksi dan

mengidentifikasi pola dependensi yang kuat antara kinerja optimizer dengan
ketersediaan volume data. Keunggulan model tidak bersifat tunggal, melainkan
bergantung pada skenario data:

1. Skema 80/10/10 optimizer Adam terbukti superior, mampu mendorong
model LSTM, GRU, dan N-BEATS mencapai presisi tertinggi dengan
mengeksploitasi kapasitas komputasi secara agresif.

2. Skema 70/15/15 AdamW muncul sebagai mekanisme penyeimbang krusial
yang mempertahankan stabilitas generalisasi ketika Adam mengalami penu-
runan performa akibat overfitting.

5.1.2 Peran Bayesian Optimization
Implementasi Bayesian Optimization menyingkap perbedaan adaptasi fun-

damental dalam penentuan hyperparameter optimal:
1. Adam cenderung mengarahkan pencarian ke arsitektur berkapasitas be-

sar (jumlah neuron/filter tinggi) dengan jendela memori jangka pendek,
berfokus pada penangkapan detail fitur secara mikro dan responsivitas cepat.

2. AdamW menunjukkan preferensi pada efisiensi dan konteks jangka pan-
jang. Optimizer ini lebih sering menyarankan model yang ramping namun
dengan look-back window yang lebih luas dan learning rate konservatif,
memprioritaskan pemahaman pola tren global yang halus.

5.1.3 Efektivitas Decoupled Weight Deecay pada Stabilitas
Fitur decoupled weight decay pada AdamW terbukti menjadi kunci utama

dalam meredam volatilitas. Hal ini memberikan dampak signifikan pada arsitektur
dengan kompleksitas tinggi seperti Hybrid CNN-LSTM, di mana AdamW mampu
mencegah overfitting dan menjaga konsistensi akurasi, berbeda dengan Adam yang



cenderung menghasilkan tingkat kesalahan lebih tinggi pada arsitektur kompleks
tersebut.

5.1.4 Implementasi Strategis dan Proyeksi
Pemilihan optimizer terbukti bukan sekadar masalah teknis akurasi,

melainkan menentukan profil risiko dari prediksi masa depan (2025–2026):
1. Skenario Optimis (Bullish): LSTM (80/10/10 + Adam) adalah model paling

optimis, memproyeksikan harga bertahan di kisaran tinggi (112.000).
2. Skenario Pesimis (Bearish): N-BEATS (70/15/15 + AdamW) memproyek-

sikan skenario terburuk dengan kejatuhan harga hingga level 27.500,
mengindikasikan sensitivitas tinggi model ini terhadap pengurangan data
latih.

3. Skenario Moderat/Stabil: Hybrid CNN-LSTM (AdamW) menawarkan jalan
tengah dengan prediksi yang paling stabil dan tidak fluktuatif di kisaran
73.000.

5.1.5 Arsitektur Paling Optimal
Dalam kerangka tuning yang dilakukan, Hybrid CNN-LSTM dengan op-

timizer AdamW adalah konfigurasi paling optimal untuk stabilitas dan keamanan
prediksi jangka panjang, terutama dalam kondisi ketidakpastian data. Namun, jika
tujuannya adalah mengejar potensi keuntungan jangka pendek dengan dukungan
data yang masif, N-BEATS atau LSTM dengan optimizer Adam merupakan pilihan
arsitektur yang paling responsif.

5.2 Saran
Berdasarkan keterbatasan dan temuan dalam studi ini, beberapa rekomen-

dasi untuk pengembangan penelitian di masa depan meliputi:
1. Eksplorasi Variabel Eksogen (Multivariat): Penelitian ini berfokus pada

data historis harga. Mengingat temuan bahwa look-back window panjang
pada AdamW memberikan hasil positif, penelitian selanjutnya disarankan
untuk mengintegrasikan data eksternal seperti sentimen pasar (dari media
sosial atau berita), data on-chain (volume transaksi blockchain), atau in-
dikator makroekonomi global. Penggunaan data dapat membantu model,
khususnya N-BEATS dan Hybrid CNN-LSTM, untuk menangkap kausali-
tas pergerakan harga yang tidak terlihat hanya dari grafik harga masa lalu.

2. Penerapan Mekanisme Attention dan Transformer: Meskipun LSTM dan
GRU menunjukkan kinerja yang solid, arsitektur berbasis Transformer de-
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ngan mekanisme Self-Attention saat ini menjadi standar baru dalam time-
series forecasting. Penelitian masa depan dapat membandingkan efektivitas
regularisasi AdamW pada model Transformer untuk melihat apakah weight
decay mampu mengatasi isu data-hungry yang biasanya menjadi kelemahan
utama model Transformer pada dataset keuangan yang terbatas.

3. Pengujian Walk-Forward Validation: Alih-alih hanya menggunakan pemba-
gian data statis (80:10:10 dan 70:15:15), penelitian selanjutnya disarankan
menggunakan metode Expanding Window atau Rolling Window Validation.
Metode ini lebih menyerupai kondisi trading di dunia nyata di mana model
dilatih ulang secara berkala seiring masuknya data baru. Hal ini akan men-
guji apakah stabilitas AdamW tetap konsisten dalam kondisi pasar yang
berubah dinamis dari waktu ke waktu.

4. Kombinasi Ensemble Learning: Mengingat adanya divergensi tren yang ek-
strem antara Adam dan AdamW dalam prediksi jangka panjang, penelitian
selanjutnya dapat mencoba menggabungkan kedua hasil ini menggunakan
teknik Ensemble Averaging atau Stacking. Dengan mengambil jalan tengah
antara agresivitas Adam dan kehati-hatian AdamW, diharapkan dapat di-
hasilkan prediksi harga yang lebih seimbang dan akurat secara rata-rata.
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