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xssalamu’alaikum Warahmatullahi Wabarakatuh

Athamdulillahi Rabbil *Alamiin, segala puji bagi Allah Subhanahu Wa Ta’ala se-
b%ai bentuk rasa syukur atas segala nikmat yang telah diberikan tanpa ada keku-
r@gan sedikitpun. Shalawat beserta salam tak lupa pula kita ucapkan kepada N-
abi Muhammad Shallallahu * Alaihi Wa Sallam dengan mengucapkan “Allahumma
Széolli ‘ala Sayyidina Muhammad Wa’ala Ali Sayyidina Muhammad”. Semoga kita
semua selalu senantiasa mendapat syafaat-Nya di dunia maupun di akhirat, Aamiin
Ya Rabbal’aalamiin.

Terima kasih kepada ayah, ibu, kakak, abang dan adik tersayang atas seti-
ap doa, dukungan, semangat, dan bimbingan yang selalu diberikan kepada peneliti
sampai saat ini. Berkat doa dan kasih sayangmu, anakmu telah berhasil memper-
oleh gelar sarjana seperti yang engkau harapkan. Tiada apapun di dunia ini yang
dapat membalas semua jasa-jasa dan pengorbananmu. Peneliti sebagai anakmu ini
selalu mendoakan yang terbaik untuk ayah dan ibu agar bahagia dunia akhirat, serta
diberikan tempat istimewa di sisi-Nya kelak. Peneliti juga berterima kasih yang tak
t%rjhingga kepada saudara kandung peneliti yaitu kakak, abang dan adik yang selalu
n'a_;"'_emberikan dukungan, semangat, pelajaran, serta pemahaman mengenai pengala-

nian kehidupan yang menjadi ilmu bagi saya.

IS

Kepada Bapak dan Ibu Dosen Program Studi Sistem Informasi Fakultas

ins dan Teknologi Universitas Islam Negeri Sultan Syarif Kasim Riau yang telah

Z)%H E

nremberikan ilmu pengetahuan bermanfaat, pengalaman berharga, dan kebaikan
ygng tulus selama perkuliahan, peneliti ucapkan terima kasih banyak dan semoga
n&:enjadi amal jariyah. Aamiin.

5 Sahabat-sahabat terdekat yang tidak bisa peneliti sebutkan satu-persatu dan
pastinya juga teman-teman seperjuangan, terima kasih berkat kalian masa perkuli-
a'i!_ﬁm menjadi lebih bermakna dan menyenangkan semoga di masa mendatang kita

bﬁa bertemu lagi dalam keadaan yang lebih baik.
=

\L?;j:z;assalamu’alaikum Warahmatullahi Wabarakatuh
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KATA PENGANTAR

Assalamu’alaikum Warahmatullahi Wabarakatuh.

19 YEH @

Alhamdulillahi Rabbil *Alamin, puji syukur peneliti panjatkan ke hadirat
Adlah Subhanahu Wa Ta’ala yang telah melimpahkan rahmat dan hidayah-Nya, se-

]

hihgga peneliti dapat menyelesaikan Tugas Akhir ini dengan baik. Shalawat serta
saam senantiasa tercurah kepada Nabi Muhammad Shallallahu *Alaihi Wa Sallam
dengan mengucapkan Allahumma Sholli ‘ala Sayyidina Muhammad Wa ‘ala Ali
S‘Eyyidina Muhammad.

= Laporan Tugas Akhir ini disusun sebagai salah satu syarat untuk memper-
ogfh gelar Sarjana, sekaligus sebagai bentuk pembelajaran akademis dan spiritual.
O‘R:h karena itu, peneliti mengucapkan terima kasih kepada seluruh pihak yang telah
n;gmbantu dalam setiap proses penelitian, baik dalam bentuk dukungan material,
motivasi, maupun doa. Pada kesempatan ini, peneliti menyampaikan ucapan terima

=
kasih yang sebesar-besarnya kepada:

1. Ibu Prof. Dr. Hj. Leny Nofianti, MS., SE., M.Si., Ak., CA., Sebagai Rektor
Universitas Islam Negeri Sultan Syarif Kasim Riau.

2. Ibu Dr. Yuslenita Muda,S.Si,M.Sc, Sebagai Dekan Fakultas Sains dan
Teknologi.

3. Ibu Angraini, S.Kom., M.Eng., Ph.D., Sebagai Ketua Program Studi Sistem
Informasi.

4. Ibu Dr. Rice Novita, S.Kom., M.Kom., Sebagai Sekretaris Program Stu-

di Sistem Informasi sekaligus Dosen Pembimbing I yang telah banyak

memberikan arahan, masukan, serta motivasi selama perkuliahan dan

penyusunan Tugas Akhir ini.

Bapak M. Afdal, ST., M.Kom.,Sebagai Dosen Penguji I Tugas Akhir yang

dengan penuh dedikasi dan ketelitian telah memberikan arahan, masukan,

b

nasihat, serta motivasi dalam penyelesaian Tugas Akhir ini.

N

Ibu Medyantiwi Rahmawita M, ST., M.Kom.,Sebagai Dosen Penguji Il yang

dengan penuh dedikasi dan ketelitian telah memberikan arahan, masukan,

AJISIBATU[] JTWE[S] 2)B}S

nasihat, serta motivasi dalam penyelesaian Tugas Akhir ini.

Bapak Nesdi Evrilyan Rozanda, S.Kom., M.Sc., Sebagai Ketua Sidang yang
telah memimpin sidang Tugas Akhir dengan bijaksana serta memberikan
arahan dan masukan yang sangat berarti demi perbaikan Tugas Akhir ini.
Ibu Fitriani Muttakin, S.Kom., M.Cs., Sebagai Dosen Pembimbing
Akademik peneliti yang telah banyak memberikan arahan, masukan, dan

motivasi selama masa perkuliahan.
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Kedua orang tua tercinta, Ayah Iwan Setiawan dan Ibu Lenny, yang senanti-
asa memberikan kasih sayang, dukungan moral maupun material, perhatian,
semangat, serta doa yang tiada henti sejak peneliti kecil hingga berhasil
menyelesaikan Laporan Tugas Akhir ini. Segala pengorbanan, kesabaran,
dan ketulusan yang telah diberikan menjadi sumber kekuatan dan motivasi
utama bagi peneliti dalam menempuh pendidikan dan menghadapi setiap
proses serta tantangan selama masa perkuliahan.

Abang terbaik sepanjang masa ’aa iki’ dan adik tercinta aisyah dan abdullah
yang selalu menjadi sumber semangat dalam menyelesaikan Laporan Tugas
Akhir ini.

KLC PSIKOLOG yang telah bersedia membantu peneliti dalam proses
penyusunan Laporan Tugas Akhir ini.

Kepada Fitri Nadia Rahima terimakasih banyak telah menemani dari ma-
ba hingga selesainya perkuliahan ini, terimakasih telah memberikan banyak
pelajaran dan selalu bersama walaupun banyak rintangan yang harus dile-
wati, Mari tetap selalu menjaga pertemanan ini.

Teman-teman Girls Time (Upiw dan Eka) serta Pemain Inti (Intan, Umi, N-
abila, Habiba, Ade, Satria, dan Koko) yang hadir di penghujung masa perku-
liahan dan menjadi sumber keceriaan serta kebersamaan. Kehadiran, tawa,
dan dukungan yang diberikan telah membantu peneliti melewati berbagai
proses dan tekanan selama penyusunan skripsi, sehingga memberikan se-
mangat dan suasana positif hingga tahap akhir perkuliahan.

Peneliti juga mengucapkan terima kasih kepada seseorang yang senanti-
asa berusaha memberikan yang terbaik, memberikan dukungan secara tu-
lus, serta selalu menemani peneliti dalam setiap proses selama penyusunan
skripsi ini. Kehadiran dan perhatian yang diberikan menjadi salah satu sum-
ber kekuatan bagi peneliti untuk tetap bertahan, fokus, dan menyelesaikan
Tugas Akhir ini dengan baik.

Teman-teman, khususnya Saumi Sintia, meli, Rifda, zahra dan Intan, yang
senantiasa menjadi tempat berbagi cerita, memberikan dukungan, serta se-
mangat selama proses perkuliahan. Ucapan terima kasih juga peneliti sam-
paikan kepada seluruh Kelas Apatis dan angkatan 2022 yang tidak dapat
disebutkan satu per satu atas bantuan dan motivasi yang telah diberikan.
Keluarga besar Puzzle Research Data Technology (Predatech) yang telah
menjadi wadah pengembangan minat dan bakat, serta memberikan keper-
cayaan sebagai Sekretaris Kegiatan. Terima kasih atas kebersamaan, kerja

sama, dan pengalaman berharga untuk penulis.
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17.  Terakhir, peneliti mengucapkan terima kasih kepada diri sendiri yang telah
;J bertahan, tetap kuat, dan tegar dalam menghadapi berbagai proses, tantan-
ﬁr’ gan, serta dinamika yang dilalui selama masa perkuliahan.Peneliti mampu
2} menyelesaikan Tugas Akhir ini dengan penuh tanggung jawab dan keteku-
= nan

;'18. Seluruh pihak yang tidak dapat disebutkan satu per satu yang telah banyak
= membantu peneliti dalam menyelesaikan Tugas Akhir ini.

x

=

Peneliti mengucapkan terima kasih yang sebesar-besarnya. Semoga segala
kgoaikan yang telah diberikan menjadi ladang pahala dan mendapatkan balasan dari
Allah Subhanahu Wa Ta’ala. Semoga kita semua senantiasa diberikan kebahagiaan
d:a;n kesehatan. Aamiin Ya Rabbal ‘Aalamiin. Peneliti menyadari bahwa penulisan
Tugas Akhir ini masih memiliki keterbatasan dan jauh dari kata sempurna. Oleh
karena itu, kritik dan saran yang membangun sangat diharapkan demi perbaikan di
nilzasa mendatang. Pertanyaan maupun masukan dapat disampaikan melalui surat
elektronik ke alamat 12250324568@students.uin-suska.ac.id. Semoga lapo-
ran ini dapat memberikan manfaat bagi semua pihak.

Akhir kata, peneliti mengucapkan terima kasih.

Pekanbaru, 20 Januari 2026

Penulis,

Fatimah Azzahra
NIM. 12250324568
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_ PERBANDINGAN KINERJA ALGORITMA MACHINE
LEARNING DALAM KLASIFIKASI DEPRESI MAHASISWA

FATIMAH AZZAHRA
NIM: 12250324568

Tanggal Sidang: 12 Januari 2026

Program Studi Sistem Informasi
Fakultas Sains dan Teknologi
Universitas Islam Negeri Sultan Syarif Kasim Riau
J1. Soebrantas, No. 155, Pekanbaru

Nely BYSNS NN A!jlw ejdio ye

ABSTRAK

Depresi merupakan salah satu permasalahan kesehatan mental yang banyak dialami oleh mahasiswa
dan memerlukan pendekatan klasifikasi yang akurat serta berbasis data. Penelitian ini bertujuan
untuk membandingkan kinerja algoritma Random Forest dan Multilayer Perceptron with Stochastic
Gradient Descent (MLP-SGD) dalam klasifikasi depresi mahasiswa menggunakan data sekunder
Student Depression Dataset dari Kaggle sebanyak 27.901 baris serta data primer berbasis kuesioner
Patient Health Questionnaire-9 (PHQ-9) dari 120 responden. Kedua model diuji pada kondisi base-
lipg dan dioptimasi menggunakan GridSearchCV dengan tahapan pra-pemrosesan meliputi pember-
siﬁan data, transformasi fitur kategorikal, normalisasi fitur numerik, serta pembagian data secara
s@tiﬁed dengan rasio 80:20.Hasil evaluasi menunjukkan bahwa MLP-SGD dengan konfigurasi Ay-
pgnparameter optimal memberikan kinerja yang konsisten lebih unggul dibandingkan Random For-
est, dengan nilai accuracy sebesar 0,8366, F'1-score sebesar 0,8345, dan AUC-ROC sebesar 0,9137
p&ﬁa data sekunder, serta accuracy sebesar 83%, F1-score sebesar 0,83, dan AUC-ROC sebesar 0,9
pga data primer. Hasil ini menunjukkan bahwa MLP—SGD memiliki kemampuan generalisasi dan
d%kn'minasi kelas yang lebih baik dalam klasifikasi depresi mahasiswa.

KEta Kunci: Depresi Mahasiswa,GridSearchCV, Klasifikasi, Machine Learning
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ABSTRACT

Depression is one of the most prevalent mental health problems experienced by university students
and requires an accurate and data-driven classification approach. This study aims to compares the
performance of the Random Forest and Multilayer Perceptron with Stochastic Gradient Descent
(MLP-SGD) algorithms in classifying student depression using secondary data from the Student
Depression Dataset obtained from Kaggle, consisting of 27,901 records, as well as primary data
collected through the Patient Health Questionnaire-9 (PHQ-9) from 120 respondents. Both models
were evaluated under baseline conditions and optimized using GridSearchCV. The preprocessing
stdges included data cleaning, categorical feature transformation, numerical feature normalization,
a%l stratified data splitting with an 80:20 ratio.The evaluation results indicate that the optimized
MI‘#P—SGD model consistently outperformed the Random Forest algorithm. On the secondary
dataset, the MLP-SGD achieved an accuracy of 0.8366, an FI-score of 0.8345, and an AUC-ROC
véye of 0.9137. Similarly, on the primary dataset, the model attained an accuracy of 83%, an
F1-score of 0.83, and an AUC-ROC value of 0.9. These results demonstrate that the MLP-SGD
madel exhibits superior generalization capability and class discrimination performance in student

o
dﬁ?ression classification.

B |

wn
I@words: Classification,GridSearchCV, Machine Learning, Student Depression
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BAB 1
PENDAHULUAN

Latar Belakang
Depresi pada mahasiswa merupakan masalah kesehatan mental yang sig-

uBejdilyeH @

kan dengan prevalensi tinggi dan dampak luas terhadap kehidupan akademik
dE]EI sosial. Meta-analisis global (Kiekens dkk., 2023); (Santomauro dkk., 2021)
mencatat bahwa prevalensi depresi pada mahasiswa secara global rata-rata menca-
p% 30,6%. Studi Healthy Minds di Amerika Serikat melaporkan bahwa 44% ma-
hgsiswa mengalami gejala depresi sedang hingga berat, dengan 15% di antaranya
pernah mempertimbangkan bunuh diri (Bantjes, 2024). Di Asia Tenggara, prevalen-
skrata-rata depresi mahasiswa mencapai 29,4% (Dessauvagie, Dang, Nguyen, dan
Giben, 2022), menegaskan bahwa fenomena ini tidak terbatas pada wilayah terten-
tﬁ_f melainkan menjadi isu lintas negara.

Kondisi serupa juga terjadi di Indonesia, berdasarkan laporan Survei Kese-
hatan Indonesia(SKI) 2023 yang diterbitkan oleh Kementerian Kesehatan Republik
Indonesia, prevalensi depresi secara nasional mencapai 1,4%, dengan kelompok usi-
a 15-24 tahun menunjukkan angka yang lebih tinggi yaitu 2,0% (Wilaksono, Dam-
ry, Aminuddin, dan Alfiandari, 2025). Pada tingkat pendidikan tinggi, penelitian
(Ramadianto, Kusumadewi, Agiananda, dan Raharjanti, 2022) menemukan bahwa
22,2% mahasiswa kedokteran di Indonesia mengalami depresi. Temuan serupa pada
penelitian (Laoli, Nauli, dan Karim, 2022) melaporkan bahwa mahasiswa Univer-
sitas Riau menunjukkan 35% mahasiswa tingkat akhir berada pada kategori depresi

E

sedang.

o

o Faktor penyebab utama meliputi tekanan akademik, stres finansial, dan
dEkungan sosial yang lemah ((Han dkk., 2025); (Ramadianto dkk., 2022)). Peneli-
ti?ﬂh yang dilakukan oleh (Kristensen, Larsen, Urke, dan Danielsen, 2023) menun-
j@kan bahwa tingginya tekanan akademik, rendahnya self-esteem, serta lemahnya
r%s'iliensi dalam menghadapi tuntutan perkuliahan memperburuk kondisi psikologis
nEa_hasiswa.
< Faktor-faktor tersebut berpotensi meningkatkan risiko depresi yang selanjut-
n§;a dapat berdampak pada penurunan prestasi akademik, risiko putus kuliah, hing-
ga munculnya keinginan untuk bunuh diri (Steare, Mufioz, Sullivan, dan Lewis,
2523). Kondisi ini menunjukkan bahwa depresi mahasiswa merupakan isu serius
ydhg memerlukan pendekatan sistematis berbasis analisis data untuk memahami
pEla dan faktor penyebabnya. Berbagai metode telah diterapkan dalam mengidenti-

ﬁ%si depresi. Pada penelitian ini, klasifikasi depresi digunakan untuk menentukan

NEI) WIse
[
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secara objektif apakah seorang mahasiswa termasuk kategori depresi atau tidak, se-
h?égga proses penilaian menjadi lebih terstruktur.

o Namun, metode identifikasi depresi secara manual seperti wawancara klinis
sering kali bersifat subjektif, memakan waktu, dan kurang efektif jika diterapkan
dalam skala besar (Al Masud, Shanto, Sakin, dan Kabir, 2025).0Oleh karena itu,
n%tode machine learning(ML) semakin berkembang sebagai solusi karena mampu
miengolah data kompleks secara efisien dan objektif. ML juga memungkinkan anal-
i?é_:s komparatif antar-algoritma untuk menentukan metode klasifikasi yang paling
tcgat dan akurat dalam mendeteksi depresi (Mumenin dkk., 2024).

o Salah satu algoritma yang banyak digunakan dalam klasifikasi kesehatan
mental adalah Random Forest(RF). Algoritma ini dikenal efektif dalam mengolah
data dengan variabel campuran dan menghasilkan performa stabil karena meru-
pakan metode ensemble dari pohon keputusan (Elovanio dkk., 2020). Penelitian
p@da data kesehatan mental menunjukkan bahwa RF mampu mencapai akurasi ting-
gi, misalnya pada klasifikasi tingkat kecemasan mahasiswa dengan akurasi 98,14%
(Mohamed dkk., 2023).

Sebaliknya, Multilayer Perceptron(MLP) adalah jaringan saraf tiruan
yang mampu memodelkan hubungan non-linear yang lebih kompleks antar fitur
(Mumenin dkk., 2024). Optimasi MLP sangat bergantung pada algoritma pem-
belajaran seperti Stochastic Gradient Descent(SGD), yang secara iteratif memper-
barui bobot jaringan untuk meminimalkan fungsi loss (Kabir, Hossain, Rahman,
dan Mishu, 2023). Penggunaan SGD memungkinkan MLP beradaptasi dengan po-
lardata yang rumit dan meningkatkan kemampuan generalisasi model (Li, Zou, dan
L?é; 2024). Penelitian (Li dkk., 2024) melaporkan bahwa MLP dengan optimisas-
i§GD menghasilkan akurasi 87,1%, melampaui RF yang mencapai 72,3% pada
ki_‘_"asiﬁkasi depresi.

; Kinerja optimal dari MLP dan RF sangat bergantung pada pemilihan hyper-

21

pgcmmeter yang tepat (Rasheed, Kumar, Rani, Kantipudi, dan Anila, 2024). Pa-
d%IMLP, hyperparameter seperti learning rate, jumlah neuron, dan jumlah lapisan
t&_sembunyi harus dioptimalkan agar SGD dapat bekerja efektif dan model dapat
Bgrkonvergensi dengan baik (Li dkk., 2024). Sedangkan pada RF, parameter seperti
jlaf’hlah pohon (n_estimators) dan kedalaman pohon (max_depth) perlu disesuaikan
ufituk mencapai keseimbangan antara bias dan varians, sehingga menghindari un-
dgrﬁtting atau overfitting ((Saha dkk., 2024); (Cukic, Lopez, dan Pavon, 2020).

& Teknik optimasi hyperparameter yang umum digunakan adalah Grid-
SEc_lrchCV, yang melakukan pencarian sistematis pada kombinasi parameter yang

tg\ah ditentukan untuk menemukan konfigurasi terbaik. Studi oleh (Saha dkk.,

NEI) WIse
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2024) melaporkan bahwa penerapan GridSearchCV pada MLP meningkatkan
d%rasi secara signifikan. Hasil serupa ditemukan pada RF, di mana tuning jumlah
pshon dan kedalaman pohon dengan GridSearchCV menghasilkan akurasi sebesar
98,3%, meningkat dari 95,7% pada konfigurasi default (Rasheed dkk., 2024).

= Meskipun banyak penelitian telah mengaplikasikan MLP dan RF untuk k-
laﬁéiﬁkasi depresi, studi yang secara sistematis membandingkan kedua algoritma i-
nidengan penerapan optimasi hyperparameter masih sangat terbatas (Cukic dkk.,
2020). Urgensi penelitian ini muncul dari keterbatasan studi terdahulu yang belum
maqlakukan perbandingan terstruktur antara algoritma Random Forest dan Multi-
lgyer Perceptron-SGD, terutama dengan penerapan teknik GridSearchCV. Dengan
melakukan perbandingan tersebut, penelitian ini diharapkan dapat memberikan
rékomendasi model yang paling efektif serta meningkatkan metrik evaluasi seperti

aéturacy, precision, recall, dan F1-score.
ol

122 Perumusan Masalah

Berdasarkan latar belakang di atas, maka rumusan masalah dalam penelitian
ini adalah bagaimana perbandingan kinerja algoritma Random Forest dan Multilay-
er Perceptron-SGD dalam klasifikasi depresi mahasiswa dengan optimasi hyperpa-
rameter GridSearchCV?

1.3 Batasan Masalah

Batasan masalah tugas akhir ini adalah:

1. Penelitian ini menggunakan dataset publik dari Kaggle sebagai data sekun-
der yang berisi data mahasiswa dengan status depresi yang telah dianon-
imkan untuk menjaga kerahasiaan identitas responden, serta data kuesioner
PHQ-9 sebagai data primer.

2. Penelitian dibatasi pada implementasi hasil model ke dalam sistem nyata

secara sederhana, tanpa pengembangan sistem berskala besar.

98]

Penelitian berfokus pada pencarian algoritma yang optimal untuk klasifikasi

depresi mahasiswa menggunakan algoritma MLP-SGD dan RF.

=

Pengujian menerapkan optimizer,yaitu Stochastic Gradient Descent(SGD)

AJISIBATU[] JTWE]S] 2)B}S

-

untuk algoritma MLP dan menggunakan hyperparameter GridSearchCV
untuk kedua algoritma.

b

Evaluasi performa model dilakukan menggunakan metrik dari confusion

matrix, yaitu Accuracy, Precision, Recall, dan F1-score.

Tujuan Penelitian

Tujuan tugas akhir ini adalah:

nery wisey] JIIRAg uejing jo
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—

Menganalisis perbandingan kinerja algoritma Random Forest dan Multilay-

er Perceptron-SGD dalam klasifikasi depresi mahasiswa.

o

Mengidentifikasi pengaruh optimasi hyperparameter terhadap performa ke-

dua algoritma dengan menggunakan GridSearchCV.

I9S)

Menghasilkan model klasifikasi depresi mahasiswa yang memiliki performa

terbaik berdasarkan hasil evaluasi komparatif.

Manfaat Penelitian
Manfaat tugas akhir ini adalah:

—

Menjadi referensi bagi penelitian sejenis yang membahas efektivitas per-
bandingan algoritma Random Forest dan Multilayer Perceptron with S-
tochastic Gradient Descent(MLP-SGD) yang dioptimasi menggunakan
GridSearchCV, khususnya dalam bidang machine learning untuk kesehatan

mental.

nely eysnsg NIN dallw eydio ey @

o

Menghasilkan model klasifikasi risiko depresi pada mahasiswa melalui pen-
erapan algoritma Random Forest dan MLP-SGD dengan optimasi Grid-
SearchCV.

3.  Membantu praktisi kesehatan mental(layanan psikologi) serta institusi per-
guruan tinggi dalam mengidentifikasi mahasiswa yang berisiko mengalami

depresi secara lebih cepat, tepat, dan berbasis data.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
vi  BAB 1. PENDAHULUAN
E- Bab ini membahas deskripsi umum dari tugas akhir, meliputi latar belakang
mdsalah, rumusan masalah, batasan masalah, tujuan penelitian, manfaat penelitian,

sistematika penulisan laporan tugas akhir.
BAB 2. LANDASAN TEORI
Bab ini membabhas teori yang mendasari penelitian, seperti depresi pada ma-

N druge|

siswa, algoritma Multilayer Perceptron, optimisasi Stochastic Gradient Descent

=
TopA T

(8GD), Random Forest, teknik optimasi hyperparameter dengan GridSearchCV,
s“%’ﬂa studi terdahulu yang relevan.

BAB 3. METODOLOGI PENELITIAN
Bab ini menguraikan metode yang digunakan dalam penelitian, meliputi

]

un
=
panlt

d&skripsi dataset depresi pada mahasiswa, tahapan preprocessing, penerapan algo-
tifina Multilayer Perceptron-SGD dan Random Forest, proses tuning hyperparam-
et':e_r menggunakan GridSearchCV, serta metode evaluasi model untuk memband-

i%kan performa klasifikasi.

NEI) WIse
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BAB 4. ANALISA DAN HASIL
T Bab ini menyajikan hasil klasifikasi depresi pada mahasiswa menggunakan
a%oritma Multilayer Perceptron-SGD dan Random Forest. Pembahasan difokuskan
pada evaluasi kinerja model berdasarkan metrikaccuracy, precision, recall, dan F1-
score, serta analisis efektivitas optimasi hyperparameter melalui GridSearchCV
dglam meningkatkan performa klasifikasi.

= BAB 5. PENUTUP

Bab ini menyajikan kesimpulan dari penelitian tugas akhir yang dilakukan,

serta saran untuk penelitian selanjutnya.

NEIY EXSNS N3N A!!
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BAB 2
LANDASAN TEORI

Depresi

1di®veH o

Depresi merupakan suatu gangguan suasana hati yang kompleks, ditandai
ogh perasaan sedih yang menetap, kehilangan minat atau kesenangan terhadap
aktivitas sehari-hari, gangguan tidur maupun pola makan, serta penurunan fungsi
sosial dan kognitif individu (Kamran, Bibi, ur. Rehman, dan Morris, 2022). Defi-
ngi ini menekankan bahwa depresi bukan sekadar merasa sedih, melainkan suatu
kondisi klinis yang memengaruhi berbagai aspek kehidupan sehari-hari. Interak-
sfantara faktor biologis, psikologis, dan sosial memainkan peran penting dalam
munculnya dan berlanjutnya kondisi ini (Kamran dkk., 2022).

A WHO melaporkan bahwa lebih dari 264 juta orang di seluruh dunia
n%nderita depresi (Luo dkk., 2025). Depresi merupakan kontributor utama ter-
hadap beban penyakit global dan menempati peringkat teratas sebagai penyebab
kecacatan (Luo dkk., 2025). Pada tahun 2022, depresi menjadi masalah kesehatan
global yang signifikan, menempati peringkat keempat di antara penyakit-penyakit
dunia, dengan sekitar 55% penderita mengalami pikiran untuk bunuh diri (Agustin,
Prastika, Kendrasti, Fajriyah, dan Le-Quy, 2025) Prevalensi depresi yang luas ini
memengaruhi individu dari berbagai demografi, dengan insiden yang lebih tinggi
ditemukan pada perempuan dan remaja. Depresi memiliki kaitan yang erat dengan
bunuh diri, yang menyebabkan lebih dari 700.000 kematian setiap tahun (Agustin
dick., 2025)

= Berdasarkan hasil Global Burden of Disease Study tahun 2019, jumlah ka-

s;s gangguan depresif diperkirakan mencapai sekitar 297,6 juta jiwa, dengan tren
pg—ningkatan beban disability-adjusted life years(DALY) akibat depresi mayor se-
Jzﬁ( tahun 1990 hingga 2019 (Wu dkk., 2024). Peningkatan ini cenderung lebih
ti_nngi pada kelompok usia muda dan wilayah dengan indeks pembangunan sosial-
e%c')nomi yang tinggi. Hal ini menegaskan pentingnya penanganan depresi sebagai
nEa_salah kesehatan global, mengingat potensi kondisi ini untuk berkembang menja-
d¥lebih parah apabila tidak ditangani dengan baik.

'3; Meskipun kesadaran terhadap pentingnya kesehatan mental semakin
nieningkat, tingkat cakupan perawatan dan efektivitas intervensi terhadap depresi
ngasih tergolong rendah. Studi terkini menunjukkan bahwa sebagian besar individu
déngan Major Depressive Disorder(MDD) tidak memperoleh layanan pengobatan
yEpg memadai, bahkan di negara dengan sumber daya kesehatan yang relatif baik

(gzantomauro dkk., 2021). Hambatan utama meliputi stigma sosial, keterbatasan

NEI) WIse
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tenaga profesional di bidang kesehatan mental, serta akses layanan yang belum mer-
atf (Roberts dkk., 2022). Oleh karena itu, diperlukan pendekatan ilmiah berbasis
data dan teknologi guna memperkuat upaya klasifikasi, diagnosis akurat, dan inter-

vensi yang lebih efektif terhadap depresi pada skala global.
=

222 Depresi Pada Mahasiswa

3 Mahasiswa merupakan kelompok populasi yang berada pada masa transisi
kﬁlis antara remaja dan dewasa muda, di mana individu dituntut untuk beradaptasi
dengan berbagai tantangan akademik, sosial, dan emosional (Wilks dkk., 2020).
P%a fase ini, tekanan psikologis sering kali meningkat akibat tuntutan akademik,
k(éEidakpastian karier, dan perubahan gaya hidup, yang apabila tidak dikelola de-
ngan baik dapat berkembang menjadi depresi (Pascual dkk., 2020). (Alsubaie,
S%in, Webster, dan Wadman, 2019) menjelaskan bahwa prevalensi depresi pa-
dg mahasiswa menunjukkan peningkatan signifikan dalam dekade terakhir, seir-
ifig meningkatnya beban akademik dan kompleksitas lingkungan sosial. Tekanan
akademik, kompetisi antarindividu, serta ekspektasi terhadap prestasi yang tinggi
sering kali menjadi pemicu gangguan emosional.

Studi global menunjukkan bahwa prevalensi depresi di kalangan maha-
siswa cukup tinggi, sekitar 30% melaporkan gejala depresi sedang hingga berat
(Wilks dkk., 2020). Di Tiongkok, National Report on Mental Health Developmen-
1(2021-2022) mengidentifikasi mahasiswa sebagai kelompok berisiko tinggi ter-
hadap depresi. Sebuah survei terhadap hampir 80.000 mahasiswa melaporkan t-
ilagkat prevalensi depresi sebesar 21,48% (Luo dkk., 2025)). Tekanan akademik,
miasalah keuangan, dan kurangnya dukungan sosial menjadi faktor risiko utama
ygng memicu depresi (Pascual dkk., 2020). Kondisi ini berdampak negatif pada
ilf:&eraksi sosial, prestasi akademik, dan kesejahteraan mental secara keseluruhan
(Epng, Li, Chen, He, dan Li, 2024).

E- Jika tidak ditangani dengan baik, depresi dapat menyebabkan konsekuen-
si=serius seperti putus sekolah, penurunan prestasi akademik, dan risiko bunuh
difi(Mumenin dkk., 2024). Penelitian (Meda, Pardini, Rigobello, Visioli, dan No-
Yéfa, 2023) yang melibatkan 1.388 mahasiswa menemukan bahwa hampir 20% re-

ATU

sponden mengalami gejala depresi berat hingga memiliki ide untuk bunuh diri (sui-
c'E_Eial ideation), dengan faktor kekhawatiran ekonomi sebagai prediktor signifikan.
@lam konteks ini, pendekatan berbasis machine learning mulai dimanfaatkan un-
t@g menganalisis faktor-faktor penyebab depresi secara objektif. Melalui pemros-
esan data seperti tekanan akademik, durasi tidur, kebiasaan makan, stres finansial,
da.-n tingkat kepuasan belajar, model klasifikasi seperti Random Forest dan Multilay-

NETY WISEY
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er Perceptron-SGD mampu memetakan risiko depresi dengan tingkat akurasi bagus
(F ng, Yang, dan Liu, 2024). Dengan demikian, pemahaman teoritis dan empiris
téhtang depresi pada mahasiswa menjadi dasar penting dalam pengembangan sis-
tem deteksi dini berbasis data (data-driven) untuk mendukung kesejahteraan mental
é!;nerasi muda.

23 Machine Learning

g Machine Learning(ML) merupakan cabang dari kecerdasan buatan (Artifi-
cial Intelligence) yang memungkinkan sistem komputer untuk belajar dari data dan
nﬁtmbuat prediksi tanpa harus diprogram secara eksplisit. Secara umum, ML bek-
e{gna dengan menganalisis pola dari data historis untuk menghasilkan model yang
dapat mengeneralisasi pada data baru (Chen, Mangalathu, dan Jeon, 2022).
= Dalam bidang medis dan psikologi, ML digunakan untuk memproses data
kompleks seperti hasil survei, ekspresi wajah, aktivitas media sosial, atau rekam
niedis guna mengidentifikasi kondisi emosional dan mental seseorang (El Massar-
i, Sabouri, Mhammedi, dan Gherabi, 2022). Keunggulan utama ML terletak pada
kemampuannya menangani data besar, multivariat, dan non-linear yang sulit diin-
terpretasikan oleh metode statistik konvensional.

Dalam klasifikasi, ML memiliki berbagai algoritma yang digunakan untuk
membedakan antara dua atau lebih kategori, seperti individu dengan dan tanpa de-
presi. Algoritma seperti Random Forest, Support Vector Machine(SVM), Naive
Bayes, dan Multilayer Perceptron(MLP) memiliki karakteristik berbeda dalam cara
mugjreka memproses data dan menangkap pola. Menurut (Trofimov dkk., 2025),
p€milihan algoritma yang tepat bergantung pada kompleksitas data dan tujuan anal-
iéis. Misalnya, Random Forest unggul dalam stabilitas dan interpretabilitas, se-
nfpntara MLP lebih kuat dalam mengenali pola non-linear dan interaksi kompleks
agtarﬁtur.

?: Relevansi ML dalam penelitian ini terletak pada kemampuannya untuk
n%ngidentiﬁkasi kombinasi faktor yang berkontribusi terhadap depresi mahasiswa
b:q:rdasarkan variabel seperti tekanan akademik, durasi tidur, stres keuangan, serta
lg'gpuasan belajar. Dengan membandingkan algoritma yang berbeda, peneliti da-
pat menentukan model yang memiliki performa terbaik dalam mengklasifikasikan
kghdisi depresi secara akurat. Selain itu, penggunaan metode optimasi seperti
@idSearchCV dan algoritma pelatihan seperti Stochastic Gradient Descent(SGD)
nf}';mastikan bahwa model yang dihasilkan bukan hanya akurat tetapi juga efisien
&én generalizable terhadap data baru (Saha dkk., 2024).

nery wisey J
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2.4 Multilayer Perceptron (MLP)
; Multilayer Perceptron(MLP) merupakan salah satu bentuk arsitektur
jatingan saraf tiruan Arrificial Neural Network(ANN) yang paling dasar dan umum
digunakan dalam permasalahan klasifikasi maupun regresi (Al Masud dkk., 2025).
Secara umum, MLP terdiri dari tiga jenis lapisan utama, yaitu lapisan input (input
l%/er), lapisan tersembunyi (hidden layer), dan lapisan output (output layer) yang

ditunjukkan pada Gambar Gambar 2.1.

nely eXsng NIN ¥

Input layer Hidden layer Output layver

Gambar 2.1. Lapisan Utama MLP
Sumber: (Agustin dkk., 2025)

Setiap neuron dalam lapisan-lapisan tersebut saling terhubung melalui
bobot(weights) yang akan disesuaikan selama proses pelatihan (Abdelbasset dkk.,
2022). Mekanisme kerja MLP terinspirasi dari cara kerja otak manusia dalam mem-
proses informasi di mana neuron menerima sinyal, mengolahnya, lalu meneruskan
h%ilnya ke neuron berikutnya melalui fungsi aktivasi (Nosratpour, Tafakori, dan
Aa;dollahian, 2025).Pada tahap pelatihan, MLP menggunakan algoritma backprop-
agation untuk memperbarui bobot setiap neuron berdasarkan kesalahan prediksi
yE:pg dihasilkan. Proses ini dimulai dengan perhitungan error antara output mod-
ePdengan target yang sebenarnya, kemudian error tersebut dipropagasikan mundur
uﬂuk memperbaiki bobot agar model semakin akurat (Ecer, Ardabili, Band, dan
I\Epsavi, 2020). Penyesuaian bobot dilakukan menggunakan optimizers, salah sat-
L}Eya Stochastic Gradient Descent(SGD) yang bekerja dengan cara memperbarui
bgbot secara bertahap berdasarkan subset data (mini-batch). Pendekatan ini mem-
b:u;t proses pelatihan menjadi lebih efisien dan mencegah model terjebak pada local
ngmima (Sopelsa Neto dkk., 2021).

:-:. Performa MLP sangat dipengaruhi oleh fungsi aktivasi, yang berperan
dd@lam menentukan aliran sinyal antar neuron serta memungkinkan jaringan mem-
pElajari hubungan non-linear dalam data. Fungsi aktivasi populer seperti Sigmoid,
T@h, dan ReLU membantu MLP menangani permasalahan kompleks yang tidak
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da at diselesaikan oleh model linear sederhana (Al Masud dkk., 2025). Semakin
bﬁ{lyak lapisan tersembunyi yang digunakan, semakin besar pula kemampuan MLP
niengenali pola data yang rumit, meskipun berisiko menimbulkan overfitting jika
tidak dikontrol dengan baik (Ecer dkk., 2020)

- Dalam konteks klasifikasi depresi pada mahasiswa, MLP digunakan karena
nﬁgampu mengenali pola kompleks antara faktor psikologis, akademik, dan sosial.
Persamaan output dari model MLP tersebut dapat dituliskan sebagai berikut 2.1

(Sumayli, 2023):

(Z (w28 hgjh(x) )+b> Z b (2.1)

BlY BYSNS NIN

Dalam persamaan tersebut, y merepresentasikan vektor prediksi yang di-
hasﬂkan oleh model MLP. Nilai ini dihitung berdasarkan vektor input X, yang
merupakan fitur dari data. Bobot yang menghubungkan input ke lapisan tersembun-
yi dilambangkan dengan w, sedangkan bobot dari lapisan tersembunyi ke lapisan
output dilambangkan dengan w®. Fungsi aktivasi pada lapisan tersembunyi adalah
81, sementara fungsi aktivasi pada lapisan output adalah 3,.

Bias pada masing-masing lapisan dilambangkan dengan »") untuk lapisan
tersembunyi dan b?) untuk lapisan output. Parameter m dan n masing-masing me-
nunjukkan jumlah sampel dan jumlah fitur dalam daraset. Dengan arsitektur ini,
MLP dapat mempelajari hubungan non-linear antara input dan output. MLP mam-
p:u?mempelajari representasi kompleks dari data melalui proses pelatihan, di mana
bobot dan bias disesuaikan untuk meminimalkan kesalahan prediksi. Berkat ke-
ng?a'mpuannya dalam menangani data non-linear dan kompleks, MLP banyak di-

giinakan dalam berbagai bidang, termasuk pengolahan data tabular, citra, dan teks
(Q.lmayli, 2023).

2_-:5 Random Forest

E Random Forest(RF) merupakan salah satu algoritma ensemble learning
ygilg banyak digunakan dalam klasifikasi dan regresi karena kemampuannya meng-
hasilkan model yang akurat dan stabil. Algoritma ini bekerja dengan membangun
sgumlah pohon keputusan (decision trees) secara acak dan menggabungkan hasil
p;r'édiksi masing-masing pohon untuk menentukan keputusan akhir berdasarkan
Qgtnsip majority voting (Mendoza, Lee, Huang, dan Sun, 2021). Pendekatan ini
n:'i:_{i.ningkatkan kemampuan generalisasi model serta mengurangi risiko overfitting

yang umumnya terjadi pada pohon keputusan tunggal (Asadi, Roshan, dan Kat-
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tan, 2021). Dengan menerapkan proses bagging (bootstrap aggregating), RF me-
ng_mfaatkan subset data dan fitur yang berbeda untuk setiap pohon, sehingga mem-
perkaya variasi model tanpa mengorbankan konsistensi hasil (Yuan, Liu, Feng, dan
Dauphin, 2023).

- Keunggulan utama RF terletak pada fleksibilitasnya dalam menangani
bgrbagai jenis data, baik numerik maupun kategorikal, serta kemampuannya un-
tuk bekerja dengan daraset berukuran besar dan kompleks (Obaido dkk., 2024).
Sﬁam itu, RF memiliki ketahanan terhadap noise dan data yang hilang (missing
vcrlues) menjadikannya salah satu algoritma yang efisien dalam analisis data mul-
tl‘gl,tmenm (Mendoza dkk., 2021). Dalam konteks penelitian berbasis data psikol-
ogis seperti klasifikasi depresi mahasiswa, karakteristik ini sangat penting karena
data yang dikumpulkan sering kali bersifat heterogen dan tidak sepenuhnya bersi-
h&d Dengan sifatnya yang tidak terlalu sensitif terhadap skala dan distribusi data,
@ mampu mempertahankan performa prediksi yang tinggi tanpa memerlukan pra-
pemrosesan (preprocessing) yang kompleks(Yuan dkk., 2023). Untuk menjelaskan
proses pengambilan keputusan pada algoritma Random Forest, dapat digunakan per-
samaan berikut 2.2 (Aruleba dkk., 2022):

K
H(N(X)) = argmax — Y W(Hi(x)=j), untuk j=1,....c (2.2)
k=1

Persamaan tersebut menunjukkan bahwa hasil prediksi akhir € ditentukan
bgdasarkan mayoritas suara (majority voting) dari seluruh pohon keputusan yang
ada dalam hutan (forest). Setiap pohon h; memberikan prediksi terhadap kelas ter-
téEtu, dan fungsi indikator / akan bernilai 1 jika pohon ke-i memprediksi kelas
jE serta O jika tidak. Kemudian, nilai-nilai ini dijumlahkan untuk semua pohon,
d% kelas dengan jumlah suara terbanyak dipilih sebagai hasil akhir oleh operator
afg max. Dengan demikian, penggunaan rumus ini memungkinkan Random Forest
n?zenggabungkan hasil prediksi dari banyak model sederhana menjadi satu keputu-
san yang lebih akurat dan stabil, sekaligus mengurangi risiko overfitting yang sering
téjadi pada model pohon tunggal ((Aruleba dkk., 2022); (Yuan dkk., 2023)).

; Selain itu, RF memiliki kemampuan untuk memberikan estimasi feature im-
pnrtance yaitu nilai yang menunjukkan sejauh mana suatu fitur berkontribusi ter-
hﬁdap hasil klasifikasi. Mekanisme ini memungkinkan peneliti untuk mengiden-
ttélikam faktor-faktor yang paling berpengaruh terhadap prediksi, sehingga mem-
bg_glikan interpretasi yang lebih baik terhadap hubungan antar variabel (Yuan dkk.,

2023). Dalam studi kesehatan mental, seperti klasifikasi depresi, feature impor-
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tance dapat membantu mengungkap variabel psikososial atau akademik yang pal-
113% berperan dalam menentukan tingkat kerentanan seseorang terhadap depresi
(Aruleba dkk., 2022). Hal ini menjadikan RF tidak hanya sebagai alat prediksi,
tetapi juga sebagai sarana eksplorasi pengetahuan yang bermakna secara praktis.
= Secara metodologis, RF terbukti efektif dalam menghasilkan hasil yang kon-
sgten melalui validasi silang (cross-validation) dan optimasi hyperparameter. Pa-
raieter penting yang perlu diatur mencakup jumlah pohon (n_estimators), kedala-
ngn maksimum pohon (max_depth), dan jumlah fitur yang digunakan pada setiap
pczmbagian cabang (max_features). Optimasi parameter ini, seperti melalui teknik
GrdSearchCV, mampu meningkatkan performa model secara signifikan dengan
menemukan kombinasi terbaik yang memberikan keseimbangan antara akurasi dan
g?grleralisasi (Wallace dkk., 2023).

A Secara keseluruhan, RF menawarkan keseimbangan yang baik antara
ag'urasi, efisiensi, dan interpretabilitas. Berbeda dengan model black box seperti
deep neural networks, RF masih memungkinkan analisis mendalam terhadap struk-
tur keputusan dan kontribusi tiap fitur tanpa kehilangan ketepatan prediksi. Oleh
karena itu, pemilihan RF dalam penelitian ini tidak hanya didasarkan pada performa
empirisnya, tetapi juga pada kemampuannya untuk memberikan pemahaman kon-
septual yang lebih jelas terhadap fenomena depresi mahasiswa melalui pendekatan
berbasis data ((Mendoza dkk., 2021);(Yuan dkk., 2023)).

2.6 Stochastic Gradient Descent(SGD)

- Stochastic Gradient Descent(SGD) merupakan salah satu algoritma opti-
masi paling fundamental dan banyak digunakan dalam proses pelatthan model,
kiiususnya pada jaringan saraf tiruan seperti Multilayer Perceptron (MLP) (Alharbi
dg-n Khan, 2025). Secara umum, tujuan utama algoritma optimasi adalah untuk
n?ﬁminimalkan fungsi kehilangan (loss function) dengan cara menyesuaikan param-
e;gr model agar kesalahan prediksi menjadi sekecil mungkin. Dalam metode gra-
d%nt descent konvensional, proses pembaruan bobot dilakukan berdasarkan gra-
d:.ien dari keseluruhan dataset, yang meskipun akurat, membutuhkan waktu kom-
Qzutasi yang besar dan memori yang tinggi. Untuk mengatasi keterbatasan terse-
bat, dikembangkanlah pendekatan stochastic, di mana pembaruan bobot dilakukan
b'g?dasarkan satu atau beberapa sampel secara acak pada setiap iterasi (Jentzen dan
Rekert, 2022).

o Pendekatan ini memberikan keunggulan utama dalam hal efisiensi dan ke-
ﬁ‘fampuan keluar dari perangkap local minima. Karena setiap pembaruan bobot
d;‘-'akukan menggunakan subset kecil data, arah gradien yang dihasilkan bersifat
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lebih bervariasi dan dinamis. Variasi ini membantu model untuk tidak mudah ter-
j.nr ak pada solusi lokal dan mendorong pencarian solusi global yang lebih optimal.
Selain itu, pembaruan yang dilakukan secara acak juga mempercepat konvergensi,
terutama ketika berhadapan dengan dataset berskala besar (Tian, Zhang, dan Zhang,
2023). Dengan demikian, SGD menjadi salah satu teknik yang sangat efektif dalam
r%ngoptimalkan model dengan jumlah parameter yang kompleks dan non-linear,
seperti yang dimiliki oleh MLP (Fatima dkk., 2020).

il Dalam praktiknya, efektivitas SGD sangat dipengaruhi oleh nilai learning
ra-zte, yaitu besarnya langkah pembaruan bobot pada setiap iterasi. Nilai yang ter-
laju besar dapat menyebabkan model melompat-lompat dan gagal mencapai titik
optimal, sedangkan nilai yang terlalu kecil akan membuat proses pelatihan lambat
dan berpotensi berhenti sebelum mencapai konvergensi. Untuk mengatasi hal ini,
dikembangkan berbagai varian SGD seperti SGD with Momentum, Nesterov Accel-
e%ted Gradient, dan Adaptive Gradient Methods yang menyesuaikan langkah pem-
baruan bobot secara adaptif berdasarkan sejarah gradien. Pemilihan varian yang
tepat sangat bergantung pada karakteristik data dan kompleksitas model yang digu-
nakan (Smith, Dherin, Barrett, dan De, 2021).

Dalam konteks penelitian klasifikasi depresi pada mahasiswa, penggunaan
SGD sebagai algoritma optimasi pada MLP bertujuan untuk meningkatkan efisiensi
proses pelatihan dan memastikan bahwa model mampu mempelajari pola kompleks
antar variabel secara efektif. Dengan data yang mencakup berbagai aspek seper-
ti tekanan akademik, stres finansial, dan kepuasan belajar, SGD membantu model
uiituk menemukan kombinasi bobot yang paling representatif terhadap pola depresi
yﬁng muncul dalam populasi mahasiswa. Selain itu, optimasi berbasis SGD juga
I@mungkinkan model untuk mencapai keseimbangan antara akurasi dan kemam-
pEan generalisasi, sehingga hasil klasifikasi tidak hanya akurat pada data pelatihan,

tetapi juga andal saat diuji pada data baru (unseen data).

2%1 GridSearchCV

& Dalam pembelajaran mesin, optimasi hyperparameter merupakan tahap

Qéo]ﬁting yang bertujuan untuk menemukan kombinasi parameter terbaik agar mod-
ePmenghasilkan performa yang optimal ((Saha dkk., 2024); (Bischl dkk., 2023)).
Iﬁperparameter sendiri adalah parameter yang tidak dipelajari secara langsung
d'g_ri data selama proses pelatihan, melainkan ditentukan sebelum pelatihan dim-
uﬁqi. Contohnya termasuk jumlah neuron pada lapisan tersembunyi (hidden lay-
e.‘s) learning rate, jumlah estimator pada Random Forest, atau fungsi aktivasi pada

Jaﬂngan saraf. Pemilihan nilai hyperparameter yang tepat sangat berpengaruh ter-
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hadap kinerja model baik dari segi akurasi, kemampuan generalisasi, maupun waktu
kf%nputasi (Candelieri, Ponti, dan Archetti, 2024). Model dengan konfigurasi hy-
peérparameter yang tidak sesuai dapat mengalami overfirting (terlalu menyesuaikan
diri pada data pelatihan) atau underfitting(gagal menangkap pola penting dari data)
(Tetko, van Deursen, dan Godin, 2024).

; Untuk memperoleh konfigurasi hyperparameter terbaik, berbagai metode
optimasi telah dikembangkan. Dua pendekatan yang paling umum digunakan
agalah Grid Search dan Random Search. Grid Search bekerja dengan mengeval-
uaz§i model pada seluruh kombinasi parameter yang mungkin dalam ruang penca-
rign tertentu, sehingga menghasilkan hasil yang akurat namun memerlukan waktu
Kgmputasi yang besar. Sebaliknya, Random Search memilih kombinasi parameter
sécara acak dalam ruang pencarian, sehingga lebih efisien dan sering kali mampu
me€nemukan kombinasi optimal dengan jumlah iterasi yang lebih sedikit (Fajri dan
l%maj aya, 2023). Selain dua metode tersebut, pendekatan modern seperti Bayesian
Optimization dan Genetic Algorithm juga mulai digunakan karena kemampuannya
memperkirakan area pencarian yang paling menjanjikan berdasarkan hasil sebelum-
nya (Zulfigar, Gamage, Kamran, dan Rasheed, 2022).

Dalam konteks model jaringan saraf seperti Multilayer Perceptron(MLP),
optimasi hyperparameter menjadi sangat krusial karena struktur model yang kom-
pleks dan jumlah parameter yang besar (Zhang, Wang, Wang, Chen, dan Wang,
2023). Nilai hyperparameter seperti jumlah lapisan tersembunyi, jumlah neuron
per lapisan, learning rate, batch size, dan fungsi aktivasi sangat memengaruhi sta-
bifitas proses pelatihan serta kualitas hasil klasifikasi. Pengaturan yang tidak tepat
d%pat menyebabkan konvergensi lambat, performa buruk, atau model yang tidak sta-
bE; Oleh karena itu, kombinasi metode optimasi seperti Grid Search yang dikombi-
n%sikan dengan Cross-Validation sering digunakan untuk menjamin hasil yang tidak
hEﬁya optimal terhadap data pelatihan, tetapi juga konsisten terhadap data validasi.

= Dalam penelitian klasifikasi depresi pada mahasiswa, optimasi hyperparam-
e'ﬁ-ﬁ%‘r berperan penting dalam meningkatkan performa model baik pada algoritma
Rﬁ_ndom Forest maupun MLP-SGD. Melalui optimasi ini, model dapat mencapai
kgseimbangan antara kompleksitas dan kemampuan generalisasi, sehingga hasil
p;rgdiksi menjadi lebih akurat dan stabil. Misalnya, pada MLP-SGD, tuning di-
lakukan terhadap parameter seperti learning rate dan jumlah neuron, sementara pa-
dg Random Forest parameter yang dioptimasi meliputi jumlah pohon (n_estimators)
dgh kedalaman maksimum pohon (max_depth). Dengan pendekatan ini, model tidak
hEI_lya menghasilkan nilai akurasi tinggi, tetapi juga mampu mengenali pola depresi

Ir;éhasiswa dari berbagai faktor akademik, sosial, dan psikologis (Saha dkk., 2024).
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2.8 Data Sekunder

©
Data sekunder dalam penelitian machine learning merupakan data yang

té‘iah tersedia sebelumnya dan dikumpulkan oleh orang lain untuk tujuan tertentu,
kemudian digunakan kembali oleh peneliti sebagai sumber data penelitian (Koch,
Dénton, Hanna, dan Foster, 2021). Penggunaan data sekunder sangat umum dalam
pgnelitian pengajaran mesin karena memungkinkan pengumpulan dataset berskala
bggar yang sulit dilakukan secara mandiri (Koesten, Vougiouklis, Simperl, dan
@coth, 2020). Dalam penelitian akademik, dataset publik seperti Kaggle sangat
SCéing digunakan karena memberikan data yang terstruktur, terdokumentasi, dan
dapat direplikasi oleh peneliti lain.

7 Data sekunder yang dikumpulkan melalui Kaggle digunakan untuk mem-
b@gun model klasifikasi depresi mahasiswa. Algoritma pembelajaran yang diawasi
(sMpervised learning), seperti Random Forest dan Multilayer Perceptron(MLP), da-
p@t mempelajari pola hubungan yang kompleks dan non-linear dengan lebih stabil
saat menggunakan dataset dengan jumlah sampel yang besar. Selain itu, dataset
berskala besar membantu mengurangi kemungkinan overfitting. Overfitting adalah
situasi ketika model terlalu menyesuaikan diri terhadap data pelatihan sehingga
tidak dapat melakukan generalisasi pada data baru (Bradshaw, Huemann, Hu, dan
Rahmim, 2023). Data sekunder divalidasi menggunakan metode cross-validation
k-fold, khususnya 5-fold cross-validation. Cross-validation adalah metode evalu-
asi internal yang membagi dataset menjadi beberapa subset, dengan setiap subset
berfungsi secara bergantian sebagai data validasi dan sisanya digunakan sebagai da-
taspelatihan. Dibandingkan dengan pembagian data tunggal (hold-out), metode ini
n;;cmberikan estimasi performa model yang lebih objektif dan stabil (Teodorescu

dan Obreja Brasoveanu, 2025).

4]
ZE) Data Primer

E- Data primer adalah data yang dikumpulkan secara langsung dari responden
sé:dfsuai dengan tujuan dan konteks penelitian. Berbeda dengan data sekunder, data
pﬁmer memungkinkan peneliti mendapatkan data yang lebih relevan dan kontek-
qg'al dengan populasi sasaran penelitian (Ho, Phua, Wong, dan Goh, 2020). Dalam
penelitian ini, kuesioner Patient Health Questionnaire-9 (PHQ-9) diberikan kepada
n'f:_ﬁhasiswa sebagai representasi dari populasi sasaran.

;? Data primer ini digunakan sebagai data uji eksternal (external test data).
h@@tode ini bertujuan untuk menilai kapasitas model pembelajaran mesin yang telah
&ﬂatlh menggunakan data sekunder ketika diterapkan pada data independen dari

berbagal distribusi (Ho dkk., 2020). Proses evaluasi model menggunakan dataset
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yang tidak terlibat sama sekali dalam tahap pelatihan atau validasi internal dikenal
s.nr agai validasi luar (external validation) (Verma, Bach, dan Mork, 2023). Dalam
penelitian machine learning, khususnya di bidang kesehatan mental, validasi ekster-
nal sangat penting karena dapat menunjukkan seberapa baik model dapat menggen-
eralisasi pada data dunia nyata (He dkk., 2024). Studi terbaru menekankan bahwa
n%})del yang sangat baik pada validasi internal belum tentu berhasil ketika diuji pa-
da-data eksternal, sehingga pengujian menggunakan data primer menjadi langkah
evaluasi yang sangat penting (He dkk., 2024). Karena itu, peran data primer bersi-
fa-zt- evaluatif dan strategis dalam menilai keandalan model, meskipun jumlah data
sgkunder lebih kecil.

240 Patient Health Questionnaire-9 (PHQ-9)
= PHQ-9 merupakan salah satu instrumen skrining depresi yang paling banyak
digunakan dalam praktik klinis dan penelitian kesehatan mental karena mudah di-
ginakan dan mengukur depresi dengan akurat (Kroenke, Spitzer, dan Williams,
2001); (Levis dkk., 2024). Instrumen PHQ-9 dikembangkan oleh Kroenke, Spitzer,
dan Williams, serta telah divalidasi secara luas pada berbagai populasi, termasuk
mahasiswa dan kelompok usia dewasa muda (Gao dan Liu, 2024). Kiriteria yang
ditemukan dalam Diagnostic and Statistical Manual of Mental Disorders (DSM) di-
gunakan oleh PHQ-9 untuk mengukur intensitas gejala depresi. Oleh karena itu,
hasil pengukurannya relevan secara akademik dan klinis (Levis dkk., 2024).

PHQ-9 terdiri dari sembilan pertanyaan yang masing-masing menunjukkan
ggiala depresi utama, termasuk suasana hati depresif, kehilangan minat, masalah
tidur, kelelahan, gangguan konsentrasi, perubahan nafsu makan, dan pikiran untuk
n@nyakiti diri sendiri (Alves, Marci, Cohen-Stavi, Whelan, dan Boussios, 2025).
PE-IQ-9 ini menangkap kondisi depresi terkini dengan meminta responden menilai
fr%kuensi gejala dalam dua minggu terakhir(Alves dkk., 2025).

E- Dalam penelitian ini, skor PHQ-9 digunakan sebagai label kelas (target vari-
aéle) untuk proses klasifikasi. Kategori PHQ-9 diubah menjadi kelas biner (binary
c%zssiﬁcation), yaitu “tidak depresi”’ dan “depresi”’, untuk menyederhanakan pros-
qg—'pelatihan dan evaluasi model (Rolnick dkk., 2020). Pendekatan biner ini umum
dizunakan dalam penelitian berbasis ML karena mampu meningkatkan stabilitas
n'ﬁ_ﬁdel dan mengurangi kompleksitas dibandingkan klasifikasi multi-class (Raith,
K§mp, Stoiber, Jakl, dan Wagner, 2022). PHQ-9 dipilih karena validitasnya yang
tiaggi serta kemudahannya untuk diintegrasikan ke dalam pemodelan klasifikasi
Bérbasis data numerik terstruktur (Rolnick dkk., 2020).
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2.11 Confusion Matrix
2 Dalam penelitian berbasis machine learning, evaluasi performa model men-
jé’zdi aspek penting untuk memastikan bahwa model yang dikembangkan tidak hanya
menghasilkan prediksi, tetapi juga memiliki tingkat keakuratan yang dapat dian-
dalkan (Moulaei, Shanbehzadeh, Mohammadi-Taghiabad, dan Kazemi-Arpanahi,
2§22). Salah satu metode evaluasi yang paling umum digunakan dalam klasifikasi
adalah Confusion Matrix (Pratama dkk., 2023). Confusion Matrix merupakan tabel
dga dimensi yang menggambarkan hubungan antara nilai aktual (true class) dan
n%-ai prediksi (predicted class) dari suatu model klasifikasi (Moulaei dkk., 2022).
Genfusion Matrix terdiri dari empat komponen utama, yaitu True Positive(TP), True
]@gative(TN), False Positive(FP), dan False Negative(FN). Keempat komponen ini
na,’Enjadi dasar untuk menghitung berbagai metrik evaluasi model seperti akurasi,

présisi,recall, spesifisitas, dan FI-score yang ditunjukan pada gambar Gambar 2.2
(Pratama dkk., 2023).

ACTUAL VALLE

= e FP
S
=
-4
FN ™

Gambar 2.2. Diagram Confusion Matrix

Sumber: (Dwinnie dkk., 2023)

Masing-masing metrik tersebut memiliki fungsi yang berbeda dalam menilai

u) JIWE[S] 2Je}S

1

kualitas model. Akurasi mengukur proporsi prediksi yang benar dari keseluruhan

m
d@t_a dan dihitung dengan rumus 2.3:

wy

TP+T

= Akurasi = TN 2.3)

v TP+TN+FP+FN

:? Sementara Recall mengukur kemampuan model dalam mendeteksi seluruh
data positif 2.4:

TP
Recall = —— 2.4)
TP+FN
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Presisi mengukur ketepatan model dalam memprediksi kelas positif 2.5:

TP
Presisi = —— (2.5)
TP+ FP

Fl-score kemudian digunakan untuk memberikan gambaran seimbang an-

dioyeH @

]

—

a presisi dan recall melalui rata-rata harmonis dari keduanya 2.6:

Presisi x Recall
Fl1- =2 2.6
score % Presisi + Recall (2.6)

Dalam konteks penelitian ini, penggunaan Confusion Matrix menjadi sangat

NI W

penting untuk menilai sejauh mana model Random Forest dan MLP-SGD mampu
mengklasifikasikan mahasiswa yang mengalami depresi dan yang tidak. Misalnya,
nilai recall yang tinggi pada model MLP-SGD akan menunjukkan bahwa model
tersebut efektif dalam mengenali mahasiswa dengan gejala depresi(minim FN), se-
niéntara presisi tinggi pada Random Forest dapat menunjukkan bahwa model mam-
pu meminimalkan kesalahan dalam mengklasifikasikan mahasiswa non-depresi se-
bagai depresi(minim FP). Dengan membandingkan nilai-nilai ini, dapat disimpulka-
n model mana yang memiliki kinerja lebih baik secara keseluruhan dalam klasifikasi
depresi.

Selain itu, Confusion Matrix juga berperan dalam memahami bias model
terhadap salah satu kelas, yang sering terjadi pada data tidak seimbang. Dalam
penelitian ini, analisis Confusion Matrix digunakan sebagai dasar untuk mengeval-
uasi dan menginterpretasikan hasil model, bukan sekadar melihat nilai akurasi se-
cara global. Dengan demikian, pemanfaatan Confusion Matrix memberikan gam-
b%{an yang lebih komprehensif dan objektif mengenai performa model klasifikasi

depresi, memastikan hasil penelitian memiliki validitas empiris yang kuat(Helmud,
F'i_‘triyani, Romadiana, dkk., 2024).

2@2 Flask

Flask merupakan micro web framework berbasis bahasa pemrograman

ATU

P§thon yang dirancang untuk pengembangan aplikasi web secara sederhana, fleksi-
tg%, dan ringan, sehingga memungkinkan pengembang membangun aplikasi tanpa
kgiergantungan konfigurasi yang kompleks (Suherlan, Arti, Nabilah, dan Hazimah,
2025). Dalam konteks pengembangan sistem berbasis machine learning, Flask
b;'oTnyak digunakan karena kemampuannya untuk mengintegrasikan model prediksi
kgﬁdalam aplikasi web atau Application Programming Interface(AP]) secara efisien,
s¢hingga hasil pemodelan dapat diakses oleh pengguna akhir melalui antarmuka
bEtbasis web (Narayanan, Balamurugan, Palas, dkk., 2022) GambarGambar 2.3
n@rupakan tampilan dari logo Flask.
w
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Flask

web development,
one drop at a time

Gambar 2.3. Logo Flask
Sumber:(Suherlan dkk., 2025)

NIN Mijiw ejdiodeH @

Flask sering digunakan dalam penelitian machine learning pada tahap de-
ployment model, yaitu proses menerapkan model yang telah dilatih agar dapat di-

n

gunakan secara efektif dalam lingkungan nyata (Suherlan dkk., 2025). Tahap de-
pnl::)yment ini sangat penting karena memungkinkan sistem klasifikasi depresi untuk
dﬁunakan sebagai alat bantu deteksi dini berbasis web yang dapat diakses secara
lgijlgsung oleh pengguna dan tidak hanya berhenti pada tahap pengujian model.

Flask menggunakan konsep routing dalam arsitekturnya, yang berarti bah-
wa fungsi tertentu di sisi server menangani setiap permintaan (request) pengguna
untuk menghasilkan tanggapan yang sesuai (Suherlan dkk., 2025). Model machine
learning seperti Random Forest dan Multilayer Perceptron with Stochastic Gradi-
ent Descent Optimization(MLP-SGD) disimpan dalam bentuk berkas menggunakan
pustaka seperti joblib atau pickle. Selanjutnya, model tersebut dimuat kembali ke
dalam aplikasi Flask untuk melakukan proses prediksi berdasarkan data input dari
pengguna (Dani, Bhople, Waghmare, Munginwar, dan Patil, 2022).

:-uTj Dengan menggunakan Flask, penelitian ini tidak hanya menghasilkan anal-
ists model secara teoretis, tetapi juga memungkinkan penerapan hasil penelitian
dalam bentuk sistem yang fungsional. Beberapa keuntungan penggunaan Flask an-
tga lain sifatnya yang ringan dan fleksibel, sehingga sesuai untuk pengembangan
p@totipe sistem klasifikasi depresi. Selain itu, Flask mendukung pengembangan
sistem end-to-end, mulai dari input data, proses prediksi, hingga penyajian hasil
k§pada pengguna (Narayanan dkk., 2022)). Dengan implementasi berbasis Flask,
pénelitian ini tidak hanya berfokus pada perbandingan kinerja algoritma, tetapi ju-
ég membahas bagaimana hasil pemodelan dapat diterapkan dalam sistem klasifikasi
d;presi mahasiswa yang dapat digunakan secara nyata. Pendekatan ini sejalan de-
n?g:an tren penelitian terkini yang menekankan pentingnya sistem machine learning
ygng aplikatif dalam bidang kesehatan mental (Mulugeta, Zewotir, Tegegne, Juhar,
dan Muleta, 2023).
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2.13 Penelitian Terdahulu
; Beberapa penelitian terdahulu telah membahas penerapan algoritma ma-
cﬁne learning seperti Random Forest(RF) dan Multilayer Perceptron(MLP) dalam
ktasifikasi depresi pada mahasiswa.

- Penelitian yang dilakukan oleh Mohamed et al. dengan judul “Hybrid Ma-
cgine Learning Models for Anxiety Detection in University Students” mengem-
bangkan model hibrida dengan mengombinasikan algoritma Multilayer Percep-
tfon(MLP) dan Random Forest(RF) untuk Klasifikasi tingkat kecemasan mahasiswa
diéKashmir. Hasil penelitian menunjukkan bahwa algoritma Random Forest mampu
mgncapai akurasi sebesar 98,14% dengan nilai Kappa yang tinggi, bahkan pada ke-
145 minoritas. Studi ini menekankan bahwa kombinasi algoritma serta pemilihan pa-
rameter yang tepat dapat menghasilkan performa klasifikasi yang stabil (Mohamed

dRk., 2023).
oo
=

A Deep Learning-based Hybrid Model for Depression Detection” mengusulkan

Penelitian yang dilakukan oleh Mumenin et al. dengan judul “DDNet:

arsitektur DDNet, yaitu stacked ensemble berbasis Multilayer Perceptron(MLP),
Stochastic Gradient Descent(SGD), dan CatBoost. Penelitian ini menggunakan
dataset depresi mahasiswa dan menekankan pentingnya proses optimisasi parame-
ter. Hasil akhir menunjukkan bahwa model DDNet berhasil mencapai akurasi sebe-
sar 99,16%, yang membuktikan bahwa kombinasi arsitektur berbasis MLP-SGD
dengan optimisasi mampu meningkatkan performa klasifikasi depresi secara sig-
nifikan (Mumenin dkk., 2024).

w Penelitian yang dilakukan oleh Saha et al. dengan judul “Ensemble of hy-
b'Eid model based technique for early detecting of depression based on SVM and
n@ml networks” membandingkan algoritma RF dan MLP pada data berbasis fak-
téf sosiodemografis. Penelitian ini menerapkan teknik optimisasi hyperparameter
n%c'nggunakan GridSearchCV untuk memperoleh konfigurasi model terbaik. Hasil
p%lelitian menunjukkan bahwa algoritma RF mencapai akurasi sebesar 94,67%,
sédangkan MLP mencapai 97,33%. Temuan ini menunjukkan bahwa proses hyper-
pErameter tuning yang sistematis berperan penting dalam meningkatkan performa
ail?oritma klasifikasi (Saha dkk., 2024).

™ Penelitian yang dilakukan oleh Masud et al. dengan judul “Effective de-
pression detection and interpretation: Integrating machine learning, deep learning,
lc;§F1guage models, and explainable AI” menggunakan berbagai algoritma, terma-
Sﬂ}% Random Forest(RF) dan Multilayer Perceptron(MLP), untuk klasifikasi depresi
pgc_la mahasiswa di Bangladesh. Penelitian ini juga menerapkan GridSearchCV un-

e
tuk optimasi hyperparameter dan terbukti mampu meningkatkan performa model
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secara signifikan. Setelah dilakukan proses funing, algoritma Random Forest men-
cé}ai akurasi sebesar 91,1% dengan nilai F/-score sebesar 91,6%, sedangkan MLP
nimperoleh akurasi sebesar 81,8% dengan FI-score sebesar 87,8%. Hasil ini me-
nonjukkan bahwa optimasi hyperparameter berperan penting dalam meningkatkan
kEmampuan model mendeteksi depresi secara akurat pada data sosial dan akademik
mahasiswa (Al Masud dkk., 2025)

= Penelitian yang dilakukan oleh Elujide et al. dengan judul “Informatics in
Mc‘%dicine Unlocked: Application of Deep and Machine Learning Techniques for
]\%lti—label Classification Performance on Psychotic Disorder Diseases” menggu-
ngkan algoritma RF dan MLP untuk klasifikasi gangguan psikotik. Namun, hasil
yang diperoleh relatif rendah, yaitu sebesar 64,07% untuk RF dan 58,44% untuk
MLP. Temuan ini mengindikasikan bahwa tanpa konfigurasi hyperparameter yang
optimal, performa algoritma dapat menurun secara signifikan, terutama pada dataset
dgngan kompleksitas multi-label yang tinggi (Elujide dkk., 2021)

Penelitian yang dilakukan oleh Zhao et al. dengan judul “A Machine-
learning-derived Online Prediction Model for Depression Risk in COPD Patients:
A Retrospective Cohort Study from CHARLS” menerapkan berbagai algoritma ma-
chine learning, termasuk RF dan MLP, pada data kesehatan dan ekspresi genetik
untuk mendeteksi risiko depresi. Hasil penelitian menunjukkan bahwa akurasi yang
diperoleh relatif moderat, yaitu sebesar 69,56% untuk RF dan 69,24% untuk MLP,
meskipun telah dilakukan tahap pra-pemrosesan data. Penelitian ini menegaskan
bahwa kualitas data serta strategi pemilihan parameter memiliki pengaruh yang sig-
nifikan terhadap hasil klasifikasi depresi (Zhao, Fang, Cui, dan Bai, 2020).

E- Penelitian berjudul “A Machine Learning Model Using Clinical Notes to Es-
t@ate PHQ-9 Symptom Severity Scores in Depressed Patients” mengembangkan
sébuah model machine learning untuk mengestimasi tingkat keparahan depresi
bgfdasarkan skor Patient Health Questionnaire-9(PHQ-9) dengan memanfaatkan
c%atan klinis sebagai data sekunder. Instrumen PHQ-9 digunakan sebagai ground
t?%t.ﬂ’l, sementara model dilatih untuk mengekstraksi pola linguistik serta informasi
kﬁ_nis dari electronic health records yang berkorelasi dengan gejala depresi.Hasil
ﬁgnelitian menunjukkan bahwa pendekatan ini mampu menghasilkan estimasi sko-
rEHQ-Q dengan kinerja yang baik, sehingga data sekunder berbasis catatan klinis
bErpotensi digunakan sebagai pelengkap data primer kuesioner dalam pengembang-
ag sistem pendukung keputusan kesehatan mental (Alves dkk., 2025)
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BAB 3
METODOLOGI PENELITIAN

Langkah-langkah yang dilakukan dalam penelitian Tugas Akhir ini dapat

| Mulai |

hat pada Gambar Gambar 3.1.

Tahap Perencanaan Penelitian

[dentifikasi Masalah|

Menentukan Tujuan

Menentukan Batasan
Masalah

Studi Litelatur

Tahap Pengumpulan data

Data Sekunder

Data Primer

Tahap Preprocessing

Data Cleaning &
Feature Selection

Enconding

Split Data
Hold out (80:20)

Normalization

Tahap Pelatihan Model

Penerapan Model

Random Forest

MLP-5GD

Optimasi Hyperparameter

GridSearchCV

Evaluasi Model

Evaluasi Perfoma

Model

Haail

Tahap Deployment

Selesai

Gambar 3.1. Flowchart Tahapan Penelitian
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3;1 Tahap Perencanaan Penelitian
3:: Tahap perencanaan penelitian ini disusun secara sistematis untuk memban-
gﬁn dasar yang kuat dalam studi komparatif antara algoritma Random Forest(RF)
dan Multilayer Perceptron dengan optimasi Stochastic Gradient Descent(MLP-
SGD) pada klasifikasi depresi mahasiswa. Tahapan ini mencakup proses identifikasi
w
ngasalah, menentukan tujuan, menentukan batasan masalah, serta studi literatur.
Seluruh tahapan tersebut digambarkan dalam flowchart penelitian yang berfungsi
ugtuk memastikan arah penelitian tetap fokus, relevan, dan terukur. Pendekatan
yapg digunakan menekankan pada peningkatan akurasi model melalui optimasi hy-
peiparameter menggunakan GridSearchCV, sehingga hasil klasifikasi yang diper-

ofeh memiliki performa terbaik.

o
3.1 Identifikasi Masalah

= Prevalensi depresi di kalangan mahasiswa cukup tinggi, mencapai 30,6%
s€cara global dan 22,4% di Indonesia. Metode tradisional seperti wawancara kli-
nis dinilai subjektif dan kurang efisien untuk populasi besar. Pendekatan machine
learning, seperti Random Forest yang tahan terhadap overfitting dan MLP-SGD
yang mampu menangkap pola non-linear kompleks. Namun, penelitian yang mem-

bandingkan kedua algoritma ini dengan optimasi hyperparameter masih terbatas.

3.1.2 Menentukan Tujuan

Penelitian ini bertujuan membandingkan performa Random Forest dan
MLP-SGD dalam klasifikasi depresi mahasiswa menggunakan metrik accuracy,
p¥ecision, recall, dan F1-score, setelah optimasi GridSearchCV. Hyperparameter
yﬁng dioptimasi mencakup learning rate dan jumlah neuron tersembunyi untuk
h@P—SGD, serta n_estimators dan max_depth untuk Random Forest. Diharapkan

niodel yang dihasilkan akurat, efisien, dan memiliki kemampuan generalisasi yang

baik.
ar
3%.3 Menentukan Batasan Masalah
i Batasan masalah ditetapkan untuk memastikan bahwa penelitian tetap bera-

w

q%'dalam ruang lingkup yang telah ditentukan, sehingga fokus kajian tidak melebar
dan tujuan penelitian dapat dicapai secara optimal. Penelitian ini difokuskan pa-
dg’permasalahan klasifikasi biner, yaitu depresi dan non-depresi, dengan meman-
f@tkan Student Depression Dataset dari Kaggle sebagai data sekunder serta data
pamer yang diperoleh melalui kuesioner Patient Health Questionnaire-9(PHQ-9).

Proses optimasi model dilakukan menggunakan metode GridSearchCV de-

BA

n§im pendekatan 5-fold cross-validation untuk memperoleh konfigurasi hyperpa-

b
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rameter yang optimal. Evaluasi kinerja model didasarkan pada metrik yang ditu-
L)
I”lekan dari confusion matrix, meliputi accuracy, precision, recall, dan F1-score,
a memberikan gambaran performa model secara komprehensif.Implementasi
I g |y P P
hasil pemodelan ke dalam sistem nyata secara sederhana,tanpa mencakup pengem-

bangan sistem berskala besar atau implementasi lanjutan yang kompleks.
N

344 Studi Pustaka

- Tahap ini mencakup penelaahan berbagai penelitian terdahulu terkait pen-
efapan machine learning dalam klasifikasi depresi. Sumber studi berasal dari liter-
a#dr relevan, baik jurnal nasional maupun internasional, yang membahas penerapan

I{é’ndom Forest dan MLP-SGD dalam klasifikasi depresi pada mahasiswa.

w

32 Tahap Pengumpulan Data
A Tahap pengumpulan data dalam penelitian ini dilakukan melalui dua sum-
bgr, yaitu data sekunder dan data primer. Data sekunder diperoleh dari platform
Kaggle berupa Student Depression Dataset yang digunakan sebagai data pelatihan
(training data) dalam pemodelan dan evaluasi klasifikasi depresi mahasiswa meng-
gunakan algoritma Random Forest dan Multilayer Perceptron-Stochastic Gradient
Descent(MLP-SGD) dengan optimasi hyperparameter GridSearchCV. Dataset ini
dipilih karena memiliki jumlah data yang besar, atribut yang relevan dengan as-
pek demografis, akademik, dan psikososial, serta telah digunakan dalam penelitian
sebelumnya.

Selain itu, data primer dikumpulkan melalui penyebaran kuesioner Patient
Health Questionnaire-9(PHQ-9) kepada mahasiswa aktif Universitas Islam Negeri
S%ltan Syarif Kasim Riau dan digunakan sebagai data uji eksternal (external testing
d‘@a) untuk menilai kemampuan generalisasi model. Seluruh proses pengumpulan
data dilakukan dengan memperhatikan prinsip etika penelitian, kerahasiaan identi-
ta:s' responden, serta validasi profesional, sehingga data yang diperoleh layak dan
dg‘}’)at dipertanggungjawabkan secara ilmiah dan klinis.

35&].1 Data Sekunder
LZ': Dataset diambil dari platform Kaggle melalui Student Depression Dataset
(#yw.kaggle.com/datasets/adilshamim8/student-depression-dataset).

D',._ﬁtaset ini berisi 27.901 entri data mahasiswa dengan 18 atribut yang meliputi

uﬁa, tekanan akademik, kepuasan belajar, kebiasaan tidur, dukungan sosial, dan

= .
(LIE,PI‘GSI.
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Tabel 3.1. Karakteristik Data

> REIMEBYSNS NPN AY e aeH @

Nama Atribut  Keterangan Nilai / Contoh

Gender Jenis kelamin Laki-laki, Perempuan

Age Usia responden 21, 23, 25, dll

City Kota tempat tinggal Delhi, Mumbai, Bangalore, dll
Profession Status responden Mahasiswa, Pekerja Profesional

Academic Pres-
sure

Work Pressure
CGPA

Study Satisfac-
tion

Job Satisfaction

Sleep Duration

Tekanan akademik

Tekanan kerja
Indeks prestasi kumulatif

Kepuasan belajar

Kepuasan kerja
Durasi tidur

1.0, 2.0,3.0,4.0,5.0

1.0, 2.0, 3.0,4.0,5.0
3.32,3.45,dll
1.0,2.0,3.0,4.0,5.0

1.0, 2.0, 3.0,4.0,5.0
5-6 Jam, ; 5 Jam, 7-8 Jam, ¢ 8 Jam

Dietary Habits Pola makan Sehat, Seimbang, Tidak Sehat
Degree Jenjang pendidikan SMA, S1, S2,S3
Suicidal Pikiran bunuh diri Tidak, Ya
Thoughts
14 Work/Study Durasi kerja/belajar 3.0, 9.0, 10.0, dll
Hours
15 Financial Stress  Tekanan finansial 1.0,2.0,3.0,4.0,5.0
16 Family History = Riwayat penyakit mental Tidak, Ya
17 Depression Variabel target 1 = Depresi, 0 = Tidak
18 Id Identifier unik 1,2, 3, dst

Tabel Tabel 3.1 menunjukkan atribut pada dataset yang mencakup aspek
dédmografis, akademik, psikososial, dan perilaku kesehatan. Seluruh data telah di-
a%‘onimkan untuk menjaga kerahasiaan identitas responden. Dataset tersebut dinilai
rghp'resentatif karena mencerminkan karakteristik populasi mahasiswa secara umum.

E Dataset ini juga telah digunakan oleh beberapa peneliti sebelumnya dalam
sfudi yang berfokus pada klasifikasi depresi mahasiswa menggunakan berbagai al-
ggyitma machine learning (Verdiana dkk., 2025);(Effendi, Irianto, Fauzi, dan Vi-
triani, 2025);(Sonjaya dkk., 2025). Hal ini menunjukkan bahwa dataset tersebut
té:'fl;_ah teruji dan diakui secara empiris dalam konteks penelitian kesehatan mental
l;grbasis data.Dalam penelitian ini, dataset Kaggle tersebut digunakan sebagai da-
ti:pelatihan(training data) untuk membangun dan membandingkan model klasi-
ﬁ%asi depresi mahasiswa menggunakan algoritma Random Forest(RF) dan Multi-
ldﬂziyer Perceptron dengan optimisasi Stochastic Gradient Descent(MLP-SGD) guna

Im??mperoleh model yang paling optimal dan akurat.

"
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3.2.2 Data Primer

; Selain menggunakan data sekunder, penelitian ini juga memanfaatkan data
ptimer yang diperoleh melalui penyebaran kuesioner Patient Health Questionnaire-
9(PHQ-9) kepada mahasiswa aktif Universitas Islam Negeri Sultan Syarif Kasim
Riau (Lampiran B). Jumlah responden yang berhasil dihimpun dalam penelitian
i% sebanyak 120 responden, yang berasal dari 8 fakultas yang ada di lingkung-
an-UIN Sultan Syarif Kasim Riau (Tarbiyah dan Keguruan, Syariah dan Hukum,
ﬁékwah dan Komunikasi, Ekonomi dan Ilmu Sosial, Sains dan Teknologi, Per-
taélian dan Peternakan, Ushuluddin, serta Psikologi). Responden mencakup ma-
hgsiswa dari berbagai jenjang pendidikan, mulai dari Sarjana(S1), Magister(S2),
hihgga Doktor(S3), sehingga data yang diperoleh merepresentasikan variasi tingkat
agademik mahasiswa. Berdasarkan karakteristik demografis, responden terdiri dari

mihasiswa berjenis kelamin laki-laki dan perempuan yang ditunjukan pada tabel

Tabel 3.2

Tabel 3.2. Karakteristik Responden Data Primer

Karakteristik Keterangan

Jumlah responden 120 mahasiswa aktif

Asal institusi UIN Sultan Syarif Kasim Riau
Fakultas 8 fakultas

Jenjang pendidikan S1, 82,83

Jenis kelamin Laki-laki dan Perempuan

o Data primer digunakan sebagai data uji eksternal (external testing data)
uﬁtuk mengevaluasi kemampuan generalisasi model klasifikasi depresi yang se-
bglumnya telah dilatih menggunakan dataset sekunder dari Kaggle. Patient Health
@estionnaire-Q(PHQ-% merupakan instrumen skrining depresi yang terdiri dar-
izsembilan pertanyaan mengenai gejala utama depresi yang dinilai berdasarkan
frekuensi kemunculannya selama dua minggu terakhir, sebagaimana ditunjukkan

pada Tabel Tabel 3.3.
o

Tabel 3.3. Instrumen Pernyataan PHQ-9

-

nery wisey juaedAg uejng jo Ajsi

No Kode Pernyataan
1 PHQ!I Kurang berminat atau merasa tidak tertarik melakukan aktivitas
sehari-hari
2 PHQ2  Merasa sedih, murung, atau putus asa
3 PHQ3 Mengalami kesulitan tidur atau tidur berlebihan
4 PHQ4  Merasa lelah atau kehilangan energi
5 PHQS5 Mengalami penurunan atau peningkatan nafsu makan
6 PHQ6  Merasa buruk terhadap diri sendiri atau merasa gagal

26



AVTH VHENS NIN

P

B,

‘nery eysng Nin Jelem Buek uebunuaday ueyiBniaw yepn uedinBuad 'q

‘NEN BYSNS NN Wiz edue) undede ymuaqg wejep i syny eAiey yninjas neje ueibeges syefueqiadwsaw uep uejwnwnBuaw Buele)q 'z
‘yejesew njens ueneluy neje yuuy vesnuad ‘uesode] ueunsnAuad ‘yeiw) efsey uesiinuad ‘ueyauad ‘ueyipipuad ueBunuaday ymun efuey vedynbusy e

)~

%

£
!

"

:18quINs ueyIngaAusiu uep ueywmuesuaw edue) jul sin) eAiey yrnunjas neje ueibegaes dynBuaw Buesejq 'L

Buepun-Buepun 1Bunpuijig e1did yey

Tabel 3.3 Instrumen Pernyataan PHQ-9 (Lanjutan)

© No Kode Pernyataan
{;I} 7 PHQ7 Mengalami kesulitan berkonsentrasi, misalnya saat belajar atau
Cal) membaca
L 8 PHQS8  Bergerak atau berbicara lebih lambat dari biasanya, atau sebaliknya
_:;r menjadi sangat gelisah

9 PHQY9 Memiliki pikiran untuk menyakiti diri sendiri atau merasa lebih baik
i mati
=
G

Setiap item dinilai menggunakan skala Likert empat tingkat (0-3), sehingga
mienghasilkan skor total dalam rentang 0-27, di mana skor yang lebih tinggi me-
ngjnjukkan tingkat keparahan depresi yang lebih besar. Dalam penelitian ini, skor
PﬁIQ—9 digunakan sebagai dasar pelabelan data primer dan ditransformasikan men-
j%i klasifikasi biner, yaitu Tidak Depresi (skor < 10) dan Depresi (skor > 10).
Jaimlah responden yang berhasil dihimpun dalam penelitian ini sebanyak 120 re-
sﬁonden. Data primer tersebut digunakan sebagai data uji eksternal (external test-
ing data) untuk mengevaluasi kemampuan generalisasi model klasifikasi depresi
yang sebelumnya telah dilatih menggunakan dataset sekunder dari Kaggle. Am-
bang batas tersebut dipilih karena memiliki validitas klinis yang baik serta dinilai
lebih sesuai untuk meningkatkan stabilitas dan kemudahan evaluasi model machine
learning. Seluruh hasil pengisian kuesioner PHQ-9 telah melalui validasi profe-
sional oleh Psikolog Rumah Sakit Jiwa(RSJ) Tampan dan dikonsultasikan dengan
KLC Psychology yang ditampilkan pada (Lampiran A) dan (Lampiran D), sehingga

pg%abelan data primer dapat dipertanggungjawabkan secara klinis dan etis.

—

3?3 Pre-processing Data
Tahap preprocessing data merupakan langkah penting dalam penelitian i-

BIS]

nguntuk memastikan bahwa dataset berada dalam kondisi optimal sebelum digu-

U

nakan pada proses pelatihan model machine learning. Oleh karena itu, dilakukan
sg_angkaian tahapan pra-pemrosesan yang meliputi pembersihan dan seleksi fitur,
tiansformasi variabel (encoding), pembagian data, dan normalization. Proses ini
b?EEtujuan agar seluruh fitur memiliki format dan skala yang seragam serta sesuai
dgngan kebutuhan algoritma yang digunakan, yaitu Random Forest dan Multilayer
ng’ceptmn (MLP).

i

3';3.1 Pembersihan Data dan Seleksi Fitur (Data Cleaning & Feature Selec-
tion)

i

eAgu

Tahap ini diawali dengan proses penyaringan data (filtering) untuk memas-
tiian bahwa populasi penelitian hanya mencakup responden dengan status sebagai

nﬁhasiswa. Pada tahap ini, variabel-variabel yang tidak relevan dengan konteks
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analisis depresi pada mahasiswa dihapus guna meminimalkan potensi bias infor-
ﬁgési. Langkah berikutnya adalah pembersihan data, yang mencakup penanganan
téthadap entri yang tidak lengkap (missing values), penghapusan data duplikat, serta
data yang mengandung nilai ekstrem atau tidak logis. Tahapan ini penting dilakukan
untuk menjaga kualitas dan mencegah bias yang dapat mengganggu kinerja model
o am melakukan klasifikasi. Terakhir, dilakukan pemeriksaan terhadap konsisten-
sipada label target guna memastikan bahwa hanya terdapat dua kelas utama, yaitu
lj"__é_ipresi(l) dan Tidak Depresi(0), sesuai dengan pendekatan klasifikasi biner dalam
pczpelitian ini.
3(;5.2 Transformasi Fitur Kategorikal (Encoding)
s Algoritma machine learning tidak dapat memproses data non-numeric se-
c%a langsung, maka fitur yang bersifat kategorikal dikonversi ke dalam bentuk nu-
mierik menggunakan metode Label Encoding. Fitur kategorikal ditransformasikan

nienggunakan dua pendekatan berbeda sesuai dengan karakteristik datanya:

1. Ordinal Encoding (Pemetaan Manual): Diterapkan pada fitur yang memi-
liki tingkatan atau urutan logis (ordinal).

e Sleep Duration: Dilakukan pemetaan manual untuk memastikan u-
rutan waktu yang logis (misalnya: ”5-6 hours” diberi nilai 0, hingga
”7-8 hours” diberi nilai 3). Hal ini penting agar model dapat mem-
pelajari pola bahwa durasi tidur yang lebih lama memiliki bobot nilai

yang lebih besar.

e Degree: Dilakukan penyederhanaan kategori (binning) dari 28 vari-
asi jurusan menjadi 4 tingkatan jenjang pendidikan (0=SMA/Class
12, 1=UndergraduatelS1, 2=Master/S2, 3=PhD/S3). Teknik ini, yang
disebut sebagai Feature Engineering, bertujuan mengurangi dimensi

data agar model MLP dapat konvergen lebih optimal.

0

Label Encoding: Diterapkan pada fitur nominal atau biner yang tidak
memiliki tingkatan hierarkis, seperti Gender, Dietary Habits, Have you ever
had suicidal thoughts?, dan Family History of Mental Illness. Setiap kate-

[ng JO AJISIdATU) JTWE[S] 2}B)§

gori unik dikonversi menjadi representasi bilangan bulat(0 dan 1).

Dengan penerapan kedua metode tersebut, seluruh fitur kategorikal berhasil
di;konversi menjadi bentuk numerik yang sesuai untuk kebutuhan algoritma klasi-
fileasi, tanpa menghilangkan struktur informasi penting yang terkandung dalam
Lt

asing-masing variabel.

Ly |
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3.3.3 Pembagian Data (Data Splitting)

; Setelah data diubah ke numerik, dataset dibagi menjadi data latih(80%)
dan data uji(20%) menggunakan rrain-test split. Proses pembagian dilakukan se-
cara Acak Terstratifikasi(Stratified Random Sampling) berdasarkan variabel tar-
get(Depresi) untuk menjaga proporsi kelas Depresi dan Tidak Depresi tetap seim-
bgng di data latih dan data uji. Strategi ini penting untuk mengatasi ketidakseim-
bangan kelas dan memastikan evaluasi model yang objektif. Data latih digunakan
utituk pelatihan dan validasi model, sedangkan data uji digunakan untuk mengukur
pczrforma model dengan metrik accuracy, precision, recall, FI-score, dan confusion
MAITix.

3.3.4 Normalisasi Data (Feature Scaling)

Tahapan terakhir dalam pra-pemrosesan adalah normalisasi data menggu-
ngkan metode Min-Max Scaling. Teknik ini mengubah rentang nilai fitur numerik
nienjadi antara O dan 1. Normalisasi diperlukan agar semua fitur(seperti Age, CG-
PA) berada pada skala yang sama dan tidak ada atribut yang mendominasi proses
pembelajaran, terutama pada algoritma MLP yang sensitif terhadap perbedaan skala
input. Proses ini dilakukan menggunakan fungsi MinMaxScaler () dengan rumus
transformasi sebagai berikut:

Snorm =~ (3.1)
Xmax — Xmin
Langkah ini memastikan distribusi data menjadi lebih seragam sehingga

m@mpercepat dan menstabilkan proses konvergensi model pada saat pelatihan.
=

3@ Penerapan Model

I:T' Tahapan penerapan model merupakan inti dari penelitian ini karena pada
tz'i':-hap ini dilakukan proses pelatihan dan pengujian algoritma machine learning
yg;ng digunakan untuk melakukan klasifikasi depresi pada mahasiswa. Dua algorit-
nga yang diterapkan adalah Random Forest(RF) dan Multilayer Perceptron dengan
S%Chastic Gradient Descent(MLP-SGD). Kedua model ini dipilih karena memiliki
k@nampuan yang kuat dalam menangani data multivariat dan mampu melakukan
pEoses klasifikasi biner dengan performa yang kompetitif.

35.1 Random Forest

= Dalam penelitian ini, model Random Forest menggunakan scikit-learn de-
ngan parameter dasar yang kemudian dioptimalkan menggunakan GridSearchCV
uE‘_tuk menemukan kombinasi parameter terbaik.Parameter utama yang dis-

ot
eswaikan antara lain jumlah estimator (n_estimators), kedalaman maksimum po-
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hon (max_depth), dan jumlah fitur yang dipertimbangkan pada setiap percaban-
gél;l (max_features). Proses optimasi dilakukan dengan menggunakan teknik cross-
véilidation guna memastikan bahwa hasil model tidak hanya baik pada data latih

tetapi juga mampu beradaptasi dengan data uji.
=

3:4.2 Multilayer Perceptron dengan Stochastic Gradient Descent(MLP-SGD)

3 Penggunaan MLP-SGD pada penelitian ini dipilih karena mampu
nﬁnangkap hubungan non-linear antar fitur yang mungkin tidak dapat ditangani
dengan baik oleh model berbasis pohon. Selain itu, penerapan activation function
séerti ReLU pada lapisan tersembunyi membantu model dalam mempelajari pola
yﬁlg kompleks dalam data, sedangkan fungsi sigmoid pada lapisan output digu-
nakan untuk menghasilkan probabilitas klasifikasi biner antara kelas Depresi dan
T%lak Depresi. Proses pelatihan MLP dilakukan dengan jumlah epoch yang cukup
uftuk mencapai kestabilan loss, disertai penerapan early stopping untuk mencegah
tétjadinya overfitting.

3.5 Optimasi Hyperparameter

Tahap optimasi hyperparameter bertujuan untuk memperoleh konfigurasi
model dengan performa terbaik pada data latih. Proses ini dilakukan menggunakan
metode GridSearchCV, yang secara sistematis menguji berbagai kombinasi parame-
ter berdasarkan hasil cross-validation sebanyak 5-fold. Pendekatan ini memastikan
model tidak hanya menyesuaikan diri dengan data latih (overfitting), tetapi juga
mampu melakukan generalisasi terhadap data baru.

n Pada algoritma Random Forest, parameter yang dioptimasi meliputi jum-
l% pohon dalam ensemble (n_estimators) dan kedalaman maksimum pohon
(fiax_depth). Sedangkan pada MLP-SGD, parameter yang disesuaikan mencakup
lenlah neuron pada lapisan tersembunyi (hidden_layer_sizes), laju pembelajaran
awal (learning _rate _init), serta fungsi aktivasi (activation: ReLU, tanh). Solver dite-
tgkan pada ‘sgd‘ karena penelitian ini berfokus pada optimasi algoritma Stochastic
(%adient Descent sebagai metode pembaruan bobot.GridSearchCV mengevaluasi
sa_uruh kombinasi parameter menggunakan metrik akurasi, kemudian memilih kon-
ﬁgurasi dengan performa tertinggi ditunjukan pada (Lampiran C). Melalui proses
i@ model yang dihasilkan menjadi lebih stabil, adaptif, dan memiliki kemampuan

prediksi yang lebih baik terhadap data yang belum pernah dilihat sebelumnya.

.

3& Evaluasi Model

Evaluasi model dilakukan untuk menilai sejauh mana performa algorit-

\ Random Forest dan Multilayer Perceptron-SGD(MLP-SGD) dalam mengklasi-

glmi
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ﬁka51kan status depresi mahasiswa secara akurat. Setelah proses pelatihan dan op-
tl.inam hyperparameter menggunakan GridSearchCV, kedua model diuji pada data
ui} yang terpisah dari data latih guna mengukur kemampuan generalisasi terhadap
data baru.

- Metrik evaluasi yang digunakan meliputi Accuracy, Precision, Recall, dan
F;-Score. Accuracy mengukur persentase prediksi yang benar, precision menilai
kualitas prediksi positif, recall mengukur kemampuan model dalam mendeteksi se-
nga kasus positif yang sebenarnya, dan F/-score memberikan gambaran keseim-
bazngan antara precision dan recall. Selain itu, confusion matrix juga digunakan un-
tyk melihat distribusi prediksi benar dan salah pada masing-masing kelas (Depresi
dan Tidak Depresi). Tahapan ini bertujuan untuk memberikan gambaran kompre-
hensif mengenai performa kedua algoritma setelah melalui proses optimasi.
35' Tahap Deployment

- Tahap deployment dilakukan dengan mengimplementasikan model machine
learning terbaik ke dalam sistem berbasis web menggunakan framework Flask. A-
plikasi ini memungkinkan pengguna untuk memasukkan data karakteristik maha-
siswa dan memperoleh hasil prediksi status depresi secara real-time. Deployment
bertujuan untuk menunjukkan bahwa model yang dikembangkan tidak hanya memi-
liki performa yang baik secara akademik, tetapi juga dapat diterapkan sebagai sis-
tem pendukung keputusan awal dalam skrining depresi mahasiswa.
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil penelitian dan analisis yang telah dilakukan pada klasi-

ﬁgasi depresi mahasiswa menggunakan algoritma Random Forest dan Multilayer
Perceptron dengan Stochastic Gradient Descent(MLP-SGD), maka dapat disim-

ptilkan sebagai berikut:
;1. Penerapan algoritma Random Forest dan Multilayer Perceptron dengan S-
w tochastic Gradient Descent(MLP-SGD) menunjukkan bahwa kedua mod-
® el mampu melakukan klasifikasi depresi mahasiswa dengan performa yang
g baik. Namun, berdasarkan hasil evaluasi komparatif, MLP-SGD secara kon-
A sisten menunjukkan kinerja yang sedikit lebih unggul pada metrik accuracy,
ﬂcj Fl-score, dan AUC-ROC, baik pada data sekunder maupun pada pengujian

-

1IeAQ,UBI[NG JO AJISIIATU) DIWE]S] 2J}S

t
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data primer berbasis kuesioner PHQ-9. Hal ini terlihat dalam menjaga kese-
imbangan antara recall dan FI-score yang krusial untuk klasifikasi depresi,
sehingga model ini lebih efektif dalam memodelkan hubungan kompleks
dan nonlinier pada data depresi mahasiswa.

Optimasi hyperparameter menggunakan GridSearchCV terbukti mem-
berikan peningkatan performa pada kedua algoritma. Random Forest me-
nunjukkan peningkatan yang stabil dan konsisten pada hampir seluruh
metrik evaluasi, mencerminkan karakteristiknya sebagai algoritma ensem-
ble yang robust. Sementara itu, pada MLP-SGD, optimasi hyperparame-
ter mampu meningkatkan kemampuan diskriminatif dan generalisasi model,
sehingga menghasilkan performa yang lebih optimal dibandingkan konfig-
urasi baseline.

Konfigurasi hyperparameter terbaik pada MLP-SGD, yaitu penggunaan dua
hidden layer dengan kombinasi(64, 32) neuron, learning rate sebesar 0,01,
momentum sebesar 0,9, serta fungsi aktivasi tanh, menghasilkan performa
tertinggi dengan nilai accuracy sebesar 0,8366, Fl-score sebesar 0,8345,
dan AUC-ROC sebesar 0,9137. Berdasarkan hasil tersebut, MLP-SGD de-
ngan optimasi hyperparameter ditetapkan sebagai model klasifikasi depresi

mahasiswa terbaik dalam penelitian ini.

Saran

Berdasarkan hasil penelitian yang telah dilakukan, pengembangan peneli-

selanjutnya disarankan untuk mengeksplorasi metode optimasi hyperparameter

66
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yang lebih adaptif dan efisien, seperti Bayesian Optimization atau Random Search,
gila mencakup ruang pencarian parameter yang lebih luas dalam waktu yang lebih
sgi_gkat. Selain itu, eksperimen lebih lanjut pada variasi arsitektur jaringan saraf
yang lebih kompleks serta penerapan strategi pembelajaran tambahan perlu di-
lakukan untuk meningkatkan stabilitas performa, khususnya dalam menekan ke-
sgahan klasifikasi false negative yang sangat krusial dalam konteks kesehatan men-
tal-mahasiswa. Integrasi model ke dalam sistem pendukung keputusan yang lebih
dinamis pada platform website yang diharapkan dapat memberikan rekomendasi
ilgervensi kesehatan mental secara otomatis dan real-time bagi pengguna yang teri-
dentifikasi memiliki risiko depresi.

nely eysn
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pada Fakultas Sains dan Teknologi UIN Suska Riau, kami bermaksud mengirimkan
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Program Studi/Smt : Sistem Informasi / 7
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KLC. KLC PSYCHOLOGY
Education & Psychology  JI. Sekuntum Raya No. 33 C, Kelurahan Delima, Pekanbaru, Riau, 28290 Tel: 0821-
psychology  6045-9759| Web: https://klc-edp.com | Email: info@klc-edp.com

SURATKETERANGAN VALIDASI DATA
No.09.113/KLC-Psy/1/2026

Yang bertanda tangan dibawah ini :

Nama : Masni Kamallia S.Psi,.M.Psi
Jabatan : Direktur KLC.Psycholgy

Menerangkan dengan sesungguhnya bahwa yang bersangkutan dibawah ini :

Nama : Fatimah Azzahra
NIM : 12250324568

Program Studi : Sistem Informasi
Instansi : UIN Suska Riau

Telah melakukan Validasi Data di KLC Psychology yang berada dibawah naungan KLC
Educational & Psychologi pada taggal: 24 Desember 2026. Validasi data yang dilakukan oleh
Fatimah Azzahra bertujuan untuk memastikan keakuratan dan keandalan data yang digunakan
dalam penelitiannya yang berjudul “Perbandingan Kinerja Algoritma Random Forest dan
Multilayer Perceptron-SGD dalam Klasifikasi Depresi Mahasiswa™ dan telah mengikuti
prosedur serta peraturan yang berlaku di KLC Psychology.

Demikian surat keterangan ini dibuat untuk digunakan sebagaimana mestinya.

Pekanbaru, 10 Januari 2026
Pemberi keterangan
Direktur KLC Psychology

Education & Psycholg

Masni Kamallia S.Psi,. M.Psi

Gambar A.2. Surat Izin Validasi data
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impiran 1: Hasil Eksperimen 10 Terbaik MLP-SGD (GridSearchCV)

No | Activation | Alpha | Hidden Layer | LR Init | Accuracy | Precision | Recall | F1-Macro
1 tanh 0,0001 (64, 32) 0,01 0,8457 0,8451 |0,8427 | 0,8436
2 tanh 0,0010 (64, 32) 0,010 0,8457 0,8451 |0,8427 | 0,8436
3 relu 0,0001 (64, 32) 0,001 0,8441 0,8435 |0,8408 | 0,8419
4 relu 0,0010 (64, 32) 0,001 0,8441 0,8435 [0,8408 | 0,8419
5 tanh 0,0001 (128, 64) 0,01 0,8442 0,8436 |0,8408 | 0,8419
6 tanh 0,0010 (128, 64) 0,01 0,8442 0,8436 |0,8408 | 0,8419
7 relu 0,0010 (128, 64) 0,01 0,8442 0,8439 |0,8405| 0,8418
8 relu 0,0001 (128, 64) 0,01 0,8439 0,8438 |0,8400 | 0,8415
9 relu 0,0001 (64, 32) 0,01 0,8430 0,8415 |0,8421 | 0,8415

10 relu 0,0010 (64, 32) 0,01 0,8431 0,8420 |0,8420 | 0,8416

1mpiran 2: Hasil Eksperimen 10 Terbaik Random Forest (GridSearchCV)

\ooo\loxm-huw—gf

—_
=]

N estimators | Max depth

100
300
300
300
300
100
300
200
200
200

10
15
None
25
10
15
15
25
None
15

Min split
5
5
10
10
5
10
10
10
10
5

Min leaf

I L "2 (SR (ST (SR (ST S (S

0,8413
0,8412
0,8411
0,8411
0,8411
0,8409
0,8409
0,8408
0,8408
0,8407

Akurasi

Precision
0,8404
0,8403
0,8401
0,8401
0,8404
0,8401
0,8399
0,8400
0,8400
0,8398

Recall
0,8383
0,8382
0,8381
0,8381
0,8377
0,8379
0,8378
0,8378
0,8378
0,8377

F1-score
0,8392
0,8390
0,8389
0,8389
0,8388
0,8388
0,8387
0,8387
0,8387
0,8386
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