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D

Eﬂ)s@ak—Anallsls sentimen merupakan salah satu metode pentmg untuk memahami persep51 pengguna terhadap aset kripto seperti
ﬁtcﬁn yangpergerakan harganya sangat dipengaruhi oleh opini publik. Penelitian ini bertujuan untuk mengklasifikasikan sentimen
O] entar pengguna pada platform X ke dalam dua kelas, yaitu positif dan negatif, menggunakan algoritma Decision Tree C4.5. Dataset

kom
yan, C 1gunaf<?1n berjumlah 5.000 komentar berbahasa Indonesia yang diperoleh melalui proses web scraping dan telah melalui tahapan
preprocessing-teks serta ekstraksi fitur menggunakan TF-IDF. Model dilatih menggunakan skema pembagian data 70% data latih dan
% data u]I—Hasﬂ evaluasi menunjukkan bahwa model C4.5 memperoleh akurasi sebesar 78%. Pada kelas positif, model mencapai
ai recall yang sangat tinggi sebesar 0.99 dengan F1-score sebesar 0.83, yang menunjukkan kemampuan model yang sangat baik
dalam menggglah komentar positif. Sebaliknya, pada kelas negatif diperoleh recall sebesar 0.51 dengan F1-score sebesar 0.67, meskipun
;ﬁ-\‘;:cision-ny.a.tiinggi sebesar 0.97. Perbedaan performa antar kelas ini dipengaruhi oleh distribusi data yang tidak sepenuhnya seimbang,
d mana junilah komentar positif lebih dominan dibandingkan komentar negatif, sehingga model cenderung lebih sensitif terhadap
kelas mayoritas. Secara keseluruhan, hasil penelitian menunjukkan bahwa algoritma Decision Tree C4.5 cukup efektif untuk klasifikasi
sEntimen Bifcoin berbahasa Indonesia, namun masih memiliki keterbatasan dalam mengenali kelas minoritas. Penelitian selanjutnya
(fgpat mengkaji penerapan teknik penanganan data tidak seimbang atau algoritma yang lebih kompleks untuk meningkatkan
keseimbangan performa antar kelas.

Q
lglta kunci: Sentimen; Bitcoin; Decision Tree C4.5; TF-IDF; Klasifikasi Teks

%stract-Sentiment analysis is an important method for understanding user perceptions of cryptocurrency assets such as Bitcoin,
ose price movements are strongly influenced by public opinion. This study aims to classify user sentiment from comments posted
on the X platform into two classes, namely positive and negative, using the Decision Tree C4.5 algorithm. The dataset consists of 5,000
- Indonesian-language comments collected through a web scraping process and processed through text preprocessing and TF-IDF—based
fGature extraction. The model was trained using a 70% training data and 30% testing data split. The evaluation results show that the

.5 model achieved an accuracy of 78%. For the positive class, the model obtained a very high recall of 0.99 with an F1-score of
(B3, indicating strong performance in identifying positive comments. In contrast, the negative class achieved a recall of 0.51 with an
Fd-score of 0.67, despite having a high precision of 0.97. The disparity in performance between classes is influenced by the data
- dibtribution, which is not fully balanced, with positive comments being more dominant than negative ones, causing the model to be
. mpre sensitive to the majority class. Overall, the results indicate that the Decision Tree C4.5 algorlthm is sufficiently effective for
Ifidonesian- laﬁguage Bitcoin sentiment classification, although it still has limitations in recognizing the minority class. Future research
may explore;the application of data imbalance handling techniques or more advanced algorithms to improve the balance of
c%smﬁcatloﬁ:performance across classes.

Keywords: Sentiment; Bitcoin; Decision Tree C4.5; TF-IDF; Text Classification

U
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1. PENDAHULUAN

Pérkembang'an teknologi digital telah mengubah cara masyarakat dalam berinteraksi dan menyampaikan opini melalui
media sosial. X menjadi salah satu platform yang banyak digunakan untuk membicarakan isu-isu ekonomi digital,
termasuk B,ncom[ 1]. Karena Bitcoin tidak diatur oleh satu pihak atau lembaga tertentu, mata uang digital ini menimbulkan
berbagai pe;ldapat di masyarakat, ada yang optimis melihat peluangnya, namun ada juga yang khawatir dengan naik-
turunnya harga serta risiko yang ada. Setiap harinya, komentar terkait Bitcoin dipublikasikan dalam jumlah yang sangat
besar, dengan gaya bahasa yang singkat, informal, dan bervariasi. Kondisi tersebut menjadikan pemantauan dan analisis
sentimen sé¢ara manual tidak memungkinkan secara manusiawi (humanly impossible), sehingga pendekatan otomatis
sangat dipeg}ilkan[Z]

Untuk mengatasi permasalahan tersebut, analisis sentimen berbasis machine learning dapat digunakan sebagai
solusi otomatis dalam mengolah data teks dalam jumlah besar. Pendekatan ini memungkinkan pengelompokan opini
pengguna ke dalam kategori sentimen tertentu, seperti positif dan negatif, secara lebih objektif. Berbagai algoritma
klasifikasi telah diterapkan dalam analisis sentimen[3], namun tidak semua algoritma mudah dipahami cara kerjanya,
terutama algoritma yang bersifat black-box. Salah satu algoritma yang relevan adalah Decision Tree.

Algé;’r'itma Decision Tree, khususnya C4.5[4], dipilih dalam penelitian ini karena memiliki struktur model yang
sederhana dan mudah diinterpretasikan. Algoritma ini mampu menangani data teks hasil transformasi numerik serta
menghasﬂkan aturan klasifikasi yang jelas dalam bentuk pohon keputusan. Keunggulan tersebut menjadikan C4.5 lebih
transparan ﬁlbandmgkan metode lain seperti Naive Bayes[5], Support Vector Machine atau Neural Networks. Untuk
meningkatkan kualitas representasi data teks, penelitian ini menerapkan tahapan text preprocessing dan feature extraction
& menggunaKan Term Frequency—Inverse Document Frequency (TF-IDF).
=
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— T Beberapa penelitian terdahulu menunjukkan bahwa algoritma C4.5 memiliki kinerja yang baik dalam tugas
o kiasHikasi sentimen pada data media sosial[6]. Namun, sebagian besar penelitian tersebut masih berfokus pada topik
T umuﬁl atay,menggunakan platform selain X, serta belum banyak yang secara khusus mengkaji analisis sentimen
= @r‘tﬁhasa Indonesia dengan topik Bitcoin[7]. Hal ini menunjukkan adanya celah penelitian (research gap) yang perlu
c &ikajd lebinlanjut, terutama terkait pemanfaatan algoritma Decision Tree C4.5 untuk menganalisis sentimen publik
t%haiap Bitcoin di platform X.
& & Berdasarkan latar belakang tersebut, penelitian ini bertujuan untuk menganalisis sentimen publik terhadap Bitcoin
rﬁel@ul kofmentar pengguna di platform X dengan menggunakan algoritma Decision Tree[8]. Dataset yang digunakan
diri dari5.000 komentar berbahasa Indonesia yang diperoleh melalui proses web scraping. Fokus penelitian meliputi
sﬁikam sentimen ke dalam kategori positif dan negatif, evaluasi kinerja model menggunakan metrik akurasi, presisi,
, dan=Fl-score, serta identifikasi kata-kata yang berpengaruh dalam proses klasifikasi. Hasil penelitian ini
a;_apkan@apat memberikan kontribusi akademik dalam pengembangan kajian analisis sentimen berbahasa Indonesia
g memberikan manfaat praktis bagi investor, analis pasar, dan pihak terkait dalam memahami tren opini publik

Ué—?@f@@

e

técfhgiap Bifcoin.

e w

@ =

5 = 2. METODOLOGI PENELITIAN

=y 3

Untuk mer%’permudah pemahaman alur penelitian yang dilakukan, maka disusun tahapan penelitian secara sistematis

lai darlxhhap awal hingga tahap akhir. Tahapan ini mencakup proses identifikasi masalah, pengumpulan dan
mbagiancdata, prapemrosesan teks, ekstraksi fitur menggunakan TF-IDF, proses klasifikasi menggunakan algoritma
cision Tree C4.5, hingga evaluasi model. Alur tahapan penelitian tersebut dapat dilihat pada Gambar 1.

398@9

Gambar 1. Tahapan penelitian
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Berdasarkan Gambar 1, penelitian diawali dengan tahap identifikasi masalah untuk menentukan tujuan dan ruang
lingkup penelitian. Selanjutnya dilakukan pengumpulan data yang kemudian dibagi menjadi data latih dan data uji. Data
teks yang <diperoleh melalui proses pengumpulan selanjutnya diproses pada tahap prapemrosesan teks untuk
membersihKan dan menyiapkan data. Tahap berikutnya adalah ekstraksi fitur menggunakan metode TF-IDF untuk
mengubah {data teks menjadi representasi numerik. Fitur yang dihasilkan kemudian digunakan sebagai input pada
algoritma Decision Tree C4.5 untuk melakukan klasifikasi sentimen. Tahap terakhir adalah evaluasi model untuk
mengukur kinerja klasifikasi yang dihasilkan sebelum penelitian dinyatakan selesai.

2.1 Identiﬁllxasi Masalah

Penelitian i bertujuan untuk mengklasifikasikan komentar pengguna mengenai Bitcoin menjadi sentimen positif atau
negatif secafra otomatis dan akurat dengan memanfaatkan algoritma machine learning, khususnya metode Decision
Tree[9]. Pe\sungkatan jumlah komentar di Aplikasi X yang memuat opini publik tentang Bitcoin, namun cenderung
singkat, 1n‘fg1rma1 dan bervariasi bahasanya, menjadi alasan perlunya pendekatan otomatis dalam proses analisis.

2.2 Evalu;éi Dataset

o

. Pengun;pulan data
Data pada penelitian ini diperoleh melalui proses webscraping dari platform X. Proses webscraping dilakukan dengan
memanfaatkan kata kunci “Bitcoin” untuk menangkap berbagai komentar publik. Seluruh data yang diperoleh
merupakan data publik yang dapat diakses secara umum. Setelah proses pengumpulan, data kemudian dilakukan
pemberiﬁlan awal(filtering) untuk memastikan hanya komentar berbahasa Indonesia yang digunakan dalam
. Copyright © 2025 The Author, Page 470
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- %ﬁneliti@. Dataset ini selanjutnya diproses pada tahap text preprocessing dan digunakan sebagai dasar analisis
U sentimen-dengan metode Decision Tree dalam mengklasifikasikan sentimen positif maupun negatif terkait Bitcoin.

gbel 1-berikut menyajikan sebagian hasil data mentah yang diperoleh dari proses webscraping.
& ;_ Tabel 1. Hasil Webscraping
No —full text id_str created at username user_id str ... source
Lg" %erita Bitcoin: 3  Alasan
Q Kenapa BTC Masih Akan 2023-01-01 . .
d Tetap Turun di Bawah 1'618E+1 08:09:13+00:  cintabitcoin 84821316 CIE(E?EH
o YS$16.000 #bitcoin #kripto 00
& https://t.co/HUODIFiV0a
& @cryptondo Kapan bitcoin n 2023-01-02 .
2D turun ke bawah lagi testing ke 1'618E ! 02:49:08+00:  miswar_riki 1.33E+18 ml;‘i:?r
E ‘harga 10 00 -
(=] . .
@rll)nllj 01?5 TSS f)]rstltclcﬁz kl)(; 121‘12 1.61E+1 2028882 TraderCoinCr Trader
3 Qe PP g : 12:25:10+00: 145E+18 .. CoinCr
-sekali... dan semoga rebound 8 00 ypt ¢
fdari support ini yp
-
BTC nge-dump tanpa 2023-01-02 .
5000 (peringatan, mental  horor = 18E+ ! 04:58:06+00: donicrypto 102967390 ... dontl(c):ry
semua #2242 sih!! 00 P

Tabel 1 hanya menampilkan beberapa contoh data mentah sebagai representasi dari total 5.000 komentar hasil
webscraping. Data yang dikumpulkan merupakan komentar pengguna yang digunakan sebagai bahan analisis
sentimen[ 10] dalam penelitian ini. Setiap baris pada tabel merepresentasikan satu entri komentar yang berhasil diambil
melalui proses webscraping. Kolom full text berisi isi lengkap teks komentar yang dipublikasikan oleh pengguna,
termasuk tagar, mention, maupun tautan jika terdapat pada komentar asli. Kolom id str dan user id str
memperlihatkan id unik komentar dan id pengguna dalam format string, yang secara otomatis ditampilkan dalam
bentuk notasi ilmiah karena panjangnya angka. Kolom created at menunjukkan waktu ketika komentar tersebut
diposting, berdasarkan penanda waktu yang diberikan langsung oleh sistem melalui API, sementara kolom username
berisi nama pengguna yang mengunggah komentar tersebut. Kolom source menunjukkan platform atau aplikasi yang
digunakan oleh pengguna saat membuat komentar, seperti Twitter Web App, Android, atau aplikasi pihak ketiga
lainnya. Dataset ini menjadi dasar untuk tahapan preprocessing pada penelitian, seperti pembersihan teks, normalisasi,
mkenhf}‘ﬁ’ stopword removal, serta stemming. Data mentah pada tabel tersebut menunjukkan variasi gaya penulisan
yang cukup besar, seperti penggunaan bahasa informal, singkatan, serta slang, yang menjadikan proses preprocessing
sangat giénting untuk meningkatkan akurasi.
Labeling data
Setelah Proses pengumpulan dan pembersihan data selesai, tahap berikutnya adalah pemberian label sentimen pada
setiap data. Pelabelan dilakukan secara manual oleh tiga anotator dengan menelaah setiap komentar yang memuat kata
kunci “Bitcoin”. Setiap komentar kemudian diklasifikasikan ke dalam dua kategori sentimen, yaitu positif dan negatif,
sementdra data dengan sentimen netral dikeluarkan dari dataset untuk menjaga fokus dan kualitas proses klasifikasi.
- Apabilagerjadi perbedaan penilaian antar anotator, dilakukan diskusi bersama hingga tercapai kesepakatan akhir.
Proses pelabelan ini bertujuan untuk menghasilkan dataset berlabel yang berkualitas, sehingga dapat mendukung
kinerja g‘;jlgoritma Decision Tree C4.5 dalam melakukan klasifikasi sentimen secara optimal.
c¢. Pembagian data
Setelahtahap preprocessing, dataset dibagi ke dalam tiga subset, yaitu data latih, data validasi, dan data uji. Data latih
berfungsi untuk membangun model, sementara data validasi digunakan untuk menilai performa model selama proses
pelatihd dan membantu menyesuaikan parameter agar tidak terjadi overfitting. Adapun data uji digunakan untuk
mengevg{uasi kemampuan model dalam mengklasifikasikan data baru yang tidak terlibat dalam proses pelatihan.
Padapenelitian ini digunakan rasio 70:30 dengan 70% data latih, 30% data uji. Selanjutnya 30% dibagi kembali
dengan 15%-data test dan 15% data validasi. Pembagian 70:30 dengan 30% pembagian 15%-15% dipilih karena secara
teknis dianggap ideal untuk dataset berukuran sedang, porsi terbesar pada data latih memungkinkan model belajar lebih
efektif, sementara proporsi validasi dan uji yang seimbang cukup untuk mengevaluasi performa dan generalisasi model
secara akurat tanpa mengurangi jumlah data pelatihan secara signifikan. Dengan demikian, pembagian ini membantu
memastikaﬁjgnodel yang dihasilkan stabil dan reliabel.

Jaquins ueyihiqakuaw uep ueywnuesuaw edue) 1y sijn} eA1ey yninjas neje ueibeqges diynbuau Buele)

2.3 Text g\feprocessing

Text prepr(:fcessing bertujuan untuk membersihkan dan menyederhanakan teks agar dapat diolah lebih efektif oleh
algoritma machine learning [11]. Proses ini mengubah teks mentah menjadi format yang lebih terstruktur. Adapun proses
dari text preprocessing.
a. Case folfmng
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L

. se folding adalah proses mengubah semua huruf dalam teks menjadi huruf kecil (lowercase).

eani

- Penghapusan simbol, tanda baca dan emoji.

Tekssering mengandung karakter yang tidak relevan dengan analisis seperti tanda baca, simbol, atau emoji. Tahap
ini bertujuan menghilangkan tanda baca, simbol dan emoji.

Penghapusan URL

Penghapusan URL adalah tahap membersihkan teks dengan cara menghapus semua tautan (link/URL) yang
biasanya muncul dalam data, terutama data dari media sosial seperti di platform x.

Penghapusan angka

Angka pada teks umumnya tidak diperlukan, kecuali dalam kasus tertentu (misalnya analisis harga). Pada
preprocessing umum, angka dihapus agar tidak mengganggu analisis kata.

: A'Qc Penghapusan karakter khusus

aengh%lsan karakter khusus adalah proses membersihkan teks dengan cara menghapus karakter yang bukan huruf
£ alfabet.

Fokenisdsi

Tokenisi%si adalah proses memecah kalimat menjadi kata-kata tunggal (token).

topwozd removal

topwotd adalah kata-kata umum yang sering muncul tetapi tidak memiliki makna penting dalam analisis.

temming

temmi@g adalah proses mengubah kata menjadi bentuk dasar (root word).

dr) Se@

uepuft 16unplbijiqg &)

S
S
S
S

n) eAfky yfinja$ neje ueibeqes diynbusw Buele|

%A Featul% Extraction (TF-IDF)

S%cara teknis, Term Frequency (TF) menunjukkan seberapa sering suatu kata muncul dalam dokumen, sementara Inverse
Bbcument Frequency (IDF) menunjukkan seberapa jarang kata itu muncul di dokumen lain[12]. Hasil dari TF kemudian
dikalikan dengan IDF untuk menghasilkan skor TF-IDF bagi setiap kata di masing-masing dokumen[13]. (Rumus
persamaan 1,2,3).

o)

3 TE: tf, = 1 + log(tf;) @)
= » D

£ IDF:idf, =log (a_n) ()
=

o TF — IDF: W,y = tf, X idf; (3)
g: Dalam formulasi TF-IDF, simbol  merepresentasikan sebuah ferm atau kata, sedangkan d menunjukkan dokumen

-

pat kata tersebut muncul. Nilai #fi menyatakan jumlah kemunculan kata ¢ dalam dokumen d, yang kemudian
ransformasikan menggunakan fungsi logaritmik untuk menyeimbangkan pengaruh frekuensi kata. Sementara itu, D
nunjukkan total jumlah dokumen dalam korpus, dan df; menyatakan jumlah dokumen yang mengandung kata ¢, yang
unakan yntuk menghitung nilai idf sebagai ukuran kelangkaan suatu kata dalam seluruh dokumen. Bobot akhir TF—
IBF, yang dmotasikan sebagai ¥(t,d), diperoleh dari hasil perkalian antara ¢ dan idf, sehingga mencerminkan tingkat
lgc]pentingag-suatu kata ¢ dalam dokumen d relatif terhadap keseluruhan koleksi dokumen.

L Setelah nilai TF-IDF diperoleh dari Persamaan (1), (2), dan (3), setiap term dalam kumpulan dokumen dikonversi
menjadi berztuk numerik yang merefleksikan tingkat kepentingannya terhadap dokumen. Bobot-bobot tersebut kemudian
&i_susun ke dalam sebuah vektor fitur berukuran besar, di mana setiap komponennya mewakili satu term unik pada
dataset[ 14]~Vektor fitur ini digunakan sebagai input pada algoritma Decision Tree C4.5 dalam proses pembangunan
model. Meskipun bobot TF-IDF bersifat kontinu, algoritma C4.5 mampu menangani atribut numerik dengan menentukan
® nilai amba@ (threshold) optimal pada setiap fitur melalui perhitungan gain ratio, sehingga pemisahan data dilakukan
2 berdasarkan‘titik potong bobot TF-IDF yang paling efektif untuk klasifikasi sentimen[15].

§ 2.5 Decisirgn Tree C4.5
Z 2.5.1. Klas%kasi Decision Tree C4.5

=

L N

;‘,' Algoritma Mecision Tree C4.5 merupakan teknik klasifikasi yang memanfaatkan struktur pohon keputusan untuk
g membangun-model prediktif berdasarkan data yang telah memiliki label kelas[16]. Dalam proses konstruksi pohon,
algoritma secara sistematis menentukan atribut yang paling mampu membedakan data antar kelas. Pemilihan atribut

% tersebut didasarkan pada dua ukuran utama, yaitu Information Gain, yang menggambarkan tingkat pengurangan
= ketidakpas‘tg:tln setelah pemisahan data, dan Gain Ratio, yaitu nilai /G yang telah dinormalisasi guna mengurangi
= kecenderungan pemilihan atribut dengan jumlah nilai unik yang besar[17]. Atribut dengan nilai Gain Ratio tertinggi
% selanjutnya:d:igunakan sebagai titik pemisahan split pada setiap node dalam struktur pohon. Rumus yang digunakan pada
= bagian ini difujukan oleh rumus persamaan 4,5,6,7,8.

3 a. Entropy;,

% Entropy-adalah ukuran tingkat ketidakpastian atau ketidakteraturan dalam suatu himpunan data.

s Entpopy(S) = — NI, pi log, (pi) )
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%nnerup__‘g_ij(an himpunan data atau subset data yang sedang dihitung nilai entropinya, k menyatakan jumlah kelas yang
tsrdapahflalam himpunan data S, sedangkan p; adalah proporsi atau probabilitas data yang termasuk ke dalam kelas
16e-i, yang digunakan sebagai dasar perhitungan tingkat ketidakpastian atau keragaman data.

d

& ﬁumlah data kelas ke—i

E bi _fj total data (5)
lg.gz (p% logaritma basis 2 dari probabilitas p;, > = simbol penjumlahan untuk menjumlahkan seluruh nilai dari kelas
ghingg@)kelas k

Iaformation gain

Haformation Gain adalah ukuran penurunan ketidakpastian setelah data dibagi berdasarkan suatu atribut.

- =

= v

E IG(5,A) = Entropy(S) — Suea 3 Entropy(s,) (6)
-

Iiformation Gain IG(S,A) merupakan nilai yang menunjukkan besarnya pengurangan entropi dari suatu atribut
@terhag,%p himpunan data (S), di mana (Entropy(S)) adalah nilai entropi awal sebelum dilakukan proses pemisahan
data. Atribut (A) digunakan sebagai dasar pembagian data ke dalam beberapa subset, dengan (v \in A)
merepréSentasikan setiap nilai atau kategori yang dimiliki oleh atribut tersebut, sehingga terbentuk subset (S_v) yang
berisi d?fa dengan nilai atribut (A = v). Banyaknya data dalam setiap subset dinyatakan dengan (|S_v|), sedangkan
(IS|) menunjukkan jumlah total data dalam himpunan (S). Nilai (Entropy(S_v)) merupakan entropi dari masing-masing
subset @sil pemisahan, dan simbol (\sum) digunakan untuk menjumlahkan seluruh entropi subset yang telah diberi
bobot berdasarkan proporsi (|]S_vl/|S|), sehingga diperoleh total entropi terpisah (weighted entropy).

Split information

Split Information adalah ukuran yang menggambarkan seberapa besar suatu atribut membagi data ke dalam beberapa
subset.

Splitinfo(A) = — Ypea % i (%) o

SplitInfo(A) merupakan nilai split information dari atribut (A) yang digunakan untuk mengukur sejauh mana atribut
tersebut membagi himpunan data (S) ke dalam beberapa subset. Atribut (A) adalah atribut yang sedang dievaluasi
dalam proses pemisahan data, dengan (vEA) merepresentasikan setiap nilai atau kategori yang dimiliki oleh atribut
tersebut, sehingga terbentuk subset (Sv) sebagai bagian dari himpunan data (S) berdasarkan nilai atribut (A = v).

Jumlah data pada masing-masing subset dinyatakan dengan (|Sv|), sedangkan (|S|) menunjukkan jumlah total data
dalam himpunan (S). Nilai log, (%) merupakan logaritma basis dua dari proporsi data dalam subset (Sv) terhadap
keseluruhan data (S), dan simbol (sum) digunakan untuk menjumlahkan seluruh nilai untuk setiap (v) pada atribut
(A), sehingga menghasilkan ukuran pemisahan data yang lazim.

Gain rdfio

Gain Ratio adalah nilai Information Gain yang sudah dinormalisasi oleh split information.

1G(S,4)

Galtf:Ratlo(A) = Spiitinfo(d)

®)
Gaianfio(A) adalah Nilai gain ratio dari atribut A4, yaitu ukuran yang digunakan untuk menentukan atribut terbaik
sebagaipemisah (splir) dalam algoritma C4.5. Gain ratio merupakan nilai Information Gain yang telah dinormalisasi.
1G (S, A) yaitu Information Gain dari atribut A terhadap himpunan data S, yaitu ukuran penurunan ketidakpastian
(entropﬁ-setelah data dipisahkan berdasarkan atribut A. SplitInfo(A) adalah Nilai split information untuk atribut 4,
yaitu ukuiran yang menggambarkan seberapa besar atribut A membagi data ke dalam beberapa subset. Splitinfo
berfungsi sebagai faktor normalisasi untuk mengurangi bias Information Gain terhadap atribut dengan banyak nilai
unik. 4;@&alah Atribut yang sedang dievaluasi untuk ditentukan sebagai kandidat pemisah node.

2.5.2. Implémentasi C4.5

Dalam penelitian ini, atribut yang dimasukkan ke dalam algoritma C4.5 berupa nilai numerik yang dihasilkan dari proses
ekstraksi fitur TF-IDF pada setiap term dalam korpus[18]. Bobot TE-IDF tersebut direpresentasikan sebagai vektor fitur
berdimensis besar, yang selanjutnya dianalisis oleh algoritma C4.5 untuk mengidentifikasi atribut yang paling
berkontribusi dalam membedakan sentimen positif dan negatif[19]. Pemilihan atribut dilakukan secara bertahap dan
berulang mlai dari node akar hingga terbentuk struktur pohon keputusan yang stabil, di mana setiap node daun (leaf
node) berisi.data yang sudah berada pada kelas yang sama atau homogen.

2.6 Evaluasi

Evaluasi dﬁ?kukan untuk mengetahui seberapa baik model Decision Tree C4.5 dalam mengklasifikasikan sentimen
berdasarkaf’fitur TF-IDF[20]. Pada tahap ini, kinerja model diukur menggunakan beberapa metrik, yaitu presisi, recall,
F1-score, dan akurasi untuk melihat performa secara keseluruhan. Selain itu, confusion matrix juga digunakan untuk

O me

lihat ba%imana model memprediksi setiap kelas, termasuk jumlah prediksi yang benar maupun yang salah. Proses

ne
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%.

evalmasi akan dibagi menjadi rasio 70:30 dengan 70% data latih, 30% data uji. Selanjutnya 30% dibagi kembali dengan
]@%&)data teﬁi; dan 15% data validasi. Rumus yang digunakan pada bagian ini ditujukan oleh rumus persamaan 9,10,11,12.

an: Q(urasb)

Q .—o

5 8 TP+TN

‘g = Accz,_g.‘acy = TP+IN+FP+FN ©)
B2 Riesisi ©

@5 o

= Q Pregswn— (10)
== TP+FP

w s a

(08 Igecall o

2 3

2 @

L g i Cel TP+FN (1
(% }g Score’

7 (=} F1 LDSCOT@ =2 x PTeCl‘Sl‘OnXReCall (12)
@ = Precision+Recall

c

c TruégPositive (TP) merupakan jumlah komentar positif yang berhasil diprediksi sebagai positif, sedangkan True

Iﬁgative (TN) adalah jumlah komentar negatif yang berhasil diprediksi sebagai negatif. False Positive (FP) menunjukkan
Kgmentar negatif yang keliru diprediksi sebagai positif, sementara False Negative (FN) merepresentasikan komentar
fr<ositif yang ‘salah diprediksi sebagai negatif. Selain itu, Precision (P) digunakan untuk mengukur tingkat ketepatan
prediksi positif yang dihasilkan sistem, Recall (R) mengukur kemampuan sistem dalam menemukan seluruh data positif
yang sebenarnya, dan F1-Score (F1) merupakan nilai harmonis antara Precision dan Recall yang digunakan untuk
mengevaluasi kinerja model klasifikasi secara keseluruhan.

w edue)

3. HASIL DAN PEMBAHASAN
32l Dataset

OLP

Iitaset yang digunakan pada penelitian ini terdiri dari 5.000 data terkait bitcoin yang diperoleh dari hasil webscraping di

tform x dan telah diberi label positif dan negatif. Pada pelabelan di validasi oleh tiga anotator yaitu guru bahasa
Indonesia. Pada keseluruhan data diperoleh 2.796 data positif dan 2.204 data negatif, data selanjutnya akan dibagi menjadi
rasio 70:30 dengan 70% data latih, 30% data uji. Selanjutnya 30% dibagi kembali dengan 15% data test, 15% data validasi
dan diperoleh hasil 3500 untuk data train, 750 data validasi dan 750 data test. Adapun Tampilan hasil labeling data bisa

@mat pada tabel 2.

g Sk Tabel 2 Tampilan hasil labeling data

@ =

o m_ No tweet label
o @& ] Berita Bitcoin: 3 Alasan Kenapa BTC Masih Akan Tetap Turun di neaatif
z - Bawah US$16.000 #bitcoin #kripto https://t.co/HUODIFiV0a &

L g 2 @cryptondo Kapan bitcoin turun ke bawah lagi testing ke harga 10 negatif
3 s

g o 4999 Institusi mulai lihatin Bitcoin lagi, vibe positif #144 positif
B ~ 5000 BTC nge-dump tanpa peringatan, mental horor semua #2242 sih!! negatif

Tabﬂ 2 menampilkan contoh data komentar yang digunakan dalam penelitian ini, yang masing-masing telah diberi
label sentlmen positif maupun negatif. Setiap komentar merepresenta51kan pendapat atau respons pengguna terhadap isu
Bitcoin, de;ggan penentuan label dilakukan berdasarkan interpretasi isi teks: komentar yang bernuansa optimis atau
2 mendukungdikategorikan sebagai positif, sedangkan komentar yang mengandung nada pesimis, kritik, atau kekhawatiran
= diklasifikasikan sebagai negatif. Data berlabel ini selanjutnya menjadi acuan dalam tahapan text preprocessing serta
= dlgunakan gsbagal input utama pada proses pelatihan.

£ 3.2 Text Pf_eprocessmg

US$16.000 #bitcoin #kripto
https://t.co/HUODIFiV0a

o
c ) . . . . -
— Tahap preprocessing dilakukan untuk menyiapkan teks mentah sebelum masuk ke proses analisis. Proses ini mencakup
% Case folding; Penghapusan simbol, tanda baca dan emoji, Penghapusan URL, Penghapusan angka, Penghapusan karakter
& khusus, Tégenisasi, Stopword removal, Stemming. dapat dilihat pada tabel 3 sebelum dan sesudah preprocessing.
= =
@ "‘__' Tabel 3 Sebelum dan sesudah preprocessing
o) e
= ;\ No Sebelum di bersihkan Sesudah dibersihkan
g w Berita Bitcoin: 3 Alasan Kenapa BTC berita bitcoin alas btc tetap turun
2 =] 1 Masih Akan Tetap Turun di Bawah bawah us bitcoin kripto
o
J
=
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o~

=~ T © No Sebelum di bersihkan Sesudah dibersihkan
S 2 T @cryptondo Kapan bitcoin turun ke cryptondo kapan bitcoin turun bawah
B O 2 bawah lagi testing ke harga 10 testing h
S g o)) awah lagi testing ke harga esting harga
S ~
Lg = o 4999 Institusi mulai lihatin Bitcoin lagi, vibe institusi mulai lihatin bitcoin vibe
o g_ o positif #144 positif
Qa g a0 5000 BTC nge-dump tanpa peringatan, mental btc nge dump ingat mental horor
E" Q - horor semua #2242 sih!! semua sih
c =
B 2 Tabel'3 menunjukkan perbedaan teks sebelum dan sesudah melalui proses text preprocessing. Pada bagian sebelum
(ﬁ)@ihkar;teks masih berisi URL, mention, tagar, angka, dan berbagai simbol yang biasanya muncul di media sosial

@n‘?iapat mengganggu proses pengolahan data. Setelah dilakukan preprocessing seperti cleaning, case folding, dan
[Eny%ragaman kata, elemen-elemen tersebut dihilangkan sehingga teks menjadi lebih rapi dan fokus pada kata-kata yang
ggntng'ng. Dengan teks yang sudah bersih, proses ekstraksi fitur menggunakan TF-IDF dapat menangkap kata-kata yang
Béna:i—benagberpengaruh, sehingga hasilnya lebih akurat saat digunakan oleh algoritma Decision Tree C4.5. Perbandingan
" jimlah token dan kata unik sebelum dan sesudah preprocessing ditampilkan pada Tabel 4.

»

e

S

Hasil preprocessing menunjukkan adanya penurunan jumlah token dari 77847 menjadi 58376, serta penurunan
jamlah kata unik dari 14852 menjadi 4974. Hal ini menunjukkan bahwa proses preprocessing berhasil mengurangi noise
dan kata-kata yang tidak relevan pada seluruh dataset.

ke

3"‘3’3 Hasil TF-IDF

o
g_ - Tabel 4. Hasil visualisasi
Q)
9‘7}_ - Keterangan Sebelum preprocessing  Sesudah preprocessing
S — Jumlah token 77847 58376
= 2 Jumlah kata unik 14852 4974
= -
=

Pada tahap ekstraksi fitur, seluruh data yang telah melalui proses preprocessing kemudian diubah ke dalam bentuk bobot
) .. . o . .

r%lenggunakan metode TF-IDF. Proses ini bertujuan untuk mengetahui seberapa penting suatu kata di dalam dokumen
dibandingkan keseluruhan corpus. Kata dengan bobot TF-IDF tinggi dianggap lebih representatif dalam menggambarkan
ia komentar. Tabel 5 berikut hanya menunjukkan sepuluh kata dengan nilai rata-rata TF-IDF berdasarkan hasil
viektorisasi, yang nantinya digunakan sebagai fitur dalam proses klasifikasi sentimen.

Tabel 5. Hasil vektorisasi TF-IDF

No Kata  Nilai TF-IDF
bitcoin 0.144607
btc 0.094382
naik 0.089786
turun 0.088491
harga 0.052765
mulai 0.047577
nih 0.037640
koreksi 0.035796
buat 0.034849
10 hari 0.032035

JJaquuns ueyingadusiu uep

O 0N Nk W~

dAIU[) DIWEB[S] d3}B}§

Berdasarkan hasil pada Tabel 5, terlihat bahwa kata “bitcoin” dan “btc” memiliki bobot TF-IDF yang paling tinggi,

menandakan bahwa kata tersebut paling relevan dan paling berpengaruh dalam kumpulan data. Selain itu, kata seperti
“naik”, “tu@n”, dan “harga” menunjukkan bahwa sebagian besar komentar berkaitan dengan kondisi pasar atau
pergerakanharga Bitcoin. Bobot TF-IDF yang tinggi ini menjadi dasar kuat bagi model klasifikasi dalam membedakan
sentimen poSitif dan negatif, karena kata-kata tersebut merepresentasikan konteks utama percakapan pengguna.
Selain mel@_at bobot TF-IDF rata-rata, penelitian ini juga menghitung total akumulasi nilai TF-IDF dari setiap kata di
seluruh dokumen. Perhitungan ini digunakan untuk mengetahui kata mana yang paling dominan muncul dan paling sering
memberikan kontribusi informasi pada dataset. Tabel 6 berikut menampilkan sepuluh kata total akumulasi bobot TF-IDF
seluruh dokumen yang merepresentasikan kata paling sering digunakan dalam komentar terkait Bitcoin.

Tabel 6. Hasil akumulasi bobot TF-IDF

No Kata  Total TF-IDF
1 Dbitcoin  723.033055
2 btc 471.910653
3 naik 448.931664
4 turun 442.454386
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No Kata  Total TF-IDF
5 harga  263.823078
6  mulai  237.883089

7 nih 188.198393

8

9

P~
Q)

koreksi  178.978814
buat 174.244238
10 hari 160.173993
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— Hasikpada Tabel 6 menunjukkan bahwa kata “bitcoin” dan “btc” kembali menempati posisi teratas dengan total
or:scl" F-IDF- tertinggi, yang menunjukkan frekuensi kemunculan yang tinggi sekaligus relevansi yang kuat di dalam
aget. Ka@; seperti “naik”, “turun”, dan “harga” juga tampil konsisten sebagai kata dominan, menandakan bahwa para
ngeuna banyak membahas kenaikan atau penurunan harga Bitcoin. Temuan ini memberikan gambaran umum mengenai
la%hahasa-dan fokus utama dalam percakapan pengguna, serta mendukung proses klasifikasi karena kata-kata dominan
Berperaprbesar dalam pembentukan struktur pohon keputusan menggunakan algoritma C4.5. Tabel 5 menampilkan
a@ata—r@g bobot TF-IDF, sedangkan Tabel 6 menampilkan total akumulasi bobot TF-IDF seluruh dokumen

Hasil ﬁlasiﬁkasi Decision Tree C45

Bep @ di

ege

=

ghurgds

bel berikﬁ_t menyajikan hasil pembentukan struktur decision tree C4.5 berdasarkan data train yang telah melalui proses
processing dan ekstraksi fitur TF-IDF. Setiap node menggambarkan atribut (fitur kata) yang dipilih sebagai pemisah
rdasarkalﬁ%flilai Gain Ratio tertinggi pada tahap tersebut. Node dengan tipe leaf menunjukkan kelas akhir (positif atau
atif) yang ditetapkan oleh model berdasarkan mayoritas data pada cabang tersebut. Informasi yang dicantumkan
liputi IDnode, ID parent, nilai cabang, jenis node, fitur pemisah, nilai Gain Ratio, kelas prediksi, serta jumlah data
da node tersebut. Penyajian ini memberikan gambaran yang lebih terstruktur mengenai alur pengambilan keputusan

leh algoritma C4.5.

&
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Tabel 7. Hasil konversi decision tree c45

No NodelID ParentID Branch Value Node Type Feature Gain Ratio Class Jumlah Data (n)

1 1 NaN NaN Node spike 0.1911 - 3500
2 2 1.0 0.0 Node tekan 0.2048 - 3385
3 3 2.0 0.0 Node keok 0.2239 - 3197
4 4 3.0 0.0 Node rawan  0.2336 - 3086
5 5 4.0 0.0 Node temu 0.2473 - 2986
6 6 5.0 0.0 Node nge 0.2605 - 2890
7 7 6.0 0.0 Leaf - - 1 2800
8 8 6.0 1.0 Leaf - - 0 90

9 i 5.0 1.0 Leaf - - 0 96
10 =10 4.0 1.0 Leaf - - 0 100

Berdasarkan tampilan struktur pohon pada tabel, terlihat bahwa model C4.5 memilih fitur-fitur tertentu seperti
ike, tekan, keok, rawan, temu, dan nge sebagai pemisah utama dalam proses klasifikasi. Pemilihan fitur tersebut
menunjukkan bahwa kata-kata tersebut memiliki pengaruh paling besar dalam membedakan komentar positif dan negatif

a datasef Bitcoin. Node leaf yang muncul pada tingkat-tingkat akhir menunjukkan hasil pengelompokan yang sudah
tidak dapat—dipecah lagi karena semua datanya masuk ke kelas yang sama. Pada tabel tersebut, nilai class 1
merepresentasikan sentimen positif, sedangkan nilai class 0 merepresentasikan sentimen negatif. Simbol (-) pada kolom
class menunjukkan bahwa node tersebut merupakan node internal yang belum menghasilkan keputusan kelas akhir.
Struktur péhon ini kemudian digunakan oleh model untuk melakukan prediksi sentimen pada data uji secara lebih
sistematis dan dapat ditelusuri kembali proses pengambilannya.

3.5 Evaluasi

sdieyingaAusw uep ueywnjueouaw edueg-

Data latih digunakan untuk membangun model Decision Tree C4.5. Data validasi digunakan untuk mengevaluasi
performa r&ddel selama proses pelatihan dan membantu mencegah overfitting, sedangkan data uji digunakan untuk
mengukur kinerja akhir model terhadap data yang benar-benar baru. Pada proses evaluasi model, data penelitian dibagi
menggunakdn skema rasio awal 70:30, di mana 70% data train, sedangkan 30% sisanya diproses lebih lanjut menjadi data
validasi da;('ffdata test. Dari 30% tersebut, dibagi kembali menjadi 15% untuk validasi dan 15% untuk test. Pembagian
seperti ini bertujuan agar model C4.5 bisa dilatih secara optimal, sekaligus diuji kestabilannya menggunakan data validasi
dan data ujilyang belum pernah dilihat model sebelumnya. Setelah proses pelatihan selesai, performa model dianalisis
menggunakan Confusion Matrix, yang berfungsi untuk melihat jumlah prediksi benar dan salah pada masing-masing
kelas sentimen. Visualisasi ini penting karena memberikan gambaran yang lebih jelas mengenai akurasi serta kemampuan
model dala&"l mengenali perbedaan antara sentimen positif dan negatif. Adapun gambar 1 menampilkan confusion matrix.

nery w

Copyright © 2025 The Author, Page 476
This Journal is licensed under a Creative Commons Attribution 4.0 International License


https://hostjournals.com/bulletincsr
https://doi.org/10.47065/bulletincsr.v6i1.932
https://creativecommons.org/licenses/by/4.0/

NVIE VNSNS NIN
o0

‘nery exsns NN uizi edue) undede ynuaq wejep Ul siin} eAley yninjes neje ueibeges yelueqiedwaw uep uejwnwnbusw Buele|q ‘'z

‘nery exsng NiN Jelem Buek uebunuadey ueyibniaw yepn uedynbuad ‘g

Sif

BULLETIN OF COMPUTER SCIENCE RESEARCH |
ISSN 2774-3659 (Media Online)

Vol 6, No 1, December 2025 | Hal 469-478
https://hostjournals.com/bulletincsr

DOI: 10.47065 /bulletincsr.v6i1.932

o~

Confusion Matrix

P~
Q)

400

350
168 163

Negatif
\

300

250

- 200

True Label

- 150

Positif
|

- 100

-50

Negatif Positif
Predicted Label

Buepun-buepun 1Bunpuig e3di yeH
S NIN Y!Itw e}dio yeH

Gambar 1. Confusion matrix decision tree ¢45(70:30)
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Berdasarkan Gambar 1, dapat dilihat bahwa model C4.5 memiliki performa klasifikasi yang cukup baik. Model
hampu mengidentifikasi kelas positif dengan akurasi tinggi, ditunjukkan oleh jumlah prediksi positif yang benar jauh
lgbih besar%’ibandingkan prediksi positif yang salah. Sementara itu, pada kelas negatif masih ditemukan jumlah kesalahan
©. prediksi yang lebih tinggi, sehingga menunjukkan bahwa model sedikit lebih sensitif terhadap kelas positif. Secara
e Késeluruhan; hasil evaluasi dari data uji (yang merupakan 15% dari dataset) menunjukkan bahwa model Decision Tree
(4.5 bekerja cukup efektif dalam mengklasifikasikan sentimen pada data tweet. Meskipun demikian, masih ada ruang
untuk meningkatkan kinerja model, terutama dalam menyeimbangkan kemampuan prediksi antara kelas positif dan
atif. Adapun hasil yang didapat ini akan ditampilkan pada tabel test evaluasi.

Tabel berikut menyajikan hasil evaluasi model Decision Tree C4.5 pada data komentar yang telah dibagi
nggunakan rasio pelatihan dan pengujian sebesar 70:30. Evaluasi dilakukan menggunakan metrik Precision, Recall,
n F1-Score untuk masing-masing kelas, yaitu negatif dan positif. Selain itu, ditampilkan juga nilai accuracy, serta rata-
a macro dan weighted untuk memberikan gambaran menyeluruh terhadap performa model. Nilai-nilai ini digunakan
tuk mengetahui seberapa baik model mampu melakukan klasifikasi sentimen pada data uji, khususnya dalam
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membedakan komentar negatif dan positif.
% Tabel 8. Hasil test evaluasi decision tree c45
3 Rasio Precision Recall FI1-Score Support
B negatif 1.00 0.49 0.66 110
3 ) positif 0.71 1.00 0.83 140
g = 90:10  accuracy 0.78 250
o e macro avg 0.86 0.75 0.75 250
= & Weighted avg ~ 0.84 0.78 0.76 250
3 w negatif 1.00 0.50 0.66 221
3 r; positif 0.72 1.00 0.83 279
5 =3 80:20 accuracy 0.78 500
o () macro avg 0.86 0.75 0.75 500
g - Weighted avg ~ 0.84 0.78 0.76 500
=3 negatif 0.97 0.51 0.67 331
< positif 0.72 0.99 0.83 419
- 70:30 accuracy 0.78 750
A macro avg 0.84 0.75 0.75 750
< Weighted avg ~ 0.83 0.78 0.76 750

Berdasarkan hasil evaluasi pada Tabel 8, terlihat adanya perbedaan yang cukup signifikan antara nilai recall pada
kelas positif(0.99) dan kelas negatif (0.51). Kondisi ini mengindikasikan bahwa model Decision Tree C4.5 cenderung
bias terhadé:ja kelas positif, di mana sebagian besar data uji diprediksi sebagai sentimen positif. Bias ini dipengaruhi oleh
distribusi data yang tidak sepenuhnya seimbang, dengan jumlah data positif yang lebih dominan dibandingkan data
negatif, sehingga model lebih sensitif terhadap pola pada kelas mayoritas. Selain itu, nilai precision yang sangat tinggi
pada kelasfﬁegatif (hingga 0.97-1.00) menunjukkan bahwa model sangat berhati-hati dalam memprediksi sentimen
negatif danchanya memberikan prediksi negatif pada data yang memiliki karakteristik yang sangat kuat. Meskipun nilai
precision yi’ng tinggi menunjukkan tingkat kesalahan yang rendah pada prediksi negatif, kondisi ini juga menyebabkan
rendahnya nilai recall pada kelas tersebut. Fenomena ini mencerminkan adanya trade-off antara precision dan recall, yang
umum terjaﬁi pada kasus klasifikasi data teks media sosial yang tidak seimbang. Oleh karena itu, hasil ini menunjukkan
bahwa mesKipun model memiliki tingkat kepercayaan tinggi terhadap prediksi negatif, kemampuannya dalam mendeteksi
seluruh dat& negatif masih terbatas. Penelitian selanjutnya dapat mempertimbangkan penerapan teknik penanganan data

© tidak seimbang atau metode regularisasi untuk mengurangi bias model dan meningkatkan keseimbangan performa antar
~ kelas. :
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I © 4. KESIMPULAN
nél

itian %i menunjukkan bahwa algoritma Decision Tree C4.5 mampu mengklasifikasikan sentimen komentar
n@una terkait Bitcoin dengan performa yang cukup baik. Setelah melalui tahapan preprocessing dan ekstraksi fitur
nggunakan TF-IDF, model menghasilkan tingkat akurasi sebesar 78% pada data uji. Hasil evaluasi per kelas
Iﬁengnjukka'n bahwa model sangat baik dalam mengenali komentar positif dengan nilai recall sebesar 0.99, namun masih
Karajg opthal dalam mendeteksi komentar negatif yang hanya mencapai recall sebesar 0.51, meskipun nilai precision
@_dgkelasﬁﬁegatlf tergolong sangat tinggi, yaitu sebesar 0.97. Rendahnya nilai recall pada kelas negatif disinyalir
eagaruhijoleh ketidakseimbangan distribusi data (data imbalance) pada dataset, di mana jumlah data positif lebih
mgnan dibandingkan data negatif, sehingga model cenderung lebih sensitif terhadap kelas mayoritas. Dengan demikian,
tmjudh penelitian untuk menganalisis sentimen masyarakat terhadap Bitcoin melalui klasifikasi komentar media sosial
alf? terca@i. Penelitian selanjutnya dapat mempertimbangkan penggunaan algoritma pohon keputusan yang lebih
lg‘gl(eks atau penerapan teknik ekstraksi fitur yang lebih kaya untuk meningkatkan kualitas dan keseimbangan hasil
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