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ABSTRAK

Gangguan kecemasan sosial atau Social Anxiety Disorder (SAD) merupakan salah satu masalah
kesehatan mental yang umum dialami oleh mahasiswa, yang dapat berdampak negatif pada prestasi
akademik dan interaksi sosial. Identifikasi dini diperlukan namun sering terkendala oleh kurangnya
literasi mental dan metode skrining yang efisien. Penelitian ini bertujuan untuk mengklasifikasikan
tingkat kecemasan sosial mahasiswa menggunakan algoritma Machine Learning, yaitu Random
Forest (RF) dan Support Vector Machine (SVM), dengan pendekatan instrumen Social Phobia
Inventory (SPIN). Dataset terdiri dari 344 responden mahasiswa Fakultas Sains dan Teknologi UIN
Sultan Syarif Kasim Riau. Penelitian ini menerapkan teknik Synthetic Minority Over-sampling
Technique (SMOTE) untuk mengatasi ketidakseimbangan kelas dan Sequential Forward Selection
(SFS) untuk seleksi fitur. Hasil pengujian menunjukkan bahwa algoritma SVM dengan penerapan
SMOTE tanpa seleksi fitur menghasilkan kinerja terbaik dengan akurasi sebesar 88%, lebih unggul
dibandingkan Random Forest yang mencapai akurasi tertinggi 84% pada skenario tanpa SMOTE
dan SFS. Penerapan SMOTE terbukti efektif meningkatkan kemampuan model dalam mengenali
kategori minoritas seperti Berat dan Sangat Berat. Penelitian ini menyimpulkan bahwa SVM
dengan penanganan ketidakseimbangan data merupakan metode yang efektif untuk deteksi dini
kecemasan sosial pada mahasiswa.
Kata Kunci: Kecemasan Sosial, Machine Learning, Random Forest, Support Vector Machine,
SPIN, SMOTE
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APPLICATION OF MACHINE LEARNING ALGORITHMS FOR
CLASSIFYING SOCIAL ANXIETY IN UNIVERSITY STUDENTS
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ABSTRACT

Social anxiety disorder (SAD) is a common mental health problem among students, which can have
a negative impact on academic performance and social interaction. Early identification is necessary
but is often hampered by a lack of mental literacy and efficient screening methods. This study
aims to classify the level of social anxiety among students using Machine Learning algorithms,
namely Random Forest (RF) and Support Vector Machine (SVM), with the Social Phobia Inventory
(SPIN) instrument approach. The dataset consists of 344 student respondents from the Faculty of
Science and Technology, UIN Sultan Syarif Kasim Riau. This study applied the Synthetic Minority
Over-sampling Technique (SMOTE) to address class imbalance and Sequential Forward Selection
(SFS) for feature selection. The test results show that the SVM algorithm with SMOTE application
without feature selection produces the best performance with an accuracy of 88%, superior to
Random Forest which achieved a maximum accuracy of 84% in scenarios without SMOTE and
SFS. The application of SMOTE proved to be effective in improving the model’s ability to recognize
minority categories such as “Severe” and “Very Severe”. This study concludes that SVM with data
imbalance handling is an effective method for early detection of social anxiety in students.
Keywords: Machine Learning, Random Forest, SMOTE, Social Anxiety, SPIN, Support Vector
Machine
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Dalam beberapa tahun terakhir kesehatan mental di kalangan Mahasiswa

telah menjadi perhatian global akibat meningkatnya tuntutan akademik dan sosial
di lingkungan pendidikan tinggi yang menempatkan mahasiswa dalam kelompok
usia dewasa awal yang rentan terhadap gangguan psikologis. (Zaidhan, Aisi, dan R,
2023). World Health Organization (WHO) malporkan bahwa gangguan kecemasan
merupakan salah satu gangguan mental paling umum di dunia sekitar 359 juta
orang di seluruh dunia mengalami gangguan kecemasan pada tahun 2021 (Meilina,
Rizqa Annisa, Miftahul Jannah, dan Dinata, 2025). Salah satu jenis gangguan ke-
cemasan yang sering dialami oleh mahasiswa adalah kecemasan sosial atau social
anxiety disorder (SAD) yang merupakan kondisi ketika seseorang menunjukkan
reaksi berlebihan terhadap situasi sosial atau performatif yang berpotensi menim-
bulkan penilaian dari orang lain (Thangavadivelu dan Joordens, 2025). Kecemasan
sosial dapat memengaruhi interaksi sosial, diskusi kelas, presentasi, serta partisi-
pasi mahasiswa dalam kegiatan pembelajaran, sehingga berdampak negatif terhadap
proses dan hasil belajar (Praditna dkk., 2025).

Fenomena kecemasan sosial pada Mahasiswa juga ditunjukkan oleh berba-
gai studi sebelumnya termasuk di Indonesia. Penelitian pada mahasiswa di Univer-
sitas Muhammadiyah Malang mengungkapkan bahwa 76,9% responden mengalami
disfungsi sosial menunjukkan prevalensi yang lebih tinggi dibandingkan dengan be-
berapa negara lain (Suryaningrum, 2021). Menurut sebuah studi yang dilakukan
pada mahasiswa di Yordania, 45,4% mahasiswa menderita gangguan kecemasan
sosial, dan 12,5% diantaranya dalam kategori parah (Alhemedi dkk., 2025). Peneli-
tian lain di berbagai negara juga mencatat prevalensi SAD pada kelompok serupa
seperti 16,1% di Yordania, 9% di Ghana, 8,3% di Nigeria, 10,4% di Brasil, 12,8%
di Swedia, 26% di Ethiopia, dan 31,1% di India (Praditna dkk., 2025). Hal ini me-
nunjukkan bahwa tingkat kecemasan sosial bervariasi di berbagai negara, namun
situasi ini tetap menjadi masalah yang diakui secara luas di tingkat global.

Meskipun terdapat banyak kasus kecemasan sosial di kalangan mahasiswa,
kurangnya literasi mental dan kesadaran membuat proses identifikasi gangguan
psikologis menjadi kurang ideal dan memerlukan waktu yang lebih lama (Y. Tang
dan He, 2023). Situasi ini berpotensi menghambat proses deteksi dini serta penan-
ganan yang tepat terhadap individu dengan gejala kecemasan sosial (Choi dkk.,
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2024). Seiring dengan perkembangan teknologi saat machine learning (ML)
adalah metode berbasis data yang dapat membantu mengidentifikasi dan mengk-
lasifikasikan masalah psikologis secara lebih objektif dan efisien (Sirleto, Ran-
jan, dan Ferrara, 2021). Algoritma Support Vector Machine (SVM) dan Ran-
dom Forest efektif dalam mengidentifikasi hubungan kompleks antara variabel
dalam data psikologis yang memungkinkan prediksi kondisi mental dengan akurasi
tinggi (Suryaningrum, 2021). Beberapa studi terbaru juga menunjukkan efektivitas
ML dalam memprediksi gangguan kecemasan dan kondisi kesehatan mental lain-
nya (Madububambachu, Ukpebor, dan Ihezue, 2024; Wijaya dan Rachmat, 2024;
Taskynbayeva dan Gutoreva, 2025).

Keakuratan klasifikasi dalam pendekatan berbasis machine learning sangat
bergantung pada penggunaan instrumen pengukuran yang tepat dan sesuai dengan
karakteristik gangguan yang diteliti. Dalam penelitian ini Social Phobia Inventory
(SPIN) merupakan salah satu instrumen yang tepat sebagai alat skrining awal social
anxiety disorder karena bersifat singkat, efisien, dan memiliki kualitas psikometrik
yang kuat (Connor dkk., 2000). SPIN adalah kuesioner self-reporting yang berisi 17
item yang digunakan untuk mengukur kecemasan sosial melalui aspek rasa takut,
penghindaran, dan respons fisiologis dalam situasi sosial. Instrumen ini dikem-
bangkan dengan validitas dan reliabilitas yang tinggi, serta kemampuan untuk me-
nilai individu dengan dan tanpa gangguan sosial secara akurat (Rizkia, Mar’at, dan
Suyasa, 2024). SPIN memiliki konsistensi internal yang sangat baik dan sensitivitas
dalam mengidentifikasi tingkat kecemasan sosial, serta lebih spesifik dibandingkan
dengan alat kecemasan umum seperti GAD-7 yang tidak fokus pada kecemasan
sosial (Abinaya dan Vadivu, 2024).

Berdasarkan penelitian terdahulu, algoritma machine learning seperti Ran-
dom Forest dan SVM telah terbukti efektif dalam mendeteksi gangguan mental,
termasuk kecemasan sosial. Namun sebagian besar penelitian masih menggunakan
instrumen umum seperti GAD-7 atau pendekatan berbasis citra dan biosignal yang
kurang spesifik untuk konteks Mahasiswa. Oleh karena itu, penelitian ini men-
gusulkan penerapan Social Phobia Inventory (SPIN) yang lebih tepat dalam men-
gukur kecemasan sosial, kemudian diklasifikasikan menggunakan algoritma Ran-
dom Forest dan Support Vector Machine (SVM). Kebaruan penelitian ini terletak
pada integrasi SPIN dengan machine learning untuk mendeteksi tingkat kecemasan
sosial Mahasiswa secara lebih akurat dan terstruktur, sehingga dapat mendukung
deteksi dini serta menjadi dasar intervensi akademik yang lebih tepat sasaran.
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1.2 Perumusan Masalah
Berdasarkan latar belakang yang telah diuraikan, rumusan masalah pada

penelitian ini yaitu Bagaimana menerapkan Machine Learning untuk mengklasi-
fikasikan tingkat kecemasan sosial pada Mahasiswa Fakultas Sains dan Teknologi
UIN Sultan Syarif Kasim Riau dengan menggunakan data kuesioner Social Phobia
Inventory (SPIN)?”

1.3 Batasan Masalah
Dalam penelitian yang dilakukan diperlukan batasan masalah agar tidak

meluas dari topik yang telah ditentukan, berikut batasan masalah dalam penulisan
tugas akhir:

1. Responden pada penelitian ini adalah Mahasiswa aktif Fakultas Sains dan
Teknologi Universitas Islam Negeri Sultan Syarif Kasim Riau berjumlah
344 respond)

2. Data penelitian diperoleh melalui instrumen Social Phobia Inventory (SPIN)
yang terdiri dari 17 item pernyataan dan digunakan sebagai alat ukur tingkat
kecemasan sosial mahasiswa.

3. Kategori klasifikasi tingkat kecemasan sosial mengacu pada pedoman
(Connor dkk., 2000), yang membagi hasil pengukuran ke dalam lima kate-
gori, yaitu Normal, Ringan, Sedang, Berat, dan Sangat Berat.

4. Algoritma yang digunakan adalah Random Forest dan Support Vector Ma-
chine (SVM)

5. Untuk mengatasi ketidakseimbangan kelas pada data, dilakukan balancing
data menggunakan Synthetic Minority Oversampling Technique (SMOTE).

6. Menggunakan seleksi fitur Sequential Forward Selection (SFS).
7. Pembagian data training dan testing dilakukan dengan teknik Hold-out

80:20.
8. Klasifikasi dilakukan dengan empat skenario percobaan yaitu dengan data

asli tanpa seleksi fitur, dengan menggunakan SMOTE tanpa seleksi fitur,
dengan data asli dan seleksi fitur SFS, dan dengan menggunakan SMOTE
dan seleksi fitur SFS.

9. Fokus penelitian terbatas pada identifikasi tingkat kecemasan sosial Maha-
siswa tanpa membahas pengembangan sistem, implementasi lebih lanjut dan
tindakan intervensi psikologis atau bentuk terapi lanjutan terhadap individu
yang teridentifikasi mengalami gangguan tersebut.
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1.4 Tujuan
Adapun tujuan yang dapat dicapai melalui penelitian ini adalah sebagai

berikut:
1. Mengklasifikasikan tingkat kecemasan sosial (social anxiety) menggunakan

algoritma Random Forest dan Support Vector Machine (SVM) berdasarkan
data instrumen Social Phobia Inventory (SPIN).

2. Menganalisis serta membandingkan algoritma Random Forest dan Support
Vector Machine (SVM) dalam mengklasifikasikan tingkat kecemasan sosial
pada mahasiswa dan mengevaluasi algoritma dan skenario dengan kinerja
paling optimal.

1.5 Manfaat
Manfaat tugas akhir ini adalah:

1. Memberikan hasil klasifikasi tingkat kecemasan sosial Mahasiswa
berdasarkan hasil klasifikasi menggunakan algoritma Random Forest dan
Support Vector Machine

2. Menyajikan hasil analisis perbandingan dua algoritma dan empat skenario
percobaan sehingga dapat diidentifikasi algoritma dan skenario percobaan
yang menghasilkan performa paling optimal.

3. Memberikan informasi yang dapat digunakan sebagai dasar pertimbangan
dalam penyusunan program pendampingan atau kegiatan kampus yang men-
dukung kesehatan mental Mahasiswa.

1.6 Sistematika Penulisan
Sistematika dalam penulisan laporan Tugas Akhir adalah sebagai berikut:
BAB 1. PENDAHULUAN
Pada bab ini dipaparkan latar belakang penelitian, rumusan masalah, batasan

masalah, tujuan penelitian ini dilakukan, manfaat serta sistematika penulisan lapo-
ran Tugas Akhir.

BAB 2. LANDASAN TEORI
Bab ini berisi uraian mengenai teori-teori yang menjadi landasan peneli-

tian, termasuk pembahasan tentang kecemasan sosial, penggunaan alat ukur Social
Phobia Inventory (SPIN), serta penjelasan mengenai algoritma klasifikasi Random
Forest dan Support Vector Machine. Selain itu, bab ini juga menyajikan peneli-
tian terdahulu yang berkaitan dengan teknik machine learning yang relevan dengan
topik penelitian.

BAB 3. METODOLOGI PENELITIAN

4



Bab ini menjelaskan tahapan-tahapan dalam penelitian, yang meliputi
metode pengumpulan data, preprocessing, penggunaan algoritma Random Forest
dan Support Vector machine untuk klasifikasi, serta teknik evaluasi model yang dit-
erapkan untuk menilai kinerja dalam mengklasifikasikan tingkat kecemasan sosial
mahasiswa.

BAB 4. ANALISIS DAN HASIL
Bab ini menyajikan hasil dari klasifikasi tingkat kecemasan sosial Maha-

siswa berdasarkan data SPIN dengan menggunakan dua algoritma yang diband-
ingkan, yaitu Random Forest dan textitSupport Vector Machine. Disertakan pula
interpretasi hasil, perbandingan performa kedua algoritma.

BAB 5. PENUTUP
Bab ini berisi kesimpulan dari penelitian yang telah dilakukan dalam Tugas

Akhir ini, serta memberikan saran-saran untuk pengembangan penelitian di masa
mendatang.
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BAB 2

LANDASAN TEORI

2.1 Kecemasan Sosial
Kecemasan sosial (social anxiety disorder atau SAD) merupakan salah

satu bentuk gangguan kecemasan yang ditandai dengan rasa takut berlebihan ter-
hadap situasi sosial yang melibatkan interaksi dengan orang lain. Individu de-
ngan kecemasan sosial sering kali merasa cemas bahwa dirinya akan dinilai negatif,
dipermalukan, atau membuat kesalahan di hadapan orang lain. Perasaan ini bukan
sekadar rasa malu biasa, melainkan ketakutan yang menetap dan mengganggu
fungsi sehari-hari. Kecemasan sosial termasuk gangguan psikologis yang signifikan
karena dapat memengaruhi pendidikan, pekerjaan, hingga kualitas hubungan inter-
personal seseorang (Wolitzky-Taylor dan LeBeau, 2023).

Ciri-ciri kecemasan sosial dapat terlihat dari gejala kognitif, emosional, dan
fisiologis. Gejala kognitif meliputi pikiran negatif tentang diri sendiri, rasa takut
menjadi pusat perhatian, serta keyakinan bahwa orang lain akan mengkritik atau
menolak. Dari sisi emosional, penderita mengalami kecemasan berlebihan sebelum,
saat, atau setelah interaksi sosial. Sedangkan gejala fisiologis dapat berupa jantung
berdebar, berkeringat, gemetar, wajah memerah, dan sulit berbicara. (X. Tang dkk.,
2022) menjelaskan bahwa gejala-gejala tersebut dapat muncul baik dalam interaksi
tatap muka maupun dalam konteks digital, seperti penggunaan media sosial, karena
individu tetap merasa terpapar penilaian orang lain.

Faktor penyebab kecemasan sosial bersifat multifaktorial, meliputi aspek
biologis, psikologis, dan sosial. Secara biologis, faktor genetik dan temperamen,
seperti kecenderungan sifat pemalu (behavioral inhibition), dapat meningkatkan
kerentanan individu. Dari sisi psikologis, keyakinan maladaptif tentang pentingnya
penilaian orang lain dan fokus perhatian yang berlebihan terhadap diri sendiri mem-
perparah gejala. Sementara itu, pengalaman masa lalu seperti penolakan sosial
atau bullying juga dapat memicu munculnya kecemasan sosial. Penelitian Alomari
pada tahun 2022 menegaskan bahwa interaksi faktor genetik, pengalaman trauma-
tis, serta norma budaya berkontribusi pada perkembangan gangguan ini (Alomari
dkk., 2022).

Kecemasan sosial yang tidak ditangani dapat berdampak luas pada kehidu-
pan individu. Penderitanya berisiko mengalami penurunan prestasi akademik, ke-
sulitan membangun hubungan sosial, hingga mengalami isolasi yang berdampak
pada kesehatan mental. Beberapa studi juga menunjukkan adanya komorbiditas de-
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ngan depresi, penyalahgunaan zat, dan masalah kesehatan lainnya. Ambusaidi dan
kawan-kawan (2022) menemukan bahwa prevalensi kecemasan sosial cukup tinggi
terutama pada remaja dan dewasa muda, kelompok usia yang sedang berada pada
tahap penting dalam pendidikan dan perkembangan sosial (Ambusaidi dkk., 2022).

2.2 The Social Phobia Inventory (SPIN)
The Social Phobia Inventory (SPIN) adalah alat ukur yang digunakan untuk

mengukur tingkat keparahan social anxiety disorder (SAD). (Connor dkk., 2000)
mengembangkan alat ini sebagai alat skrining yang ringkas dan efektif untuk mengi-
dentifikasi gejala kecemasan sosial pada populasi klinis dan non-klinis. SPIN diran-
cang untuk meningkatkan intensitas kecemasan sosial berdasarkan persepsi subjek-
tif individu terhadap situasi sosial yang dapat menyebabkan penilaian negatif dari
orang lain (Wijaya dan Rachmat, 2024).

SPIN terdiri dari 17 pernyataan yang secara konseptual menyoroti tiga di-
mensi sosial utama, yaitu rasa takut, penghindaran, dan gejala fisiologis. Ketiga
dimensi tersebut mewakili komponen kognitif, perilaku, dan fisik yang umumnya
muncul pada individu dengan gangguan sosial (Rizkia dkk., 2024). Struktur ini
memungkinkan SPIN untuk memberikan gambaran menyeluruh tentang tingkat ke-
cemasan sosial yang dialami oleh responden.

Dimensi rasa takut (fear) mengukur tingkat kecemasan individu terkait situ-
asi sosial saat ini, seperti berada di tempat umum, menjadi pusat perhatian, atau
berinteraksi dengan orang asing yang diwakili oleh item nomor 1, 3, 5, 14, dan
15. Dimensi penghindaran (avoidance) berkaitan dengan kebiasaan individu untuk
menghindari situasi sosial yang menimbulkan stres, baik secara sadar maupun tidak
sadar terdiri dari item nomor 4, 6, 8, 9, 10, 11, 12, dan 16. Sementara itu, dimensi
Physiological (Gejala Fisiologis) mengukur gejala fisik yang muncul ketika indi-
vidu menghadapi situasi sosial, seperti jantung berdebar, gemetar, atau berkeringat
berlebihan yang direpresentasikan oleh item nomor 2, 7, 13, dan 17.(Rizkia dkk.,
2024; Abinaya dan Vadivu, 2024). Penilaian SPIN dilakukan menggunakan skala
Likert lima poin (Connor dkk., 2000) yaitu:

0 = Normal
1 = Ringan
2 = Sedang
3 = Berat
4 = Sangat berat
Setiap responden diminta untuk menentukan apakah pernyataan yang ter-
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cantum dalam SPIN menggambarkan kondisi yang mereka alami selama periode
waktu saat ini. Skor total SPIN diperoleh dengan menjumlahkan semua skor dari
17 item, menghasilkan skor rentang antara 0 dan 68 (Natalie dan Widhigdo, 2024).
Pernyataan kuesioner SPIN dapat dilihat pada Tabel 2.1.

Tabel 2.1. Pernyataan Kuesioner SPIN (Connor dkk., 2000)

No. Pernyataan Dimensi
1 Ketakutan terhadap orang yang memiliki otoritas atau

wewenang.
Fear

2 Merasa terganggu atau tidak nyaman ketika wajah
memerah.

Physiological
Discomfort

3 Ketakutan terhadap pesta dan acara sosial. Fear
4 Menghindari berbicara dengan orang asing. Avoidance
5 Ketakutan terhadap kritik. Fear
6 Menghindari situasi yang memalukan. Avoidance
7 Merasa tertekan akibat berkeringat. Physiological

Discomfort
8 Menghindari menghadiri pesta atau acara sosial. Avoidance
9 Menghindari menjadi pusat perhatian. Avoidance
10 Ketakutan berbicara dengan orang asing. Fear
11 Menghindari berbicara di depan umum (pidato). Avoidance
12 Menghindari kritik. Avoidance
13 Merasa tertekan akibat jantung berdebar. Physiological

Discomfort
14 Ketakutan ketika diperhatikan oleh orang lain. Fear
15 Ketakutan terhadap rasa malu atau dipermalukan. Fear
16 Menghindari berbicara dengan orang yang memiliki

otoritas atau wewenang.
Avoidance

17 Merasa tertekan akibat gemetar atau tubuh bergetar. Physiological
Discomfort

Skor total SPIN diklasifikasikan ke dalam lima tingkat keparahan kece-
masan sosial yaitu, Normal, Ringan, Sedang, Berat, dan Sangat Berat dapat dilihat
pada Tabel 2.2 berikut.
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Tabel 2.2. Kategori Tingkat Keparahan Skor SPIN (Connor dkk., 2000)

Kategori Rentang Skor
Normal < 20

Ringan 21 – 30
Sedang 31 – 40
Berat 41 – 50
Sangat Berat > 50

Kategori Normal menunjukkan bahwa seseorang tidak mengalami kece-
masan sosial yang signifikan. Kategori ringan hingga sangat berat menggambarkan
peningkatan intensitas kecemasan sosial, dimana skor yang lebih tinggi menun-
jukkan tingkat kecemasan yang semakin tinggi. Kategori tingkat kecemasan sosial
digunakan sebagai label kelas (class labels) untuk proses klasifikasi menggunakan
algoritma machine learning khususnya Random Forest dan Support Vector Machine
(SVM) untuk mengklasifikasikan tingkat kecemasan sosial mahasiswa berdasarkan
hasil pengisian kuesioner SPIN.

2.3 Machine Learning
Machine Learning adalah cabang dari kecerdasan buatan (Artificial In-

telligence) yang berfokus pada pengembangan algoritma dan teknik yang me-
mungkinkan komputer untuk belajar dan meningkatkan kinerjanya dari data tanpa
harus diprogram ulang secara eksplisit (Burzykowski, Geubbelmans, Rousseau, dan
Valkenborg, 2023). Konsep utama machine learning adalah membangun sistem
yang dapat belajar dari pengalaman (data) untuk melakukan tugas tertentu seperti
prediksi, pengenalan pola, dan klasifikasi (Mateussi dkk., 2024). Secara umum,
machine learning terbagi menjadi tiga kategori, yaitu supervised learning (menggu-
nakan data berlabel, misalnya klasifikasi kecemasan rendah, sedang, tinggi), unsu-
pervised learning (mengelompokkan data tanpa label), dan reinforcement learning
(pembelajaran melalui umpan balik dari lingkungan) (Cholissodin dan Soebroto,
2021).

2.4 Klasifikasi
Klasifikasi merupakan salah satu teknik dalam supervised learning pada ma-

chine learning yang bertujuan untuk mengelompokkan data ke dalam kategori ter-
tentu berdasarkan pola yang ditemukan dari data latih. (Firmansyah dan Yulianto,
2024), klasifikasi bekerja dengan mempelajari hubungan antara fitur (variabel in-
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dependen) dan label (variabel dependen), kemudian menggunakan model tersebut
untuk memprediksi kelas dari data baru (Mardiani dkk., 2023). Klasifikasi banyak
digunakan dalam berbagai bidang seperti deteksi penyakit, pengenalan wajah, anal-
isis sentimen, prediksi pelanggan, hingga diagnosis psikologis. Dengan demikian,
teknik ini menjadi fondasi penting dalam pengembangan sistem cerdas berbasis data
(Firmansyah dan Yulianto, 2024).

2.5 Random Forest
Random Forest adalah model klasifikasi dengan pemdekatan ansam-

ble learning yang menggabungkan beberapa pengklasifikasi dari banyak pohon
(Nugroho, 2025) Pengklasifikasi pohon dihasilkan dengan mengambil sampel vek-
tor input secara acak. Vektor input diklasifikasikan berdasarkan suara kolektif dari
setiap pohon, dengan kelas yang menerima suara terbanyak (Shobayo, Zachariah,
Odusami, dan Ogunleye, 2023). RF memiliki 3 parameter yang perlu digu-
nakan saat pemodelan yaitu n estimator, max features, min samples leaf (Rahmah,
Sepriyanti, Zikri, Ambarani, dan bin Shahar, 2023). Berikut persamaan dari Ran-
dom Forest (Sandag, 2020)):

Entropy(Y ) =−∑
i

p(c | Y ) log2 p(c | Y ) (2.1)

Keterangan:
Y = Himpunan kasus
P(c | Y ) = Proporsi nilai Y terhadap kelas c
Information Gain (Y,a)

Entropy(Y )− ∑
v∈values(a)

|Yv|
|Y |

Entropy(Yv) (2.2)

Keterangan:
Values(a) = Nilai yang mungkin dalam himpunan kasus a
Yv = Subkelas dari Y dengan kelas v yang berhubungan dengan kelas
Ya = Semua nilai yang sesuai dengan a

2.6 Support Vector Machine
Support Vector Machine teknik klasifikasi yang semakin populer dalam be-

berapa tahun terakhir. SVM diperkenalkan sebagai model machine learning berba-
sis kernel yang digunakan untuk pengenalan pola dalam tugas klasifikasi dan regresi
(Cervantes, Garcia-Lamont, Rodrı́guez-Mazahua, dan Lopez, 2020). Metode SVM
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secara linear memisahkan kelas dengan menampilkan fitur ke dalam kernel. Secara
umum, SVM bekerja dengan menambahkan ruang fitur dengan dimensi tambahan
(Muhathir, Santoso, dan Larasati, 2021). SVM dapat digunakan untuk mengukur
akurasi data dalam suatu sistem. Proses pembagian data dilakukan dengan mencari
titik vektor yang paling dekat dengan hyperplane yang memisahkan setiap kelom-
pok (Tuhenay dan Mailoa, 2021). Prinsip dasar dari algoritma SVM adalah klasi-
fikasi linier. Akurasi SVM sangat bergantung pada pemilihan parameter dan fungsi
kernel yang digunakan (A. Fitri, Khoniaro, Nurasih, dan Rusyida, 2025). Dalam
hal ini, persamaan Linear SVM digunakan rumus berikut.

Y = wT xi +b, i = 1,2, . . . , l (2.3)

Dimana Y merupakan nilai target dari himpunan data berupa [−1,+1], Xi

adalah vektor baris berdimensi k (jumlah fitur), sedangkan l adalah jumlah data, W
merupakan parameter bobot, dan b yaitu bias atau error (Suryani dan Mustakim,
2022).

2.7 Feature Selection
Seleksi atribut dilakukan untuk memastikan pengolahan data dalam jumlah

besar dapat berlangsung secara efisien dan optimal, mengingat proses data min-
ing memerlukan komputasi yang sangat intensif (Khaire dan Dhanalakshmi, 2022).
Penggunaan fitur yang tidak relevan dapat mengurangi kualitas klasifikasi, karena
fitur tersebut hanya memberikan informasi terbatas bahkan bisa jadi tidak memiliki
hubungan yang signifikan dengan data (Kou dkk., 2020)). Untuk mempertahankan
kualitas proses data mining dan memastikan hasil yang diperoleh tetap sesuai de-
ngan tujuan, seleksi atribut sangat berguna dalam mengurangi tingkat kesalahan
selama proses berlangsung (Raj dkk., 2020).

2.8 Sequential Forward Selection (SFS)
Pemilihan Maju Berurutan atau Sequential Forward Selection (SFS) adalah

metode pemilihan fitur yang dimulai dengan subset fitur kosong dan secara berta-
hap menambahkan satu fitur yang meningkatkan kinerja model terbesar pada setiap
Langkah atau iterasi. Prosedur ini berlanjut hingga jumlah fitur yang diinginkan
tercapai, dan tujuan metode ini adalah untuk meningkatkan efisiensi komputasi dan
akurasi model dengan hanya menggunakan fitur yang paling relevan. SFS dievaluasi
biasanya dengan metrik seperti Mean Square Error (MSE) dan Coefficient of De-
termination (R2) untuk memastikan bahwa kinerja model telah ditingkatkan. SFS
juga membantu mengurangi noise dan mencegah overfitting (Shafiee dkk., 2021).
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SFS bertujuan untuk meningkatkan efisiensi dan akurasi model secara keseluruhan
dengan menambah atau menghapus fitur berdasarkan kinerja model dasar. Berikut
cara kerja dari SFS (Maseno dan Wang, 2024):

a. Mulai dengan Subset Kosong
Misalkan dataset lengkap: M = {P1,P2, . . . ,Pk}
Subset baru: D = {}

b. Iterasi Penambahan Fitur
Untuk setiap iterasi y, tambahkan fitur terbaik d dari M - D ke subset D

dadd = bestF(S+d), dimana d ∈ M−D (2.4)

c. Tambahkan fitur d add ke subset D

D = D+dadd (2.5)

d. Tingkatkan iterasi y:
y = y+1 (2.6)

Efektivitas SFS sangat ditentukan oleh kinerja model dasar yang digunakan.
SFS secara sistematis memilih fitur yang paling relevan satu per satu, memastikan
bahwa model yang dihasilkan memiliki kinerja klasifikasi terbaik dengan jumlah
fitur yang minimal (Maseno dan Wang, 2024).

2.9 Fakultas Sains dan Teknologi
Fakultas Sains dan Teknologi didirikan pada akhir tahun 2001 sebagai

langkah persiapan untuk perubahan status dari Institut Agama Islam Negeri Sultan
Syarif Qasim (IAIN SUSQA) Pekanbaru menjadi Universitas Islam Negeri Sultan
Syarif Kasim Riau (UIN Suska) Riau. Fakultas ini berawal dari pembukaan Juru-
san Teknik Informatika pada tahun 1999 dan Jurusan Teknik Industri pada tahun
2001, keduanya berada di bawah naungan Fakultas Dakwah. Dengan adanya kedua
jurusan tersebut, maka dibentuklah Fakultas Sains dan Teknologi dengan:

1. SK Rektor nomor: 163/R/2001 tertanggal Desember 2001
2. Undang-undang nomor 20 tahun 2003 tentang Sistem Pendidikan Nasional

(Lembaga Negara Tahun 2003 Nomor 78)
3. Peraturan Presiden Republik Indonesia Nomor 2 Tahun 2005 tentang Pe-

rubahan IAIN Sultan Syarif Qasim Riau.
4. Keputusan Menteri Agama Republik Indonesia Nomor 8 tahun 2005 tentang

susunan organisasi dan tata kerja UIN Suska Riau.
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5. SK Dirjen BAGAIS nomor: DJ.II/26/2006 tertanggal 20 Februari 2006 ten-
tang izin penyelenggaraan Program Studi jenjang S1.

Pada tahun 2002, didirikan Jurusan Sistem Informasi dan Matematika Ter-
apan, dan pada tahun 2003, dibentuk Jurusan Teknik Elektro dengan program
studi Teknik Elektronika dan Telekomunikasi. Pembentukan Fakultas Sains dan
Teknologi beserta jurusan-jurusannya bertujuan untuk memenuhi kebutuhan dunia
usaha dan industri di Provinsi Riau serta untuk menghadapi tantangan globalisasi
yang terus berkembang.

2.10 Penelitian Terdahulu
(Sirleto dkk., 2021) meneliti penggunaan machine learning untuk mengk-

lasifikasikan gangguan kecemasan menggunakan data psikologis dari populasi non-
klinis. Studi ini membandingkan beberapa algoritma, termasuk Support Vector Ma-
chine (SVM) dan Random Forest (RF). Hasil penelitian menunjukkan bahwa SVM
dan RF memiliki kinerja klasifikasi yang lebih unggul dibandingkan metode statis-
tik konvensional, dengan akurasi minimal 85%. Namun, berbeda dengan studi se-
belumnya, penelitian ini secara khusus fokus pada gangguan kecemasan sosial pada
mahasiswa dengan menggunakan Social Phobia Inventory (SPIN), sebuah instru-
men yang lebih spesifik untuk gangguan kecemasan sosial.

(Tejaswi, Harshini, Shishira, Manudeep, dan Rahul, 2025) melakukan
penelitian machine learning menggunakan data skala Likert untuk mengidenti-
fikasi dan mengkategorikan kecemasan pada mahasiswa teknik. Beberapa algo-
ritma, seperti Naı̈ve Bayes, Decision Tree, Random Forest, dan Support Vector
Machine (SVM), digunakan untuk mengklasifikasikan tingkat kecemasan. Hasil
penelitian menunjukkan bahwa Random Forest memiliki akurasi tertinggi sebesar
78,9%, sementara SVM memiliki akurasi tertinggi sebesar 75,5%. Hal ini me-
nunjukkan bahwa teknik pembelajaran mesin dapat digunakan untuk mengklasi-
fikasikan tingkat kecemasan pada populasi mahasiswa. Kedua penelitian ini relavan
tetapi berbeda karena instrumen yang digunakan bukan SPIN, sedangkan peneli-
tian ini menggabungkan SPIN dengan Random Forest dan SVM untuk mengklasi-
fikasikan kecemasan sosial pada mahasiswa.

(Park dkk., 2025) memprediksi tingkat kecemasan sosial pada individu de-
ngan Social Anxiety Disorder menggunakan data suara dan fitur fisiologis yang
dikumpulkan melalui simulasi sosial berbasis Virtual Reality. Beberapa algoritma
seperti Random Forest, XGBoost, LightGBM, dan CatBoost dibandingkan meng-
gunakan optimasi grid search dan random search. Hasil penelitian menunjukkan
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bahwa CatBoost memiliki performa terbaik dengan akurasi 82% dan AUROC 0,85
dalam memprediksi gejala kecemasan sosial, penelitian ini berfokus pada pasien
dengan gangguan kecemasan sosial melalui data fisiologis, tidak berfokus kepada
Mahasiswa..

(Hasanah dan Fatah, 2025)) mengevaluasi efektivitas Support Vector Ma-
chine (SVM) dalam memprediksi tingkat stres mahasiswa berdasarkan faktor
psikologis, gaya belajar, dan aktivitas sosial. Studi ini menunjukkan bahwa SVM
efektif dalam memprediksi tingkat stres dengan akurasi hingga 88%, menunjukkan
kemampuan SVM dalam menganalisis data psikologis dari mahasiswa. Meskipun
fokus studi ini tidak secara khusus pada kecemasan sosial atau penggunaan SPIN,
hasilnya mendukung penggunaan SVM dalam konteks kesehatan mental maha-
siswa, yang juga merupakan salah satu algoritma utama yang digunakan dalam studi
ini.

(Mohamed dkk., 2023) mengembangkan model hibrida berbasis machine
learning untuk memprediksi tingkat kecemasan dan kondisi kesehatan mental lain-
nya menggunakan kombinasi algoritma Support Vector Machine (SVM), Multi-
Layer Perceptron (MLP), dan Random Forest. Data dikumpulkan dari responden
di wilayah Kashmir dengan berbagai indikator psikologis dan demografis. Hasil
penelitian menunjukkan bahwa model hibrida yang menggabungkan beberapa al-
goritma menghasilkan performa lebih stabil dibandingkan model tunggal, dengan
akurasi mencapai 81%. Penelitian ini berfokus pada populasi umum dan tidak se-
cara khusus mengukur kecemasan sosial pada Mahasiswa menggunakan skala So-
cial Phobia Inventory (SPIN).

(Hassan, Jamal, Ahmed, dan Abdullahi, 2025) menilai serta memprediksi
risiko depresi dan kecemasan menggunakan algoritma Random Forest, Support Vec-
tor Machine, dan Artificial Neural Network berdasarkan data survei psikologis dari
kalangan pelajar dan Mahasiswa. Hasil penelitian menunjukkan bahwa algoritma
Random Forest dan SVM memberikan performa terbaik dengan akurasi mencapai
84% dalam mengklasifikasikan tingkat risiko mental. Studi ini berfokus pada kece-
masan dan depresi secara umum, bukan pada kecemasan sosial.

(R. R. Fitri, Apriandari, dkk., 2025)) menggunakan algoritma Random For-
est untuk membangun sistem klasifikasi kecemasan pada Generasi Z berbasis data
media sosial. Penelitian ini mengumpulkan data melalui scraping tweet dan meng-
gunakan Random Forest untuk analisis. Hasil model menunjukkan akurasi tinggi
sebesar 97,71%. Sistem juga diimplementasikan dalam bentuk website yang dapat
melakukan identifikasi kecemasan secara real-time, memberikan potensi intervensi
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dini bagi pengguna.
(Mengqi, Fitzgerald, dan Klumpp, 2020) menggunakan algoritma Support

Vector Machine (SVM) untuk mengklasifikasikan individu dengan Social Anxiety
Disorder (SAD) berdasarkan data functional MRI saat peserta memproses ekspresi
wajah yang mengancam. SVM mampu membedakan individu SAD dari kelompok
kontrol sehat dengan akurasi 86%, menunjukkan efektivitas SVM dalam analisis
pola aktivitas otak. Penelitian ini berbasis data neuroimaging, tidak menggunakan
data psikometrik Mahasiswa melalui Social Phobia Inventory (SPIN) untuk klasi-
fikasi tingkat kecemasan sosial.
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BAB 3

METODOLOGI PENELITIAN

Pada bab ini akan membahas tentang metodologi penelitian yang dilakukan
dalam penelitian tugas akhir ini. Adapun metodologi yang digunakan dan diterap-
kan pada penelitian tugas akhir ini dapat dilihat pada Gambar 3.1 berikut.

Gambar 3.1. Alur Metodologi Penelitian
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3.1 Tahap Perencanaan
1. Identifikasi Masalah

Pada tahap ini peneliti mengidentifikasi permasalahan utama yaitu tingginya
potensi kecemasan sosial pada mahasiswa serta keterbatasan proses identi-
fikasi secara manual. Analisis dilakukan berdasarkan studi literatur terkait
prevalensi kecemasan sosial pada mahasiswa, pentingnya deteksi dini, dan
peluang penerapan machine learning dalam bidang kesehatan mental.

2. Penentuan objek penelitian.
Penelitian ini menetapkan mahasiswa aktif Fakultas Sains dan Teknologi
Universitas Islam Negeri Sultan Syarif Kasim Riau sebagai objek yang dini-
lai tingkat kecemasan sosialnya. Pertimbangan pemilihan mahasiswa seba-
gai objek penelitian dikarenakan tingginya tuntutan akademik, intensitas in-
teraksi sosial, dan karakteristik usia yang berada pada masa dewasa awal
yang rentan terhadap gangguan kecemasan

3. Studi literatur
Studi literatur dilakukan untuk memperkuat landasan teori yang berkaitan
dengan kecemasan sosial, social anxiety disorder, instrumen pengukuran
Social Phobia Inventory (SPIN) serta penerapan algoritma machine learn-
ing, khususnya Random Forest dan Support Vector Machine (SVM), teknik
balancing data seperti SMOTE, serta metode seleksi fitur SFS. dalam klasi-
fikasi data kesehatan mental.

3.2 Tahap Pengumpulan Data
Pada tahap ini seluruh data dan informasi yang dibutuhkankan untuk peneli-

tian dikumpulkan. Adapun metode yang digunakan dalam proses pengambilan data
adalah sebagai berikut:

1. Diskusi dengan Pakar
Sebelum penyebaran kuesioner, dilakukan diskusi dengan pakar yaitu seo-
rang psikolog klinis yang aktif memberikan layanan konsultasi dan konsel-
ing di Yayasan Praktek Psikolog Cabang Riau dan juga merupakan dosen
psikologi di UIN Sultan Syarif Kasim Riau. Dokumentasi diskusi dengan
pakar dapat dilihat pada (Lampiran B) Tujuannya adalah untuk memastikan
bahwa penggunaan instrumen SPIN sesuai dengan konteks mahasiswa dan
untuk skrining awal kecemasan sosial, Memastikan kesesuaian rancangan
variabel, struktur data, dan metode analisis yang akan digunakan.

2. Kuesioner
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Kuesioner digunakan sebagai instrumen utama dalam pengumpulan data.
Peneliti membagikan kuesioner 17 item pernyataan Social Phobia Inven-
tory (SPIN) kepada responden untuk mengukur tingkat kecemasan sosial
mereka. Kuesioner disusun secara sistematis dan diberikan dalam bentuk
digital melalui Google Form. Atribut dataset dapat dilihat pada Tabel 3.1
berikut.

Tabel 3.1. Atribut Dataset

Kode
Atribut

Atribut Tipe Data Deskripsi

A1 Jenis
Kelamin

Kategorikal Jenis kelamin responden mahasiswa
(Laki-laki atau Perempuan).

A2 Usia Numerik Usia responden mahasiswa dalam satuan
tahun pada saat penelitian dilakukan.

A3 Jurusan Kategorikal Program studi tempat mahasiswa terdaf-
tar.

A4 Semester Numerik Semester aktif mahasiswa pada saat
penelitian dilakukan.

A5 Mengikuti
Organisasi

Kategorikal Status keikutsertaan mahasiswa dalam or-
ganisasi kemahasiswaan (Ya atau Tidak).

A6 IPK Numerik Indeks Prestasi Kumulatif mahasiswa se-
bagai indikator capaian akademik.

A7 SPIN1 Numerik Tingkat ketakutan terhadap individu yang
memiliki wewenang atau otoritas.

A8 SPIN2 Numerik Ketidaknyamanan akibat reaksi fisiologis
(wajah memerah) dalam situasi sosial.

A9 SPIN3 Numerik Rasa takut mengikuti kegiatan sosial di
lingkungan kampus maupun di luar kam-
pus.

A10 SPIN4 Numerik Perilaku penghindaran berbicara dengan
orang yang tidak dikenal.

A11 SPIN5 Numerik Ketakutan menerima kritik dari dosen
atau teman.

A12 SPIN6 Numerik Perilaku penghindaran berbicara atau
bertindak karena takut merasa malu.
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Tabel 3.1 Atribut Dataset

Kode
Atribut

Atribut Tipe Data Deskripsi

A13 SPIN7 Numerik Ketidaknyamanan terhadap gejala fisiol-
ogis berupa berkeringat di depan orang
lain.

A14 SPIN8 Numerik Perilaku penghindaran menghadiri acara
kampus, organisasi, atau pertemuan
sosial.

A15 SPIN9 Numerik Tekanan psikologis ketika menjadi pusat
perhatian di kelas atau kegiatan kampus.

A16 SPIN10 Numerik Ketakutan berbicara atau melakukan pre-
sentasi di depan orang banyak.

A17 SPIN11 Numerik Perilaku penghindaran berbicara atau pre-
sentasi di depan orang banyak.

A18 SPIN12 Numerik Upaya berlebihan untuk menghindari kri-
tik dari dosen atau teman.

A19 SPIN13 Numerik Gangguan akibat gejala fisiologis berupa
detak jantung cepat saat berada di sekitar
orang lain.

A20 SPIN14 Numerik Ketakutan melakukan sesuatu ketika
merasa sedang diperhatikan oleh orang
lain.

A21 SPIN15 Numerik Ketakutan terhadap kemungkinan
dipermalukan atau terlihat bodoh di
depan orang lain.

A22 SPIN16 Numerik Perilaku penghindaran berinteraksi de-
ngan individu yang memiliki wewenang
atau otoritas.

A23 SPIN17 Numerik Ketidaknyamanan akibat gejala fisiologis
berupa gemetar di depan orang lain.

3.3 Tahap Preprocessing Data
Tahap preprocessing dilakukan sebelum data diolah untuk memastikan data

yang digunakan saat analisis merupakan data yang akurat. Berikut tahapan dari
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pre-processing yang dilakukan.

1. Cleaning
Tahap cleaning yang dilakukan untuk menghilangkan duplikasi data,
memeriksa data yang inkonsisten, dan memperbaiki kesalahan yang ada
pada data.

2. Tranformasi
Transformasi data dilakukan untuk menyesuaikan format atau skala data
agar lebih optimal untuk diproses. Pada tahap ini, digunakan Metode La-
bel Encoding untuk mengonversi Data Kategori (String) menjadi Data Nu-
merik. Dengan cara ini, nilai-nilai kategori dapat diubah dalam bentuk
angka yang memungkinkan Algoritma Klasifikasi memproses data tersebut
dengan lebih efektif.

3. Normalisasi
Normalisasi diperlukan untuk menyeragamkan skala fitur agar tidak ada fi-
tur yang mendominasi proses pembelajaran model hanya karena perbedaan
rentang nilai. Normalisasi dapat dilakukan menggunakan metode Min-Max
Scaling atau teknik lain yang sesuai, sehingga nilai fitur berada pada rentang
tertentu (misalnya 0–1). Proses ini sangat penting terutama untuk algoritma
SVM yang sensitif terhadap perbedaan skala fitur.

3.4 Tahap Pembagian Data
Setelah tahap preprocessing selesai, data dibagi menggunakan metode

Hold-Out menjadi dua bagian, yaitu 80% data latih untuk melatih model dan 20%
data uji untuk menguji performa model. Metode Hold-Out dipilih karena sederhana
dan efektif dalam membagi data secara acak untuk memastikan evaluasi model di-
lakukan secara objektif.

3.5 Penerapan SMOTE
Pada banyak kasus klasifikasi multi-kelas seperti klasifikasi tingkat kece-

masan sosial, distribusi data tiap kelas sering kali tidak seimbang, di mana kelas
tertentu dapat memiliki jumlah data yang jauh lebih banyak dibanding kelas lain se-
hingga model cenderung bias terhadap kelas mayoritas. Untuk mengatasi masalah
ketidakseimbangan kelas tersebut, digunakan teknik Synthetic Minority Oversam-
pling Technique (SMOTE) yang bekerja dengan cara menghasilkan sampel sintetis
baru pada kelas minoritas melalui interpolasi antara data yang berdekatan dalam
ruang fitur.

SMOTE digunakan pada data latih sehingga distribusi jumlah data tiap kelas
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menjadi lebih seimbang dan model klasifikasi tidak terlalu memihak kelas mayori-
tas, melainkan memiliki kemampuan yang lebih baik dalam mengenali semua kelas
termasuk kelas minoritas seperti kategori kecemasan sedang, berat, atau sangat be-
rat. Penelitian ini membandingkan dua kondisi, yaitu data tanpa SMOTE dan data
dengan balancing menggunakan SMOTE, sehingga memungkinkan analisis penga-
ruh balancing data terhadap kinerja algoritma Random Forest dan SVM.

3.6 Seleksi Fitur
Setelah proses penyeimbangan data menggunakan SMOTE, dilakukan dua

pendekatan dalam pembangunan model klasifikasi, yaitu tanpa seleksi fitur dan de-
ngan seleksi fitur. Pada pendekatan tanpa seleksi fitur, seluruh variabel (fitur) hasil
preprocessing digunakan secara langsung untuk membangun model klasifikasi. Se-
mentara itu, pada pendekatan dengan seleksi fitur, digunakan metode Sequential
Feature Selection (SFS) untuk memilih fitur-fitur yang paling berpengaruh terhadap
hasil klasifikasi tingkat kecemasan sosial mahasiswa.

Metode SFS bekerja dengan menambahkan fitur satu per satu secara berta-
hap berdasarkan kontribusinya dalam meningkatkan performa model. Pendekatan
ini bertujuan untuk mengidentifikasi subset fitur terbaik agar model menjadi lebih
efisien mengurangi noise dari fitur yang tidak relevan, dan meningkatkan akurasi.

3.7 Tahap Klasifikasi
Pada tahap ini, dilakukan proses klasifikasi menggunakan dua algoritma

yaitu Random Forest dan Support Vector Machine (SVM) untuk memprediksi
tingkat kecemasan sosial mahasiswa berdasarkan hasil kuesioner SPIN Kedua al-
goritma tersebut diterapkan pada empat skenario pengujian, yaitu:

1. Tanpa SMOTE dan tanpa seleksi fitur
2. Dengan SMOTE dan tanpa seleksi fitur
3. Tanpa SMOTE dan dengan seleksi fitur SFS
4. Dengan SMOTE dan dengan seleksi fitur SFS

Setiap skenario dilakukan untuk membandingkan pengaruh penyeimbangan
data dan seleksi fitur terhadap performa model. Proses pelatihan dilakukan meng-
gunakan data latih (training set) yang diperoleh dari metode pembagian data hold-
out, sedangkan data uji (testing set) digunakan untuk mengukur kemampuan model
dalam mengenali pola baru.

Hasil prediksi dari masing-masing algoritma kemudian dievaluasi menggu-
nakan beberapa metrik performa seperti akurasi, presisi, recall, dan F1-score. Eval-
uasi ini bertujuan untuk menentukan model dan kombinasi metode (SMOTE dan
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SFS) yang memberikan hasil optimal dalam mengklasifikasikan tingkat kecemasan
sosial mahasiswa.

3.8 Tahap Evaluasi
Setelah model klasifikasi dibangun menggunakan algoritma Random Forest

dan Support Vector Machine (SVM) pada setiap skenario, dilakukan tahap evaluasi
model untuk menilai sejauh mana model mampu mengklasifikasikan tingkat kece-
masan sosial mahasiswa dengan baik. Evaluasi dilakukan menggunakan data uji
(testing set) yang tidak digunakan selama proses pelatihan, sehingga hasil pengu-
jian dapat menggambarkan kemampuan model dalam mengenali data baru. Bebe-
rapa metrik evaluasi yang digunakan antara lain yaitu akurasi, presisi, recall dan
F1-Score.

Hasil dari masing-masing metrik digunakan untuk membandingkan per-
forma antara algoritma Random Forest dan SVM, serta untuk menilai pengaruh
penerapan SMOTE dan SFS terhadap hasil klasifikasi.

3.9 Tahap Analisis dan Hasil
Tahap ini bertujuan untuk mengevaluasi performa model klasifikasi yang

telah dibangun menggunakan algoritma Random Forest dan Support Vector Ma-
chine (SVM). Analisis dilakukan dengan membandingkan hasil prediksi kedua al-
goritma terhadap data uji menggunakan beberapa metrik evaluasi, yaitu:

a) Akurasi: Mengukur proporsi data yang diklasifikasikan dengan benar ter-
hadap seluruh data uji.

b) Presisi: Menunjukkan proporsi prediksi positif yang benar-benar relevan,
atau tepatnya klasifikasi yang tidak salah memberi label positif.

c) Recall: Mengukur kemampuan model dalam menemukan seluruh data yang
benar-benar termasuk dalam kelas positif.

d) F1-Score: Merupakan rata-rata harmonik dari presisi dan recall, yang
berguna untuk mengevaluasi model saat terjadi ketidakseimbangan antar ke-
las.
Analisis ini bertujuan untuk menghasilkan model klasifikasi yang mampu

mengidentifikasi tingkat kecemasan sosial Mahasiswa secara akurat dan efisien.
Dengan membandingkan performa algoritma Random Forest dan Support Vector
Machine (SVM), diharapkan dapat diketahui metode mana yang paling optimal un-
tuk digunakan. Selain itu, penelitian ini juga berusaha mengetahui faktor-faktor
apa saja yang paling berpengaruh terhadap tingkat kecemasan Mahasiswa khusus-
nya berdasarkan data SPIN. Hasil dari penelitian ini diharapkan dapat memberikan
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gambaran yang lebih jelas bagi pihak kampus dalam menyusun langkah preventif
serta dukungan psikologis yang lebih tepat sasaran dan sesuai dengan kebutuhan
Mahasiswa.

3.10 Dokumentasi
Pada tahap ini, seluruh proses mulai dari perencanaan, pengumpulan data,

preprocessing, klasifikasi, hingga analisis hasil didokumentasikan dalam bentuk la-
poran penelitian. Dokumentasi juga mencakup penyusunan grafik, tabel, dan visu-
alisasi hasil klasifikasi yang diperoleh dari algoritma Random Forest dan Support
Vector Machine (SVM), serta perbandingan performa keduanya berdasarkan metrik
evaluasi seperti akurasi, presisi, recall, dan F1-score. Disusun dalam laporan akhir
sebagai bentuk pertanggungjawaban dan referensi bagi penelitian selanjutnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan pelaksanaan penelitian secara menyeluruh menggunakan

dataset sebanyak 344 responden mahasiswa Fakultas Sains dan Teknologi UIN Sul-
tan Syarif Kasim Riau melalui instrumen Social Phobia Inventory (SPIN), serta
penerapan algoritma Random Forest (RF) dan Support Vector Machine (SVM) de-
ngan teknik SMOTE dan Sequential Forward Selection (SFS) dalam empat ske-
nario percobaan seperti yang diuraikan pada Bab IV, diperoleh kesimpulan sebagai
berikut:

1. Klasifikasi tingkat kecemasan sosial mahasiswa ke 5 kategori (Normal,
Ringan, Sedang, Berat, Sangat Berat) berhasil dilakukan menggunakan RF
dan SVM berdasarkan data SPIN, dengan performa SVM dengan SMOTE
tanpa SFS mencapai akurasi 88% dan RF tanpa SMOTE dengan SFS 84%.

2. Algoritma SVM menghasilkan performa lebih unggul dengan akurasi rata-
rata 85% dibandingkan Random Forest 82%, terutama pada pengenalan kat-
egori minoritas Berat dan Sangat Berat setelah penerapan SMOTE. Skenario
optimal adalah SVM dengan SMOTE tanpa seleksi fitur karena SFS menu-
runkan akurasi 2-5%.

3. Integrasi SPIN dengan machine learning efektif untuk deteksi dini ke-
cemasan sosial dengan peningkatan recall kategori minoritas 25% sete-
lah SMOTE, menjadikan SVM dengan SMOTE model rekomendasi untuk
skrining kesehatan mental Fakultas Sains dan Teknologi UIN Suska Riau.

Berdasarkan hasil analisis, model yang menggunakan Random Forest de-
ngan SMOTE dan tanpa seleksi fitur (SFS) menunjukkan performa yang stabil dan
optimal, sehingga dapat dijadikan acuan dalam klasifikasi tingkat kecemasan sosial
mahasiswa. Model ini memiliki potensi untuk diterapkan lebih lanjut dalam sistem
deteksi dini kesehatan mental berbasis teknologi di lingkungan kampus.

Penelitian ini membuktikan bahwa penerapan machine learning, khususnya
Random Forest dan SVM, dapat digunakan secara efektif dalam klasifikasi tingkat
kecemasan sosial mahasiswa. Hasil penelitian ini dapat dijadikan dasar bagi pe-
ngembangan sistem skrining kesehatan mental yang lebih akurat dan cepat, se-
hingga dapat mendukung pengambilan keputusan terkait intervensi psikologis di
lingkungan akademik.
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5.2 Saran
Berdasarkan hasil penelitian yang telah dilakukan, beberapa saran untuk

penelitian selanjutnya dan pengembangan sistem adalah sebagai berikut:
1. Disarankan untuk mengumpulkan lebih banyak data dengan variasi lebih

luas, seperti melibatkan mahasiswa dari fakultas atau universitas lain de-
ngan karakteristik yang berbeda. Hal ini akan meningkatkan kemampuan
generalisasi model dalam mengklasifikasikan kecemasan sosial di berbagai
konteks dan populasi mahasiswa.

2. Untuk penelitian selanjutnya dapat mempertimbangkan penggunaan al-
goritma machine learning lainnya, seperti Gradient Boosting Machines
(GBM) atau Neural Networks, guna membandingkan performa dengan RF
dan SVM. Penyesuaian hyperparameter dan eksperimen dengan teknik op-
timasi model juga dapat dilakukan untuk meningkatkan akurasi.

3. Diperlukan pengembangan lebih lanjut dalam hal implementasi sistem,
seperti membangun aplikasi berbasis web atau mobile yang memungkin-
kan mahasiswa untuk melakukan self-assessment kecemasan sosial. Sistem
ini dapat dilengkapi dengan fitur interaktif untuk memberikan rekomendasi
atau arahan bagi mahasiswa yang teridentifikasi dengan tingkat kecemasan
sosial tinggi.

4. Peningkatan Teknik Preprocessing dan Seleksi Fitur pada penelitian selan-
jutnya dapat memperdalam eksplorasi mengenai teknik seleksi fitur yang
lebih kompleks, seperti Recursive Feature Elimination (RFE) atau teknik
berbasis deep learning untuk mengekstraksi fitur yang lebih relevan. Se-
lain itu, teknik augmentasi data dapat diuji untuk melihat apakah dapat
meningkatkan performa model, terutama pada kategori minoritas.
Dengan memperhatikan saran-saran tersebut, penelitian ini memiliki potensi

untuk dikembangkan lebih lanjut untuk mendukung deteksi dini dan intervensi yang
lebih efektif terhadap masalah kesehatan mental mahasiswa.
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