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PENERAPAN CONVOLUTIONAL NEURAL NETWORK (CNN)
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ABSTRAK

Penyakit tanaman padi merupakan salah satu faktor utama yang menghambat produktivitas pangan
global. Penelitian ini bertujuan untuk mengembangkan model klasifikasi otomatis penyakit daun
padi menggunakan tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NASNetMobile,
serta membandingkan performa ketiganya dengan variasi optimizer AdamW, Nadam, dan RM-
Sprop. Selain itu, metode Explainable AI (XAI) berbasis Grad-CAM diterapkan untuk memberikan
visualisasi interpretatif terhadap keputusan model. Dataset yang digunakan mencakup empat
kategori, yaitu Bacterial Blight, Blast, Brownspot, dan Tungro. Hasil eksperimen menunjukkan
bahwa arsitektur DenseNet121 dengan optimizer Nadam mencapai performa terbaik dengan akurasi
sebesar 97%. MobileNetV2 menunjukkan efisiensi yang tinggi dengan akurasi 96% menggunakan
RMSprop, sementara NASNetMobile dengan AdamW mencatatkan akurasi terendah pada angka
89% akibat kendala misklasifikasi pada fitur visual yang serupa. Implementasi Grad-CAM berhasil
menunjukkan bahwa model berfokus pada area lesi daun yang relevan, sehingga meningkatkan
transparansi dan kepercayaan pada sistem klasifikasi. Penelitian ini menyimpulkan bahwa peng-
gunaan arsitektur dengan konektivitas padat dan optimizer adaptif sangat efektif untuk identifikasi
penyakit padi secara akurat.
Kata Kunci: CNN, DenseNet121, Grad-CAM, MobileNetV2, NASNetMobile, Penyakit Padi.
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IMPLEMENTATION OF CONVOLUTIONAL NEURAL
NETWORK (CNN) WITH GRAD-CAM FOR RICE DISEASE

CLASSIFICATION
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ABSTRACT

Rice plant diseases represent a significant factor hindering global food productivity. This study aims
to develop an automated classification model for rice leaf diseases using three CNN architectures,
namely MobileNetV2, DenseNet121, and NASNetMobile. While comparing their performance
across three optimizers, such as AdamW, Nadam, and RMSprop. Additionally, an Explainable AI
(XAI) method based on Grad-CAM was implemented to provide interpretative visualizations of the
models’ decision-making process. The dataset comprises four categories, such as Bacterial Blight,
Blast, Brownspot, and Tungro. Experimental results indicate that the DenseNet121 architecture
combined with the Nadam optimizer achieved the superior performance with an accuracy of 97%.
MobileNetV2 demonstrated high efficiency, reaching 96% accuracy using RMSprop, whereas NAS-
NetMobile with AdamW recorded the lowest accuracy at 89% due to misclassification challenges
between similar visual features. The implementation of Grad-CAM successfully demonstrated that
the models focused on relevant leaf lesion areas, thereby enhancing transparency and trust in the
classification system. This study concludes that the use of architectures with dense connectivity
paired with adaptive optimizers is highly effective for accurate rice disease identification.
Keywords: CNN, DenseNet121, Grad-CAM, MobileNetV2, NASNetMobile, Rice Disease.
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Padi (Oryza sativa) memegang peranan penting dalam kontribusi ekonomi

di Indonesia di bidang sektor pertanian. Beras yang dihasilkan oleh padi merupakan
salah satu sumber pangan yang menjadi makanan pokok dengan konsumsi terbesar
di Indonesia, sekaligus menjadi komoditas pangan utama banyak negara Asia lain-
nya (FAO, 2023). Namun, produktivitas tanaman padi seringkali menurun akibat
serangan penyakit pada bagian daun yang disebabkan oleh jamur, bakteri, maupun
virus. Serangan penyakit ini tidak hanya berdampak pada hasil panen, tetapi juga
menimbulkan kerugian ekonomi bagi para petani (Bharman dkk., 2022).

Berdasarkan data dari Badan Pusat Statistik (BPS), produksi padi nasional
pada tahun 2024 mencapai 53,14 juta ton Gabah Kering Giling (GKG), mengalami
penurunan sebesar 1,55% dibandingkan tahun 2023 yang sebesar 53,98 juta ton
GKG. Luas panen padi juga diperkirakan menurun menjadi sekitar 10,05 juta hek-
tare, turun 1,64% dari tahun sebelumnya yang sebesar 10,21 juta hektare. Jika
dikonversikan menjadi beras untuk konsumsi pangan penduduk, produksi beras
pada 2024 diperkirakan sekitar 30,62 juta ton, mengalami penurunan sebesar 1,54%
dibandingkan produksi beras di 2023 yang sebesar 31,10 juta ton (BPS, 2025).

Penurunan produksi padi ini disebabkan oleh berbagai faktor, termasuk
serangan penyakit tanaman yang mengganggu pertumbuhan dan hasil panen. Be-
berapa penyakit utama yang sering menyerang daun padi antara lain bacterial
blight, blast, brown spot, dan tungro. Bacterial blight disebabkan oleh bakteri
Xanthomonas oryzae pv. oryzae yang menimbulkan bercak basah memanjang di
tepi daun dan dapat menyebabkan penurunan hasil produksi hingga 80% (Ahad,
Li, Song, dan Bhuiyan, 2023). Blast disebabkan oleh jamur Pyricularia oryzae,
yang ditandai dengan bercak berwarna abu-abu yang menyebar dan menghancurkan
jaringan daun (Maheswaran dkk., 2022). Brown spot muncul akibat infeksi jamur
Bipolaris oryzae yang menyebabkan bercak cokelat tua dan meningkatkan jumlah
gabah hampa (Shamshad, Rashid, Hameed, dan Imran Arshad, 2024). Sementara
itu, tungro merupakan penyakit yang disebabkan oleh infeksi virus yang ditularkan
oleh wereng hijau, ditandai dengan gejala daun menguning dari ujung dan pertum-
buhan tanaman yang terhambat (Widiarta dkk., 2025).

Petani umumnya mengandalkan pengamatan visual langsung untuk mende-
teksi penyakit padi. Identifikasi penyakit dilakukan berdasarkan gejala visual, mis-

1



alnya bercak basah pada bacterial blight, atau bintik cokelat pada brown spot.
Namun, metode ini memiliki kendala keterbatasan pengalaman yang berpotensi
menyebabkan diagnosa penyakit kurang tepat. Sebagian metode modern lain telah
dikembangkan, seperti pemeriksaan laboratorium. Metode laboratorium memung-
kinkan diagnosis yang akurat, tetapi bersifat mahal, butuh waktu lama, dan tidak
bisa diaplikasikan langsung di lapangan (Mohapatra, Tripathy, dan Patra, 2020).

Sementara itu, teknologi seperti kamera hiperspektral, drone (UAV), dan
teknologi spektroskopi telah terbukti akurat dan mampu mendeteksi penyakit lebih
awal. Namun, biaya tinggi dan kompleksitas implementasi membuat teknologi ini
belum tersebar luas di kalangan petani tradisional (Chen dkk., 2024). Hal ini mene-
gaskan bahwa pendeteksian dini dan klasifikasi penyakit pada tanaman menjadi sa-
ngat penting untuk menjaga produktivitas dan kualitas pangan (Mohanty, Hughes,
dan Salathé, 2016; Zhang dkk., 2025).

Dalam beberapa tahun terakhir, penerapan teknologi berbasis Artificial In-
telligence (AI), khususnya deep learning telah banyak digunakan untuk mengatasi
berbagai permasalahan di bidang pertanian, termasuk klasifikasi penyakit tanaman
(Bharman dkk., 2022). Salah satu pendekatan deep learning yang populer adalah
Convolutional Neural Network (CNN), karena kemampuannya dalam mengenali
pola visual pada citra dengan akurasi tinggi. CNN mampu melakukan klasifikasi
berdasarkan fitur-fitur visual yang tidak mudah dikenali oleh manusia (Rawat dan
Wang, 2017).

Beberapa penelitian sebelumnya telah berhasil menerapkan CNN untuk
klasifikasi penyakit tanaman padi. Misalnya, penelitian oleh Shohanur Islam
yang mengembangkan kerangka kerja dengan menggunakan arsitektur CNN seperti
ResNet50, VGG16, dan MobileNetV3-Small untuk meningkatkan akurasi klasi-
fikasi penyakit daun padi (Sobuj, Hossen, Mahmud, dan Khan, 2024). Selain itu,
penelitian oleh Fuadi dan Suharso (2022) dilakukan perbandingan antara arsitektur
MobileNet dan NASNetMobile dalam klasifikasi citra daun tanaman kentang. Hasil
penelitian menunjukkan bahwa MobileNet memiliki kecepatan pelatihan yang lebih
baik, sementara NASNetMobile unggul dalam hal akurasi. Studi ini menunjukkan
bahwa pemilihan arsitektur CNN memiliki dampak signifikan terhadap performa
sistem klasifikasi.

Namun, penelitian dengan CNN tersebut bersifat seperti black-box yang
tidak menjelaskan secara langsung bagian mana dari citra yang mempengaruhi
keputusan klasifikasi (Samek, Wiegand, dan Müller, 2017). Hal ini menjadi tanta-
ngan, terutama dalam bidang pertanian interpretabilitas sangat penting untuk mem-
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bantu pengguna memahami alasan di balik hasil prediksi (Arrieta dkk., 2020). Un-
tuk mengatasi masalah ini, pendekatan Gradient-weighted Class Activation Map-
ping (Grad-CAM) digunakan untuk memberikan visualisasi berupa heatmap yang
menunjukkan area penting dari citra yang memengaruhi hasil klasifikasi oleh CNN
(Ferentinos, 2018; Selvaraju dkk., 2017).

Penelitian ini bertujuan untuk melakukan klasifikasi penyakit pada tanaman
padi menggunakan CNN dengan tiga arsitektur, yaitu MobileNetV2, DenseNet121,
dan NASNetMobile, serta memberikan interpretasi hasil klasifikasi menggunakan
Grad CAM.

1.2 Perumusan Masalah
Bagaimana menerapkan CNN dengan pendekatan Grad-CAM untuk klasi-

fikasi penyakit tanaman padi?

1.3 Batasan Masalah
Agar penelitian ini terfokus dan terarah, maka batasan masalah ditetapkan

sebagai berikut:
1. Penelitian hanya fokus pada perbandingan performa klasifikasi penyakit

daun tanaman padi berbasis citra (gambar).
2. Dataset yang digunakan merupakan dataset sekunder yang diambil dari

https://www.kaggle.com/datasets/nirmalsankalana/rice-leaf-disease-image
dengan pembagian ke dalam 4 kelas, yaitu bacterial blight, blast, brown
spot, dan tungro dengan jumlah data sebanyak 5932 gambar.

3. Arsitektur CNN dalam penelitian ini terbatas pada MobileNetV2,
DenseNet121, dan NASNetMobile.

4. Metode Explainable AI (XAI) yang digunakan adalah Grad-CAM untuk vi-
sualisasi area penting pada gambar.

1.4 Tujuan
Tujuan tugas akhir ini adalah:

1. Membangun model klasifikasi penyakit tanaman padi menggunakan tiga ar-
sitektur CNN, yaitu MobileNetV2, DenseNet121, dan NASNetMobile.

2. Membandingkan performa ketiga arsitektur CNN berdasarkan metrik eval-
uasi seperti akurasi, presisi, recall, dan F1-score.

3. Menerapkan metode XAI dengan pendekatan Grad-CAM untuk mem-
berikan visualisasi interpretatif terhadap hasil klasifikasi model.
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1.5 Manfaat
Penelitian ini diharapkan dapat memberikan manfaat sebagai berikut:

1. Memberikan gambaran mengenai penerapan arsitektur CNN seperti Mo-
bileNetV2, DenseNet121, dan NASNetMobile dalam klasifikasi penyakit
tanaman padi berbasis citra digital.

2. Menyajikan hasil perbandingan performa dari beberapa arsitektur CNN
dan optimizer yang dapat digunakan sebagai acuan dalam pengembangan
penelitian serupa.

3. Membantu dalam memahami area citra yang berpengaruh terhadap
hasil klasifikasi dengan menggunakan pendekatan Grad-CAM yang
menampilkan visualisasi bagian terkena penyakit.

4. Memberikan kontribusi dalam pengembangan sistem deteksi penyakit tana-
man berbasis deep learning yang efisien dan dapat dijelaskan, khususnya
dalam bidang pertanian digital.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
Dalam bab ini peneliti menjelaskan mengenai latar belakang deteksi

penyakit padi, rumusan masalah, batasan masalah terkait ruang lingkup data dan
model, tujuan penelitian, manfaat penelitian, serta sistematika penulisan.

BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang berasal dari jurnal ilmiah, prosiding,

buku, serta studi pustaka yang digunakan sebagai dasar penelitian. Penjelasan di-
fokuskan pada literatur penyakit padi, arsitektur Deep Learning, optimizer, serta
konsep Grad-CAM untuk interpretabilitas model.

BAB 3. METODOLOGI PENELITIAN
Bab ini menguraikan kerangka kerja penelitian yang sistematis, meliputi

tahapan perencanaan, pengumpulan data, pra-pemrosesan data (preprocessing), per-
ancangan arsitektur model Deep Learning, proses pelatihan (training), skenario
pengujian model, hingga tahap dokumentasi.

BAB 4. ANALISIS DAN HASIL
Pada bagian ini menyajikan tahap pengolahan data hingga hasil peneli-

tian yang telah dilakukan serta pembahasannya secara rinci. Penjelasan mencakup
evaluasi performa model-model yang diuji serta analisis visualisasi menggunakan
Model Grad-CAM untuk memvalidasi area pada citra padi yang menjadi dasar
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pengambilan keputusan oleh model.
BAB 5. PENUTUP
Bab ini berisi kesimpulan dan saran dari hasil penelitian yang telah di-

lakukan dari awal hingga akhir. Bagian ini merangkum temuan utama mengenai
efektivitas model Deep Learning dalam mendeteksi penyakit padi serta memberikan
rekomendasi untuk pengembangan penelitian selanjutnya.
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BAB 2

LANDASAN TEORI

2.1 Penyakit Tanaman Padi
Tanaman padi dalam bahasa latin disebut sebagai Oryza sativa merupakan

komoditas utama di berbagai negara Asia, termasuk Indonesia, sangat rentan ter-
hadap serangan penyakit daun (FAO, 2024). Penyakit-penyakit ini dapat meng-
ganggu proses fotosintesis, mempercepat kematian jaringan tanaman, serta menu-
runkan kualitas dan kuantitas hasil panen. Beberapa penyakit yang paling umum
menyerang daun padi adalah bacterial blight, blast, brown spot, dan tungro (Tiwari
dan Vora, 2024).

2.1.1 Bacterial Blight
Bacterial blight merupakan salah satu penyakit penting pada tanaman padi

yang disebabkan oleh bakteri Xanthomonas oryzae pv. oryzae. Penyakit ini banyak
ditemukan di daerah tropis dan subtropis, termasuk Asia Tenggara, yang meru-
pakan sentra produksi padi dunia. Gejala awal infeksi ditandai dengan munculnya
bercak berair memanjang pada tepi daun yang kemudian berubah menjadi warna
kekuningan hingga keputihan (Sana dkk., 2010). Seiring perkembangan penyakit,
bercak tersebut meluas dan menyebabkan helaian daun mengering dari ujung ke
pangkal. Kondisi ini biasanya diperparah oleh curah hujan tinggi, suhu yang hangat,
serta praktik irigasi percikan yang memudahkan penyebaran inokulum antar tana-
man (NIÑO-LIU, Ronald, dan Bogdanove, 2006). Berikut contoh tanaman padi de-
ngan penyakit bacterial blight menurut Muflihayati dan Maulina (2021) pada Gam-
bar 2.1.

Gambar 2.1. Bacterial Blight
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Dari sisi fisiologis, infeksi bacterial blight dapat menurunkan kandungan
klorofil dan laju fotosintesis bersih (Pn) pada tanaman padi. Studi terbaru mela-
porkan bahwa infeksi berat mampu mengurangi efisiensi fotokimia fotosistem
II hingga 40%, yang berdampak pada menurunnya kemampuan tanaman meng-
hasilkan energi untuk pertumbuhan (Zhong, Xu, dan Rao, 2024). Selain itu, bakteri
ini juga menyerang jaringan pembuluh, mengganggu transportasi air dan nutrisi
ke bagian daun, serta memicu stres oksidatif yang mempercepat kematian jaringan
(Perez-Quintero dan Szurek, 2019). Secara agronomis, kerugian akibat serangan
berat dapat mencapai 50–75% hasil panen pada varietas yang rentan (Sayekti, Pur-
nawati, dan Lestari, n.d.). Upaya pengendalian penyakit ini meliputi penggunaan
varietas tahan, rotasi tanaman, sanitasi lahan, serta pengendalian biologis menggu-
nakan mikroba antagonis yang potensial, seperti Pantoea spp. (Yasmin dkk., 2017).

2.1.2 Blast
Blast pada padi disebabkan oleh jamur Magnaporthe oryzae, yang menjadi

salah satu patogen tanaman paling merusak di dunia (Fernandez dan Orth, 2018).
Gejala awal berupa bercak berwarna abu-abu sampai coklat keabuan dengan tepi
gelap pada daun, kemudian lesi dapat menyebar ke batang, malai, dan leher malai
(neck blast) ketika kondisi lingkungan mendukung, seperti kelembapan tinggi dan
suhu sedang (Lee, Park, Kim, dan Lee, 2025). Infeksi blast menyebabkan gangguan
pada struktur daun, termasuk nekrosis lokal, yang mengurangi kemampuan daun
untuk menangkap cahaya dan melakukan fotosintesis secara efektif. Berikut contoh
tanaman padi dengan penyakit blast menurut Muflihayati dan Maulina (2021) pada
Gambar 2.2.

Gambar 2.2. Blast

Secara agronomis, blast dapat mengurangi hasil panen padi signifikan, ter-
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gantung varietas dan tingkat keparahan serangan. Studi Yeon dkk. (2025) mela-
porkan bahwa blast dapat menyebabkan kehilangan hasil antara 10% hingga 35% di
berbagai negara terdampak jika tidak dikendalikan sedini mungkin. Selain itu, vari-
etas yang kurang tahan, penggunaan pupuk nitrogen berlebihan, dan kondisi iklim
yang lembap memperburuk penyebaran penyakit ini (Khadka dkk., 2025). Strategi
pengendalian meliputi penggunaan varietas tahan blast, aplikasi fungisida, rotasi
tanaman, pengaturan jarak tanam dan waktu tanam, serta praktik pengelolaan air
dan kelembapan di lapangan (Agbowuro, Afolabi, Olamiriki, dan Awoyemi, 2020).

2.1.3 Brown Spot
Brown spot merupakan penyakit penting pada padi yang disebabkan oleh

jamur Bipolaris oryzae atau Cochliobolus miyabeanus. Gejalanya berupa bercak
bulat hingga oval dengan pusat cokelat terang dan tepi cokelat tua, biasanya muncul
sejak fase vegetatif namun lebih jelas pada fase generatif, terutama di lahan de-
ngan kelembapan tinggi atau miskin hara, seperti kekurangan nitrogen, kalium, dan
silikon (Sunder, Singh, dan Agarwal, 2014). Infeksi tidak hanya menyerang daun,
tetapi juga malai dan gabah, yang berdampak pada penurunan kualitas dan kuantitas
hasil panen. Penelitian terbaru menegaskan bahwa penyakit ini tetap menjadi anca-
man serius dengan potensi kehilangan hasil hingga 10–45%, karena patogen mampu
bertahan dalam benih dan sisa jerami sehingga berfungsi sebagai inokulum utama
pada musim tanam berikutnya (Bhutia et al., 2025). Berikut contoh tanaman padi
dengan penyakit blast menurut Muflihayati dan Maulina (2021) pada Gambar 2.3.

Gambar 2.3. Brown Spot

2.1.4 Tungro
Tungro adalah penyakit virus yang disebabkan oleh dua virus utama, yaitu

Rice Tungro Bacilliform Virus (RTBV) dan Rice Tungro Spherical Virus (RTSV),
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yang ditularkan oleh wereng hijau (Nephotettix virescens) secara semi-persisten
(Azzam dan Chancellor, 2002). Gejala umum penyakit ini mencakup daun yang
menguning dari ujung ke pangkal, tanaman menjadi kerdil, produksi anakan menu-
run, serta malai terbentuk tidak penuh. Di Indonesia, penyakit tungro termasuk
salah satu yang memberikan dampak signifikan, dengan potensi kehilangan hasil
yang mencapai 5-10% dalam kondisi tertentu, terutama di wilayah dengan praktik
tanam yang tidak serempak, varietas yang rentan, serta pengelolaan hara yang ku-
rang optimal (Widiarta dkk., 2025). Berikut contoh tanaman padi dengan penyakit
blast menurut Muflihayati dan Maulina (2021) pada Gambar 2.4

Gambar 2.4. Tungro

2.2 Deep Learning
Deep learning adalah teknik pembelajaran mesin yang memakai jaringan

saraf tiruan dengan banyak lapisan (Deep Neural Networks) untuk belajar repre-
sentasi fitur dari data secara otomatis tanpa perlu rekayasa fitur manual. Model-
model ini memproses data mentah (misalnya gambar, suara, teks) melalui lapisan-
lapisan konvolusi, pooling, dan aktivasi untuk menangkap pola kompleks. Deep
learning telah digunakan secara luas dan terbukti mampu mencapai akurasi tinggi
dalam berbagai domain, seperti pengenalan citra, analisis sinyal, dan sistem prediksi
(Alzubaidi dkk., 2021).

Kelebihan dari deep learning antara lain kemampuan generalisasi pada
data besar, otomatisasi ekstraksi fitur, dan performa tinggi pada tugas-tugas sulit;
sedangkan tantangan utamanya meliputi kebutuhan komputasi besar, risiko overfit-
ting, kebutuhan data pelatihan yang banyak, dan kurangnya interpretabilitas model
(Trigka dan Dritsas, 2025; Zhao dkk., 2024).
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2.3 Convolutional Neural Network (CNN)
CNN merupakan salah satu arsitektur deep learning yang dirancang khusus

untuk menganalisis data berbentuk grid, seperti citra dua dimensi. CNN bekerja
dengan menggunakan operasi konvolusi yang mengekstraksi fitur spasial dari citra,
mulai dari pola sederhana seperti garis dan sudut pada lapisan awal hingga pola
kompleks pada lapisan yang lebih dalam (Albawi, Mohammed, dan Al-Zawi, 2017).
Komponen utama dalam CNN meliputi lapisan konvolusi untuk ekstraksi fitur,
lapisan pooling untuk mereduksi dimensi dan mencegah overfitting, serta lapisan
fully connected yang menghubungkan fitur dengan output klasifikasi.

Keunggulan CNN dibandingkan model jaringan saraf tradisional terletak
pada kemampuannya melakukan shared weights dan local connectivity, sehingga
jumlah parameter yang dilatih lebih sedikit dan efisiensi komputasi meningkat.
Berbagai penelitian telah membuktikan efektivitas CNN dalam pengenalan citra,
deteksi objek, segmentasi, hingga aplikasi medis (Gu dkk., 2018). Meskipun
demikian, CNN memiliki tantangan seperti kebutuhan data pelatihan yang besar,
kebutuhan komputasi tinggi, serta kesulitan dalam interpretasi hasil prediksi. Un-
tuk mengatasi hal ini, banyak studi terbaru mengintegrasikan CNN dengan teknik
transfer learning, data augmentation, serta metode interpretabilitas seperti Grad-
CAM (Alzubaidi dkk., 2021). Contoh penerapan CNN dapat dilihat pada Gam-
bar 2.5.

Gambar 2.5. Contoh Penerapan CNN dalam Klasifikasi Gambar

2.4 Transfer Learning
Transfer learning adalah pendekatan dalam pembelajaran mesin yang me-

manfaatkan pengetahuan yang diperoleh dari suatu model yang telah dilatih pada
domain atau tugas tertentu untuk diaplikasikan pada domain atau tugas lain yang
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masih memiliki keterkaitan. Pada deep learning, hal ini biasanya dilakukan dengan
menggunakan pre-trained model yang telah dilatih pada dataset besar, seperti Ima-
geNet, kemudian disesuaikan dengan dataset target yang lebih kecil. Dengan cara
ini, transfer learning dapat mempercepat proses pelatihan, mengurangi kebutuhan
data berukuran besar, serta meningkatkan kinerja model pada tugas spesifik (Weiss,
Khoshgoftaar, dan Wang, 2016; Zhuang dkk., 2020).

Terdapat dua strategi umum dalam transfer learning, yaitu feature extraction
dan fine-tuning. Pada feature extraction, lapisan awal dari model pra-latih diperta-
hankan untuk mengekstraksi fitur umum, sementara lapisan akhir diganti dan dilatih
kembali untuk menyesuaikan dengan tugas baru. Sebaliknya, pada fine-tuning, se-
bagian atau seluruh bobot model diperbarui agar lebih sesuai dengan karakteristik
data target. Meskipun efektif, transfer learning juga menghadapi tantangan seperti
negative transfer, yaitu ketika pengetahuan dari domain sumber tidak relevan se-
hingga justru menurunkan performa model (Jiang, Shu, Wang, dan Long, 2022; Wu
dan He, 2025).

2.4.1 MobileNetV2
MobileNetV2 diperkenalkan oleh (Sandler, Howard, Zhu, Zhmoginov, dan

Chen, 2018) sebagai pengembangan dari MobileNetV1 untuk menghadirkan ar-
sitektur CNN yang efisien namun tetap akurat. Desain utama arsitektur ini adalah
penggunaan inverted residual block dengan linear bottleneck, serta depthwise sepa-
rable convolution untuk mengurangi jumlah parameter dan komputasi. Pendekatan
ini membuat MobileNetV2 sangat sesuai untuk aplikasi pada perangkat dengan
keterbatasan sumber daya seperti ponsel pintar dan edge devices (Howard dkk.,
2019; Sandler dkk., 2018).

Struktur dasar blok pada MobileNetV2 dimulai dengan tahap ekspansi kanal
menggunakan konvolusi 1×1, dilanjutkan dengan depthwise convolution 3×3, lalu
diproyeksikan kembali ke dimensi kanal yang lebih kecil menggunakan konvolusi
1×1. Fungsi aktivasi ReLU6 hanya digunakan pada tahap ekspansi dan depthwise,
sementara tahap proyeksi tetap linear agar informasi penting tidak hilang.

Secara matematis, proses dalam satu blok inverted residual dapat ditulis se-
bagai:

y =Wp fdw
(

fRReLU6(Wex)
)

(2.1)

Keterangan rumus:

- We: bobot konvolusi 1×1 pada tahap ekspansi
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- fdw: depthwise convolution 3×3

- Wp: bobot konvolusi 1×1 pada tahap proyeksi

- fReLU6: fungsi aktivasi ReLU6

Jika input dan output memiliki dimensi yang sama, digunakan shortcut con-
nection untuk memperkuat propagasi gradien:

z = x+ y (2.2)

Berbagai penelitian menunjukkan keunggulan MobileNetV2 dibandingkan
arsitektur ringan lain, terutama dalam hal efisiensi komputasi. Misalnya, peneli-
tian oleh (Sandler dkk., 2018) menegaskan bahwa penggunaan inverted residuals
dan linear bottlenecks membuat MobileNetV2 lebih efisien dibandingkan arsitek-
tur konvensional. Selanjutnya, studi terbaru menunjukkan penerapan MobileNetV2
pada berbagai domain, seperti pengenalan bahasa isyarat secara real-time dengan
hasil yang akurat meski dijalankan pada perangkat dengan sumber daya terbatas
(Jagtap, Jadhav, Temkar, dan Deshmukh, 2024). Penelitian lain juga menunjukkan
keberhasilan MobileNetV2 dalam klasifikasi citra penginderaan jauh (remote sens-
ing), yang menegaskan fleksibilitasnya dalam transfer learning untuk berbagai jenis
data visual (Zaid, Mohammed, dan Sumari, 2025). Selain itu, implementasi Mo-
bileNetV2 pada sistem pengawasan berbasis edge computing juga memperlihatkan
kinerja yang stabil dengan latensi rendah (Sajjanar, 2025).

2.4.2 Arsitektur DenseNet121
DenseNet121 merupakan salah satu varian dari Densely Connected Con-

volutional Networks yang diperkenalkan oleh (Huang, Liu, Van Der Maaten, dan
Weinberger, 2017). Ide utama arsitektur ini adalah dense connectivity, yaitu setiap
lapisan menerima masukan (input) dari seluruh lapisan sebelumnya dan meneruskan
hasil keluarannya ke seluruh lapisan setelahnya. Dengan pendekatan ini, masalah
vanishing gradient dapat diminimalisasi, parameter model menjadi lebih efisien,
serta terjadi feature reuse yang lebih optimal (Huang dkk., 2017).

DenseNet121 terdiri dari beberapa dense block dan transition layer. Pada se-
tiap dense block, setiap layer melakukan operasi batch normalization (BN) → Rec-
tified Linear Unit (ReLU) → conv(1×1) → BN → ReLU → conv(3×3). Output
dari setiap layer akan digabungkan (concatenate) dengan semua output sebelum-
nya. Sedangkan transition layer terdiri atas 1× 1 convolution yang diikuti 2× 2
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average pooling untuk mengurangi dimensi. Arsitektur DenseNet121 memiliki to-
tal 121 lapisan, dengan distribusi layer pada tiap dense block adalah 6, 12, 24, dan
16.

Secara matematis, output dari lapisan ke-121 dalam sebuah dense block
dirumuskan sebagai:

xl = Hl
(
[x0,x1, . . . ,xl−1]

)
(2.3)

Keterangan rumus:

- [·]: operasi concatenation

- Hl (·): fungsi transformasi berupa urutan BN → ReLU → Conv

Sedangkan untuk transition layer:

xtran = AvgPool2×2 (Conv1×1 (xin)) (2.4)

Keunggulan utama DenseNet121 adalah kemampuannya menggunakan pa-
rameter yang relatif sedikit dibandingkan model dalam ukuran serupa, sekali-
gus meningkatkan propagasi gradien selama pelatihan. Hal ini menjadikan
DenseNet121 sangat populer dalam aplikasi klasifikasi citra medis, pertanian,
maupun pengenalan objek pada dataset skala besar.

Selain karakteristik struktural, aplikasi dan modifikasi DenseNet121 juga
banyak dibahas dalam literatur terkini. Misalnya, ScaledDenseNet menggunakan
konsep compound scaling untuk menyeimbangkan kedalaman, lebar, dan resolusi
input untuk meningkatkan akurasi pada dataset medis dengan biaya komputasi yang
masih praktis (Kanawade dkk., 2023). Review oleh T. Zhou dkk. (2022) juga
mengkaji varian-varian DenseNet dan penerapannya dalam analisis citra medis serta
deteksi objek, menekankan bahwa desain DenseNet ideal untuk tugas-tugas dengan
fitur visual yang kompleks karena efisiensi parameter dan reuse fitur yang tinggi

2.4.3 Arsitektur NASNetMobile
NASNetMobile merupakan varian ringan dari arsitektur Neural Architec-

ture Search Network (NASNet) yang diperkenalkan oleh Zoph, Vasudevan, Shlens,
dan Le (2018). NASNet sendiri dikembangkan menggunakan pendekatan Neu-
ral Architecture Search (NAS), yaitu metode otomatis yang merancang arsitektur
jaringan dengan memanfaatkan algoritma pencarian berbasis reinforcement learn-
ing. Dalam desainnya, NASNet terdiri atas dua jenis cell utama, yaitu normal cell
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yang mempertahankan dimensi spasial input, dan reduction cell yang menurunkan
dimensi spasial sambil meningkatkan jumlah kanal. NASNetMobile mengadopsi
konsep yang sama dengan NASNetLarge, tetapi dengan jumlah parameter yang
lebih sedikit, sehingga lebih efisien untuk dijalankan pada perangkat dengan keter-
batasan sumber daya komputasi seperti smartphone atau embedded system.

Secara matematis, keluaran dari sebuah cell NASNet dapat dituliskan seba-
gai:

y = ∑
(i, j)∈G

opi, j (xi) (2.5)

Dengan G adalah graf hasil pencarian, opi, j merupakan operasi yang dipi-
lih (misalnya konvolusi, pooling, atau skip connection), dan xi adalah input dari
node sebelumnya. Rumus ini menunjukkan bahwa hasil keluaran cell merupakan
kombinasi dari berbagai operasi yang dipilih secara otomatis oleh algoritma NAS.

NASNetMobile dirancang agar lebih hemat memori dan waktu pelatihan
dibandingkan NASNetLarge, namun tetap mempertahankan akurasi yang kom-
petitif. Pada eksperimen di dataset ImageNet, NASNetMobile terbukti meng-
hasilkan performa lebih baik dibandingkan arsitektur manual dengan ukuran pa-
rameter serupa (Zoph dkk., 2018). Penelitian lain juga menegaskan bahwa NAS-
NetMobile menjadi salah satu arsitektur populer untuk skenario transfer learning
pada klasifikasi citra medis maupun pertanian karena keseimbangan antara akurasi
dan efisiensi komputasi (Elsken, Metzen, dan Hutter, 2019; Tan dan Le, 2019).

2.4.4 Gradient-weighted Class Activation Mapping (Grad-CAM)
CNN memiliki kemampuan representasi fitur yang kuat, namun sering di-

pandang sebagai black-box model. Untuk meningkatkan interpretabilitas, B. Zhou,
Khosla, Lapedriza, Oliva, dan Torralba (2016) memperkenalkan Class Activation
Mapping (CAM) sebagai metode awal untuk memvisualisasikan area citra yang
berkontribusi pada prediksi. Metode ini kemudian dikembangkan lebih lanjut oleh
Selvaraju dkk. (2017) menjadi Grad-CAM, yang bersifat lebih umum karena dapat
diterapkan pada berbagai arsitektur CNN tanpa perlu modifikasi struktur jaringan.
Grad-CAM bekerja dengan memanfaatkan gradien dari skor kelas target terhadap
fitur map konvolusional terakhir. Bobot kontribusi tiap saluran (channel) fitur dihi-
tung dengan cara melakukan rata-rata spasial dari gradien tersebut. Secara matem-
atis, bobot αc

k untuk saluran ke-k pada kelas c didefinisikan sebagai:
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α
c
k =

1
Z ∑

i
∑

j

∂yc

∂Ak
i j

(2.6)

dengan:

- yc: skor prediksi untuk kelas c

- Ak
i j: aktivasi pada posisi (i, j) dari saluran fitur ke-k,

- Z: jumlah posisi spasial (normalisasi).

Peta Grad-CAM untuk kelas ccc kemudian diperoleh dengan meng-
gabungkan semua saluran fitur menggunakan bobot αc

k, lalu menerapkan fungsi
ReLU untuk menekankan kontribusi positif terhadap prediksi:

Lc
Grad−CAM = ReLU

(
∑
k

α
c
kAk

)
(2.7)

ReLU digunakan untuk mempertahankan hanya kontribusi positif pada
prediksi, sehingga peta yang dihasilkan menyoroti area yang paling relevan de-
ngan kelas target. Dengan demikian, Grad-CAM menyediakan mekanisme in-
terpretasi yang intuitif terhadap keputusan model CNN, sekaligus meningkatkan
transparansi dalam penggunaan deep learning. Berikut alur arsitektur Grad-CAM
menurut Selvaraju dkk. (2017) dapat dilihat pada Gambar 2.6.

Gambar 2.6. Arsitektur Grad-CAM

2.5 Optimizers
Optimizer adalah algoritma yang digunakan untuk memperbarui bobot

jaringan saraf berdasarkan gradien dari fungsi kerugian agar model dapat menca-
pai konvergensi yang optimal. Secara umum, optimizer merupakan pengembangan
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dari gradient descent dengan berbagai strategi adaptif untuk mempercepat pelati-
han, meningkatkan stabilitas, serta mengatasi masalah seperti vanishing gradient
dan sensitivitas terhadap learning rate. Beberapa optimizer yang populer dalam
deep learning adalah AdamW, Nadam, dan RMSProp, yang menggunakan infor-
masi gradien masa lalu untuk menyesuaikan pembaruan parameter secara dinamis
(Bottou et al., 2018; Ruder, 2017).

2.5.1 Adaptive Moment Estimation (AdamW)
AdamW adalah optimizer yang mengombinasikan keunggulan dari Momen-

tum dan RMSProp dengan melakukan estimasi rata-rata pertama (mean) dan rata-
rata kedua (uncentered variance) dari gradien. AdamW memanfaatkan dua param-
eter, yaitu mt sebagai estimasi momentum dan vt sebagai estimasi varians gradien,
sehingga pembaruan parameter dapat beradaptasi dengan gradien lokal.

Rumus pembaruan AdamW dituliskan sebagai berikut (Adam dkk., 2014;
Ruder, 2016).

mt = β1mt−1 +(1−β1)gt (2.8)

vt = β2vt−1 +(1−β2)g2
t (2.9)

m̂t =
mt

1−βt
1
, v̂t =

vt

1−βt
2

(2.10)

θt+1 = θt −η
m̂t√
v̂t + ε

(2.11)

Keterangan:

- gt : gradien pada iterasi ke-t

- β1, β2: faktor eksponensial untuk rata-rata, biasanya 0.9 dan 0.999

- ε: nilai kecil untuk mencegah pembagian dengan nol

AdamW populer karena memberikan konvergensi cepat, relatif stabil, dan
bekerja baik pada dataset besar maupun parameter dengan gradien jarang (sparse
gradients).
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2.5.2 Nesterov-accelerated Adaptive Moment Estimation (Nadam)
Nadam merupakan pengembangan dari Adam yang mengintegrasikan kon-

sep Nesterov Accelerated Gradient (NAG) ke dalam mekanisme pembaruan bobot.
Perbedaannya dengan Adam terletak pada cara momentum dihitung. Pada Adam,
pembaruan bobot didasarkan pada estimasi momentum standar, sedangkan pada
Nadam, gradien diperkirakan terlebih dahulu pada posisi yang akan dituju (looka-
head), sehingga menghasilkan pembaruan yang lebih adaptif dan akurat (Ruder,
2016).

Rumus pembaruan Nadam dapat dituliskan sebagai berikut:

mt = β1mt−1 +(1−β1)gt (2.12)

m̂t =
mt

1−βt
1

(2.13)

v̂t =
vt

1−βt
2
, vt = β2vt−1 +(1−β2)g2

t (2.14)

θt+1 = θt −η

β1m̂t +
1−β1

1−βt
1

gt

√
v̂t + ε

 (2.15)

Dengan penambahan prediksi gradien ke depan, Nadam sering kali meng-
hasilkan konvergensi lebih cepat dibandingkan Adam, terutama pada model dengan
data berukuran besar atau yang membutuhkan stabilitas tinggi dalam proses pelati-
han.

2.5.3 RMSprop
RMSprop adalah algoritma optimisasi yang dikembangkan untuk menga-

tasi kelemahan Adagrad, yaitu laju pembelajaran (learning rate) yang menurun
terlalu cepat. RMSprop bekerja dengan menyimpan rata-rata bergerak eksponen-
sial dari kuadrat gradien, sehingga dapat menyeimbangkan laju pembelajaran dan
mempertahankan stabilitas selama proses pelatihan (Hinton, Srivastava, dan Swer-
sky, 2012).

Rumus pembaruan RMSprop (Ruder, 2017) adalah sebagai berikut:
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E
[
g2]

t = γE
[
g2]

t−1 +(1− γ)g2
t (2.16)

θt+1 = θt −
η√

E[g2]t + ε
gt (2.17)

Keterangan:

- gt : gradien pada iterasi ke-t

- γ: faktor decay (biasanya 0.9)

- η: learning rate

- ε: konstanta kecil untuk menghindari pembagian nol

RMSProp banyak digunakan dalam pelatihan jaringan dalam seperti RNN
dan CNN karena mampu menjaga laju pembelajaran tetap stabil pada permukaan
kerugian yang berfluktuasi. Algoritma ini juga lebih efisien dibandingkan metode
klasik pada dataset besar dan non-stasioner.

2.6 Python
Python adalah bahasa pemrograman tingkat tinggi yang banyak digunakan

dalam penelitian dan pengembangan di bidang data science dan deep learning
karena sintaksisnya yang sederhana serta dukungan ekosistem pustaka yang luas.
Dalam konteks pembelajaran mesin, Python menyediakan berbagai pustaka seperti
NumPy, Pandas, dan Matplotlib untuk pemrosesan data serta visualisasi, sementara
pustaka TensorFlow dan PyTorch menjadi standar utama dalam implementasi deep
learning (Abadi dkk., 2016; Paszke dkk., 2019; Van Rossum, Drake, dkk., 1995).

Keunggulan utama Python adalah sifatnya yang open-source dan fleksibel,
sehingga mudah diintegrasikan dengan pustaka pihak ketiga serta didukung komu-
nitas global yang aktif. Hal ini memungkinkan peneliti dan praktisi untuk mem-
bangun, melatih, serta mengevaluasi model CNN secara efisien, termasuk dalam
eksperimen transfer learning, optimisasi model, hingga penerapan metode inter-
pretabilitas seperti Grad-CAM.

2.7 Penelitian Terdahulu
Fiqri, Setyaningsih, dan Saepulrohman (2023) melakukan penelitian klasi-

fikasi penyakit tanaman padi dengan menggunakan arsitektur MobileNetV2 berba-
sis transfer learning serta memanfaatkan Grad-CAM untuk visualisasi interpre-
tasi model. Penelitian ini menunjukkan bahwa MobileNetV2 mampu mencapai

18



akurasi tinggi dengan efisiensi komputasi yang baik, sementara Grad-CAM mem-
bantu memberikan pemahaman visual mengenai area daun yang paling berkon-
tribusi dalam keputusan klasifikasi, sehingga meningkatkan transparansi model.

Sobuj dkk. (2024) mengusulkan kerangka kerja klasifikasi penyakit padi
menggunakan berbagai arsitektur CNN seperti ResNet50, VGG16, MobileNetV2,
dan EfficientNet-B7, dengan tambahan teknik ekstraksi fitur HOG dan LBP. Hasil
penelitian menunjukkan bahwa kombinasi EfficientNet-B7 dengan HOG meng-
hasilkan akurasi tertinggi, mencapai 97%. Selain itu, interpretabilitas model dit-
ingkatkan dengan menggunakan Grad-CAM untuk memvisualisasikan fokus model
terhadap citra daun yang diklasifikasikan.

Fuadi dan Suharso (2022) melakukan studi perbandingan antara arsitektur
MobileNet dan NASNetMobile untuk klasifikasi penyakit daun pada tanaman ken-
tang sebagai perbandingan lintas tanaman. Hasil penelitian menunjukkan bahwa
NASNetMobile memberikan akurasi tertinggi hingga 90,96% pada skema pemba-
gian data 90:10, sementara MobileNet unggul dari sisi kecepatan pelatihan.

Ahad dkk. (2023) memberikan perbandingan komprehensif dari berbagai
pendekatan pembelajaran mendalam untuk mengklasifikasikan sembilan penyakit
padi umum. Penelitian menemukan bahwa di antara arsitektur CNN, DenseNet121
dan Inceptionv3 mencapai akurasi tertinggi pada 97% untuk deteksi penyakit padi.
Ini menyoroti potensi pembelajaran transfer untuk meningkatkan akurasi, terutama
ketika berhadapan dengan kumpulan data terbatas, dengan memanfaatkan penge-
tahuan dari model yang telah dilatih sebelumnya. Temuan penelitian menggaris-
bawahi janji model CNN yang mendalam untuk deteksi penyakit tanaman real-
time dalam sistem pertanian, menawarkan alat yang berharga bagi petani di daerah
penanaman padi.

Saputra, Hindarto, dan Santoso (2023) melakukan penelitian klasifikasi
penyakit daun padi menggunakan arsitektur DenseNet121, DenseNet169, dan
DenseNet201 dengan pendekatan transfer learning. Penelitian ini menggunakan
dataset citra daun padi yang beragam. Hasil eksperimen menunjukkan bahwa
DenseNet121 memberikan akurasi terbaik sebesar 91,67%, lebih unggul diband-
ingkan DenseNet169 dan DenseNet201. Keunggulan DenseNet121 terletak pada
kemampuannya memanfaatkan kembali fitur dari lapisan sebelumnya, sehingga
lebih efisien dalam ekstraksi ciri visual dibandingkan model dengan jumlah pa-
rameter lebih besar. Temuan ini menegaskan bahwa DenseNet121 merupakan ar-
sitektur yang kompetitif untuk klasifikasi penyakit daun padi dengan kompleksitas
komputasi yang relatif lebih rendah dibandingkan varian DenseNet lain.
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BAB 3

METODOLOGI PENELITIAN

Pada bab ini penulis melakukan penelitian dengan mengikuti metodologi
penelitian. Alur metodologi penelitian yang akan digunakan untuk melakukan
penelitian dapat dilihat pada Gambar 3.1 berikut.

Gambar 3.1. Metodologi Penelitian

3.1 Tahap Perencanaan Penelitian
1. Identifikasi Masalah

Tahap ini diawali dengan mengidentifikasi permasalahan utama yang men-
jadi dasar penelitian. Masalah yang diangkat adalah bagaimana proses
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identifikasi penyakit daun padi selama ini masih dilakukan secara manual
melalui pengamatan visual petani, sehingga rentan menimbulkan kesalahan
diagnosis dan membutuhkan waktu yang cukup lama. Hal ini berdampak
pada keterlambatan penanganan penyakit serta menurunkan produktivitas
hasil panen. Oleh karena itu, diperlukan pendekatan berbasis deep learning
yang mampu melakukan klasifikasi penyakit padi secara lebih cepat, akurat,
dan konsisten.

2. Menentukan Tujuan
Setelah masalah teridentifikasi, langkah berikutnya adalah merumuskan tu-
juan penelitian. Tujuan utama penelitian ini adalah membandingkan per-
forma tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NAS-
NetMobile, dalam klasifikasi penyakit tanaman padi. Selain itu, penelitian
ini juga bertujuan menambahkan metode interpretabilitas Grad-CAM untuk
memberikan visualisasi pada area citra yang memengaruhi hasil klasifikasi.
Dengan demikian, tujuan ini tidak hanya berfokus pada pencapaian akurasi
model, tetapi juga pada aspek keterjelasan hasil prediksi.

3. Menentukan Batasan Masalah
Penelitian ini dibatasi agar lebih terfokus dan terarah. Fokus utama peneli-
tian adalah pada klasifikasi penyakit daun tanaman padi berbasis citra
digital, tanpa melibatkan data lain seperti kondisi lingkungan atau fak-
tor agronomis. Dataset yang digunakan merupakan dataset sekunder yang
diperoleh dari Kaggle dengan pembagian ke dalam empat kelas, yaitu bac-
terial blight, blast, brown spot, dan tungro. Penelitian ini hanya memband-
ingkan tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NAS-
NetMobile. Selain itu, metode XAI yang digunakan terbatas pada Grad-
CAM untuk menghasilkan visualisasi berupa heatmap yang menunjukkan
area citra daun yang memengaruhi hasil klasifikasi. Dengan pembatasan ini,
penelitian dapat difokuskan pada perbandingan performa arsitektur CNN
serta interpretabilitas hasil klasifikasi.

4. Studi Pustaka
Tahap ini melibatkan pengumpulan dan penelaahan literatur dari berbagai
penelitian terdahulu yang relevan. Studi pustaka difokuskan pada penggu-
naan CNN untuk klasifikasi penyakit tanaman, evaluasi performa arsitek-
tur seperti MobileNetV2, DenseNet121, dan NASNetMobile, serta pen-
erapan Grad-CAM dalam meningkatkan interpretabilitas model. Dengan
melakukan studi pustaka, diperoleh pemahaman yang lebih mendalam me-
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ngenai teori, metode, serta hasil penelitian sebelumnya, sehingga penelitian
ini memiliki landasan ilmiah yang kuat.

5. Menentukan Data
Langkah terakhir dalam perencanaan adalah menentukan data yang akan
digunakan dalam penelitian. Dataset yang dipakai berasal dari Kaggle, yang
terdiri dari beberapa kelas penyakit daun padi. Data tersebut dipilih karena
telah melalui proses labeling yang jelas, sehingga sesuai untuk digunakan
sebagai data latih dan uji pada model CNN.

3.2 Tahap Pengumpulan Data
1. Observasi

Tahap observasi dalam penelitian ini tidak dilakukan secara langsung di
lapangan, melainkan difokuskan pada observasi dataset yang digunakan,
mencakup pemeriksaan kualitas citra, variasi resolusi, serta distribusi data
antar kelas. Dengan melakukan observasi ini, peneliti dapat memastikan
bahwa dataset yang dipakai memenuhi kriteria untuk diproses lebih lanjut
dalam tahap preprocessing dan pelatihan model. Dengan demikian, tahap
pengumpulan data ini difokuskan pada pemanfaatan dataset sekunder yang
sudah tersedia, sehingga penelitian dapat lebih efisien dalam penggunaan
waktu dan sumber daya.

2. Pengumpulan Data Penyakit Padi
Pengumpulan data dalam penelitian ini dilakukan menggunakan dataset
sekunder yang tersedia secara publik pada platform Kaggle. Dataset ini
dipilih karena telah melalui proses dan memiliki label yang jelas, sehingga
sesuai untuk digunakan dalam pelatihan dan pengujian model CNN. Dataset
terdiri dari empat kelas penyakit daun padi, yaitu bacterial blight, blast,
brown spot, dan tungro, dengan jumlah total citra sebanyak 5932 gam-
bar. Data gambar ini sudah divalidasi oleh pakar di Dinas Pertanian Kabu-
paten Solok dengan Surat Izin Pengambilan Data pada Lampiran A, hasil
wawancara pada Lampiran B, dokumentasi wawancara pada Lampiran C,
dan dataset pada Lampiran D.

3.3 Tahap Preprocessing Data
Tahap preprocessing data dilakukan untuk menyiapkan citra daun padi agar

sesuai dengan kebutuhan input arsitektur CNN serta untuk meningkatkan kemam-
puan generalisasi model. Tahapan preprocessing yang dilakukan dalam penelitian
ini terdiri dari beberapa proses sebagai berikut.
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1. Split Data
Dataset citra penyakit daun padi dibagi menjadi tiga subset, yaitu data latih
(training), data validasi (validation), dan data uji (testing). Pembagian data
dilakukan dengan proporsi 80% untuk data latih, 10% untuk data validasi,
dan 10% untuk data uji. Data latih digunakan untuk melatih model, data
validasi digunakan untuk memantau performa model selama proses pelati-
han, sedangkan data uji digunakan untuk mengevaluasi kinerja akhir model
secara objektif.

2. Resize Image
Setiap citra dalam dataset memiliki ukuran yang bervariasi, sehingga diper-
lukan proses penyeragaman ukuran. Seluruh citra diubah ukurannya (resize)
menjadi 224 × 224 piksel. Ukuran ini dipilih karena merupakan ukuran
input standar yang digunakan oleh arsitektur CNN yang diterapkan dalam
penelitian ini, yaitu MobileNetV2, DenseNet121, dan NASNetMobile.

3. Normalization
Setelah proses resize, dilakukan normalisasi nilai piksel citra. Nilai piksel
yang semula berada pada rentang 0–255 diubah menjadi rentang 0–1 dengan
cara membagi setiap nilai piksel dengan 255. Proses normalisasi ini bertu-
juan untuk mempercepat konvergensi model selama pelatihan serta menjaga
stabilitas proses pembelajaran jaringan saraf.

4. Augmentasi Data
Untuk meningkatkan variasi data latih dan mengurangi risiko overfit-
ting, diterapkan teknik augmentasi data menggunakan ImageDataGenera-
tor. Augmentasi yang digunakan meliputi rotation, width shift, height shift,
zoom, brightness, dan horizontal vertical flip. Selain itu juga menggu-
nakan Histogram Equalization untuk mengatur kontras background gam-
bar. Teknik ini memungkinkan model untuk belajar dari berbagai variasi
citra daun padi, sehingga model menjadi lebih robust dalam mengenali pola
penyakit pada kondisi citra yang berbeda.

3.4 Tahap Pengolahan Data
Tahap pengolahan data dilakukan dengan membangun dan melatih model

CNN menggunakan tiga arsitektur berbeda, yaitu MobileNetV2, DenseNet121, dan
NASNetMobile, yang diimplementasikan dengan pendekatan transfer learning. Se-
tiap arsitektur dimodifikasi pada bagian fully connected layer dengan menambahkan
lapisan dense dengan L2 Regularizers dan dropout untuk mencegah overfitting, serta
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lapisan keluaran dengan fungsi aktivasi softmax yang disesuaikan dengan jumlah
kelas, yaitu empat kelas penyakit daun padi.

1. Arsitektur MobileNetV2
MobileNetV2 digunakan sebagai salah satu arsitektur CNN karena memi-
liki struktur yang ringan dan efisien secara komputasi. Arsitektur ini me-
manfaatkan depthwise separable convolution dan inverted residual block
sehingga mampu mengurangi jumlah parameter tanpa mengorbankan per-
forma secara signifikan. Pada penelitian ini, MobileNetV2 dimodifikasi
pada bagian akhir dengan menambahkan lapisan fully connected dan soft-
max untuk menyesuaikan jumlah kelas penyakit daun padi.

2. Arsitektur DenseNet121
DenseNet121 merupakan arsitektur CNN yang menerapkan koneksi padat
(dense connection) antar lapisan, di mana setiap lapisan menerima ma-
sukan dari seluruh lapisan sebelumnya. Pendekatan ini memungkinkan pe-
manfaatan kembali fitur yang telah dipelajari dan membantu mengurangi
masalah vanishing gradient. Dalam penelitian ini, DenseNet121 digunakan
dengan pendekatan transfer learning dan dimodifikasi pada lapisan klasi-
fikasi agar sesuai dengan jumlah kelas penyakit daun padi.

3. Arsitektur NASNetMobile
NASNetMobile adalah arsitektur CNN yang dirancang menggunakan pen-
dekatan NAS, yaitu metode otomatis dalam pencarian struktur jaringan yang
optimal. Arsitektur ini terdiri dari normal cell dan reduction cell yang dis-
usun berulang untuk membentuk jaringan. NASNetMobile dipilih karena
mampu memberikan performa klasifikasi yang baik dengan kompleksitas
model yang relatif rendah, sehingga cocok untuk perbandingan dengan Mo-
bileNetV2 dan DenseNet121.

4. Optimizers
Pada tahap pelatihan model, digunakan tiga jenis optimizer, yaitu AdamW,
Nadam, dan RMSProp. Optimizer berperan dalam memperbarui bobot
model selama proses pelatihan berdasarkan nilai gradien dari fungsi loss.
Penggunaan beberapa optimizer bertujuan untuk membandingkan kecepatan
konvergensi dan stabilitas pelatihan pada masing-masing arsitektur CNN.
Setiap arsitektur dilatih menggunakan ketiga optimizer tersebut dengan pa-
rameter pelatihan yang sama agar hasil perbandingan bersifat adil dan ob-
jektif.

Proses pelatihan dilakukan menggunakan framework TensorFlow/Keras,
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dengan pengaturan parameter batch size, jumlah epoch, learning rate dan weight de-
cay. Model dilatih dengan memanfaatkan tiga jenis optimizer, yaitu Adam, Nadam,
dan RMSProp, untuk membandingkan performa konvergensi masing-masing. Se-
lama pelatihan, digunakan early stopping dan model checkpoint untuk mencegah
overfitting dan menyimpan bobot terbaik.

3.5 Tahap Analisis
Setelah pelatihan, model yang dihasilkan dievaluasi pada data uji menggu-

nakan metrik performa seperti akurasi, presisi, recall, F1-score, serta matriks ke-
bingungan. Selain itu, diterapkan metode Grad-CAM untuk memberikan visual-
isasi berupa heatmap pada citra uji, sehingga area yang berkontribusi terhadap hasil
klasifikasi dapat diidentifikasi. Tahap ini bertujuan tidak hanya untuk memband-
ingkan performa numerik antar arsitektur, tetapi juga untuk memberikan interpretasi
yang lebih transparan terhadap keputusan model.

Hasil analisis performa dan confidence score dari model selanjutnya diinte-
grasikan ke dalam website sebagai media implementasi dan pengujian secara fung-
sional. Pada tahap ini, sistem menampilkan hasil klasifikasi beserta tingkat keper-
cayaan prediksi, serta menerapkan ambang batas tertentu untuk menentukan apakah
hasil klasifikasi dapat ditampilkan atau dikategorikan sebagai tidak diketahui.

3.6 Tahap Dokumentasi
Tahap dokumentasi merupakan tahap penutup dalam penelitian ini yang

berfungsi untuk merekam secara terstruktur seluruh aktivitas penelitian, mulai dari
perencanaan, pengumpulan data, preprocessing, pengolahan data, hingga evaluasi
model. Hasil dari proses ini kemudian disusun dalam bentuk laporan ilmiah seba-
gai bentuk pertanggungjawaban akademis sekaligus sumber rujukan bagi penelitian
maupun pengembangan selanjutnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan hasil penelitian, pengujian, dan analisis yang telah dilakukan menge-

nai penerapan CNN dengan pendekatan Grad-CAM untuk klasifikasi penyakit tanaman

padi, maka dapat ditarik kesimpulan sebagai berikut:

1. Tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NASNetMobile

mampu mengenali dan mengklasifikasikan penyakit Bacterial Blight, Blast,

Brownspot, dan Tungro dengan baik. Hasil evaluasi menunjukkan adanya variasi

performa yang signifikan dipengaruhi oleh struktur arsitektur dan jenis optimizer

yang digunakan. DenseNet121 dengan optimizer Nadam dinilai sebagai arsitektur

terbaik dalam penelitian ini. Efektivitas DenseNet121 dalam mengekstraksi fitur

penyakit padi yang kompleks didukung oleh konektivitas padat antar-lapisannya.

2. Melalui analisis metrik akurasi, presisi, recall, dan F1-score, ditemukan bahwa

penyakit Tungro merupakan kelas dengan hasil klasifikasi paling konsisten dan

akurat pada hampir seluruh skenario pengujian. Hal ini membuktikan bahwa fitur

visual berupa perubahan warna daun pada penyakit Tungro sangat distingtif bagi

model. Sementara itu, penggunaan optimizer Nadam dan RMSprop secara umum

memberikan hasil yang lebih stabil dibandingkan AdamW dalam menangani data

citra pada penelitian ini.

3. Visualisasi heatmap yang dihasilkan dengan pendekatan Grad-CAM berhasil

mengidentifikasi area relevan pada citra daun (seperti bercak atau garis lesi) yang

menjadi dasar keputusan klasifikasi model. Hal ini memberikan bukti bahwa model

tidak hanya memprediksi secara acak, melainkan berfokus pada fitur yang memang

merupakan gejala dari penyakit tanaman padi tersebut.

5.2 Saran
Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran yang

dapat dipertimbangkan untuk pengembangan penelitian selanjutnya. Penelitian selanjutnya

disarankan untuk menggunakan dataset dengan jumlah data yang lebih besar dan variasi

kondisi lingkungan yang lebih beragam agar model yang dihasilkan memiliki kemampuan

generalisasi yang lebih baik. Selain itu, pengembangan dapat dilakukan dengan menam-

bahkan jenis penyakit tanaman padi lainnya atau menerapkan metode XAI selain Grad-

CAM sebagai bahan perbandingan interpretabilitas model. Penelitian lanjutan juga da-

pat diarahkan pada implementasi sistem dalam bentuk aplikasi berbasis mobile agar hasil

penelitian dapat lebih mudah dimanfaatkan secara langsung oleh petani atau pihak terkait

dalam kegiatan pertanian digital.
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