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Assalamu’ alaikum Warahmatullahi Wabarakatuh
Alhamdulillahi Rabbil ’Alamiin, segala puji bagi Allah Subhanahu Wa

T ala sebagai bentuk rasa syukur atas segala nikmat yang telah diberikan tanpa

Allw eydio yeH @

ada kekurangan sedikitpun. Shalawat beserta salam tak lupa pula kita ucapkan
kg)pada Nabi Muhammad Shallallahu ’Alaihi Wa Sallam dengan mengucapkan “Al-
l;humma Sholli’ala Sayyidina Muhammad Wa’ala Ali Sayyidina Muhammad”. Se-
n%ga kita semua selalu senantiasa mendapat syafaat-Nya di dunia maupun di akhi-
rab, Aamiin Ya Rabbal aalamiin.

Terima kasih kepada ayah, ibu, kakak, abang dan adik tersayang atas setiap
doa, dukungan, semangat, dan bimbingan yang selalu diberikan kepada peneliti
sampai saat ini. Berkat doa dan kasih sayangmu, anakmu telah berhasil memper-
oleh gelar sarjana seperti yang engkau harapkan. Tiada apapun di dunia ini yang
dapat membalas semua jasa-jasa dan pengorbananmu. Peneliti sebagai anakmu ini
selalu mendoakan yang terbaik untuk ayah dan ibu agar bahagia dunia akhirat, serta
diberikan tempat istimewa di sisi-Nya kelak. Peneliti juga berterima kasih yang tak
terhingga kepada saudara kandung peneliti yaitu kakak, abang dan adik yang selalu
mgmberikan dukungan, semangat, pelajaran, serta pemahaman mengenai pengala-
nﬁn kehidupan yang menjadi ilmu bagi saya.

; Kepada Bapak dan Ibu Dosen Program Studi Sistem Informasi Fakultas
Sains dan Teknologi Universitas Islam Negeri Sultan Syarif Kasim Riau yang telah
memberikan ilmu pengetahuan bermanfaat, pengalaman berharga, dan kebaikan
yglg tulus selama perkuliahan, peneliti ucapkan terima kasih banyak dan semoga
n¢njadi amal jariyah. Aamiin.

5 Sahabat-sahabat terdekat yang tidak bisa peneliti sebutkan satu-persatu dan
pg'étinya juga teman-teman seperjuangan, terima kasih berkat kalian masa perkuli-
affan menjadi lebih bermakna dan menyenangkan semoga di masa mendatang kita
b_%:a bertemu lagi dalam keadaan yang lebih baik.

Wassalamu’ alaikum Warahmatullahi Wabarakatuh
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peneliti lakukan baik berupa materi maupun motivasi dan doa, untuk itu pada ke-
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Kedua orang tua peneliti Ayahanda Syahrial dan Ibunda Salbetri yang se-
lalu memberikan apapun yang peneliti butuhkan selama proses perkuliahan,
memberikan doa, semangat, dan dukungan yang tiada henti agar peneliti
dapat menyelesaikan studi S1 Peneliti.

Kakak, abang, dan adik peneliti yang membantu serta memberikan seman-
gat dan motivasi hingga peneliti dapat menyelesaikan Tugas Akhir ini.
Dinas Pertanian Kabupaten Solok yang telah bersedia mengizinkan peneliti
untuk melakukan pengumpulan data awal dan wawancara terkait penelitian
ini.

Teman-teman ”Awal yang Baru” yang mendampingi dan menyemangati
peneliti, serta memberikan nasehat dan tempat bagi peneliti untuk menyele-
saikan Tugas Akhir.

Teman-teman Sisfo2B yang selalu saling mendukung dan memberi seman-
gat selama masa perkuliahan hingga peneliti dapat menyelesaikan Tugas
Akhir ini.

Abang-abang dan kakak-kakak yang telah memberikan ilmu serta bimbin-
gan selama proses perkuliahan.

Semua pihak yang ikut serta dalam proses penelitian yang tidak dapat
peneliti sebutkan satu-persatu.

Terima kasih yang sangat mendalam, semoga segala kebaikan yang telah

diberikan menjadi ladang pahala serta mendapatkan balasan dari Allah Sub-

hanahu Wa Ta’ala. Semoga kita semua selalu mendapatkan kebahagiaan dan

kgsehatan, Aamiin Ya Rabbal’aalamiin. Peneliti menyadari bahwa penulisan

’Iﬁgas Akhir ini masih banyak terdapat kekurangan dan jauh dari kata sem-

o
pu#na. Untuk itu kritik dan saran atau pertanyaan dapat diajukan melalui e-mail

12250311668 @students.uin-suska.ac.id. Semoga laporan ini bermanfaat bagi kita

semua. Akhir kata peneliti ucapkan terima kasih.
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Pekanbaru, 15 Januari 2026

Penulis,

IKHWAN ASH-SHIDDIQI
NIM. 12250311668
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PENERAPAN CONVOLUTIONAL NEURAL NETWORK (CNN)
DENGAN PENDEKATAN GRAD-CAM UNTUK KLASIFIKASI

g PENYAKIT TANAMAN PADI
A

-§ IKHWAN ASH-SHIDDIQI
; NIM: 12250311668

= Tanggal Sidang: 07 Januari 2026
= Periode Wisuda:

Z

w

= Program Studi Sistem Informasi

S Fakultas Sains dan Teknologi

A Universitas Islam Negeri Sultan Syarif Kasim Riau
g J1. Soebrantas, No. 155, Pekanbaru

ABSTRAK

Penyakit tanaman padi merupakan salah satu faktor utama yang menghambat produktivitas pangan
global. Penelitian ini bertujuan untuk mengembangkan model klasifikasi otomatis penyakit daun
padi menggunakan tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NASNetMobile,
serta membandingkan performa ketiganya dengan variasi optimizer AdamW, Nadam, dan RM-
Sprop. Selain itu, metode Explainable AI (XAl) berbasis Grad-CAM diterapkan untuk memberikan
vic%lalisasi interpretatif terhadap keputusan model. Dataset yang digunakan mencakup empat
kgtegori, yaitu Bacterial Blight, Blast, Brownspot, dan Tungro. Hasil eksperimen menunjukkan
bahwa arsitektur DenseNet121 dengan optimizer Nadam mencapai performa terbaik dengan akurasi
sebesar 97%. MobileNetV2 menunjukkan efisiensi yang tinggi dengan akurasi 96% menggunakan
Rgl:prop, sementara NASNetMobile dengan AdamW mencatatkan akurasi terendah pada angka
8” akibat kendala misklasifikasi pada fitur visual yang serupa. Implementasi Grad-CAM berhasil
menunjukkan bahwa model berfokus pada area lesi daun yang relevan, sehingga meningkatkan
t&lsparansi dan kepercayaan pada sistem klasifikasi. Penelitian ini menyimpulkan bahwa peng-
ganaan arsitektur dengan konektivitas padat dan optimizer adaptif sangat efektif untuk identifikasi
péhyakit padi secara akurat.

K';ta Kunci: CNN, DenseNet121, Grad-CAM, MobileNetV2, NASNetMobile, Penyakit Padi.
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IMPLEMENTATION OF CONVOLUTIONAL NEURAL
© NETWORK (CNN) WITH GRAD-CAM FOR RICE DISEASE
CLASSIFICATION

IKHWAN ASH-SHIDDIQI
NIM: 12250311668

Date of Final Exam: January 07" 2026
Graduation Period:

Department of Information System
Faculty of Science and Technology
State Islamic University of Sultan Syarif Kasim Riau
Soebrantas Street, No. 155, Pekanbaru
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ABSTRACT

Rice plant diseases represent a significant factor hindering global food productivity. This study aims
to develop an automated classification model for rice leaf diseases using three CNN architectures,
namely MobileNetV2, DenseNetl121, and NASNetMobile. While comparing their performance
across three optimizers, such as AdamW, Nadam, and RMSprop. Additionally, an Explainable Al
(XAI) method based on Grad-CAM was implemented to provide interpretative visualizations of the
models’ decision-making process. The dataset comprises four categories, such as Bacterial Blight,
Blast, Brownspot, and Tungro. Experimental results indicate that the DenseNetl21 architecture
cgﬁzbined with the Nadam optimizer achieved the superior performance with an accuracy of 97%.
MbileNetV2 demonstrated high efficiency, reaching 96% accuracy using RMSprop, whereas NAS-
NgtMobile with AdamW recorded the lowest accuracy at 89% due to misclassification challenges
bzween similar visual features. The implementation of Grad-CAM successfully demonstrated that
ﬂ%‘ models focused on relevant leaf lesion areas, thereby enhancing transparency and trust in the
classification system. This study concludes that the use of architectures with dense connectivity
pliired with adaptive optimizers is highly effective for accurate rice disease identification.

Kgywords: CNN, DenseNetl21, Grad-CAM, MobileNetV2, NASNetMobile, Rice Disease.
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BAB 1
@)
- PENDAHULUAN
©
1? Latar Belakang
oS Padi (Oryza sativa) memegang peranan penting dalam kontribusi ekonomi

diIndonesia di bidang sektor pertanian. Beras yang dihasilkan oleh padi merupakan
salah satu sumber pangan yang menjadi makanan pokok dengan konsumsi terbesar
d;_;Indonesia, sekaligus menjadi komoditas pangan utama banyak negara Asia lain-
n¥a (FAO, 2023). Namun, produktivitas tanaman padi seringkali menurun akibat
sefangan penyakit pada bagian daun yang disebabkan oleh jamur, bakteri, maupun
Vg’)us. Serangan penyakit ini tidak hanya berdampak pada hasil panen, tetapi juga
menimbulkan kerugian ekonomi bagi para petani (Bharman dkk., 2022).

- Berdasarkan data dari Badan Pusat Statistik (BPS), produksi padi nasional
pada tahun 2024 mencapai 53,14 juta ton Gabah Kering Giling (GKG), mengalami
p%nurunan sebesar 1,55% dibandingkan tahun 2023 yang sebesar 53,98 juta ton
GKG. Luas panen padi juga diperkirakan menurun menjadi sekitar 10,05 juta hek-
tare, turun 1,64% dari tahun sebelumnya yang sebesar 10,21 juta hektare. Jika
dikonversikan menjadi beras untuk konsumsi pangan penduduk, produksi beras
pada 2024 diperkirakan sekitar 30,62 juta ton, mengalami penurunan sebesar 1,54%
dibandingkan produksi beras di 2023 yang sebesar 31,10 juta ton (BPS, 2025).

Penurunan produksi padi ini disebabkan oleh berbagai faktor, termasuk
serangan penyakit tanaman yang mengganggu pertumbuhan dan hasil panen. Be-
bggapa penyakit utama yang sering menyerang daun padi antara lain bacterial
bgght, blast, brown spot, dan tungro. Bacterial blight disebabkan oleh bakteri
Xﬁnthomonas oryzae pv. oryzae yang menimbulkan bercak basah memanjang di
t&ﬁ daun dan dapat menyebabkan penurunan hasil produksi hingga 80% (Ahad,
L%_ Song, dan Bhuiyan, 2023). Blast disebabkan oleh jamur Pyricularia oryzae,
y?glg ditandai dengan bercak berwarna abu-abu yang menyebar dan menghancurkan
jagingan daun (Maheswaran dkk., 2022). Brown spot muncul akibat infeksi jamur
%Uolaris oryzae yang menyebabkan bercak cokelat tua dan meningkatkan jumlah
g@%ah hampa (Shamshad, Rashid, Hameed, dan Imran Arshad, 2024). Sementara
itg, tungro merupakan penyakit yang disebabkan oleh infeksi virus yang ditularkan
oj_éh wereng hijau, ditandai dengan gejala daun menguning dari ujung dan pertum-
bﬁlan tanaman yang terhambat (Widiarta dkk., 2025).

3} Petani umumnya mengandalkan pengamatan visual langsung untuk mende-
t%si penyakit padi. Identifikasi penyakit dilakukan berdasarkan gejala visual, mis-

I
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alnya bercak basah pada bacterial blight, atau bintik cokelat pada brown spot.
N@mun, metode ini memiliki kendala keterbatasan pengalaman yang berpotensi
n%nyebabkan diagnosa penyakit kurang tepat. Sebagian metode modern lain telah
d}?embangkan, seperti pemeriksaan laboratorium. Metode laboratorium memung-
kinkan diagnosis yang akurat, tetapi bersifat mahal, butuh waktu lama, dan tidak
bisa diaplikasikan langsung di lapangan (Mohapatra, Tripathy, dan Patra, 2020).

S Sementara itu, teknologi seperti kamera hiperspektral, drone (UAV), dan

t&nologi spektroskopi telah terbukti akurat dan mampu mendeteksi penyakit lebih
aWal. Namun, biaya tinggi dan kompleksitas implementasi membuat teknologi ini
bélum tersebar luas di kalangan petani tradisional (Chen dkk., 2024). Hal ini mene-
g(apskan bahwa pendeteksian dini dan klasifikasi penyakit pada tanaman menjadi sa-
ngat penting untuk menjaga produktivitas dan kualitas pangan (Mohanty, Hughes,
d%l Salathé, 2016; Zhang dkk., 2025).
o  Dalam beberapa tahun terakhir, penerapan teknologi berbasis Artificial In-
teﬁligence (Al), khususnya deep learning telah banyak digunakan untuk mengatasi
berbagai permasalahan di bidang pertanian, termasuk klasifikasi penyakit tanaman
(Bharman dkk., 2022). Salah satu pendekatan deep learning yang populer adalah
Convolutional Neural Network (CNN), karena kemampuannya dalam mengenali
pola visual pada citra dengan akurasi tinggi. CNN mampu melakukan klasifikasi
berdasarkan fitur-fitur visual yang tidak mudah dikenali oleh manusia (Rawat dan
Wang, 2017).

Beberapa penelitian sebelumnya telah berhasil menerapkan CNN untuk
klda)siﬁkasi penyakit tanaman padi. Misalnya, penelitian oleh Shohanur Islam
y'@:ng mengembangkan kerangka kerja dengan menggunakan arsitektur CNN seperti
l@ﬁNetSO, VGG16, dan MobileNetV3-Small untuk meningkatkan akurasi klasi-
ﬁ%asi penyakit daun padi (Sobuj, Hossen, Mahmud, dan Khan, 2024). Selain itu,
pénelitian oleh Fuadi dan Suharso (2022) dilakukan perbandingan antara arsitektur
hEggbileNet dan NASNetMobile dalam klasifikasi citra daun tanaman kentang. Hasil
pgnelitian menunjukkan bahwa MobileNet memiliki kecepatan pelatihan yang lebih
b%k, sementara NASNetMobile unggul dalam hal akurasi. Studi ini menunjukkan
b&ﬁwa pemilihan arsitektur CNN memiliki dampak signifikan terhadap performa
si§tem klasifikasi.

g’ Namun, penelitian dengan CNN tersebut bersifat seperti black-box yang
titak menjelaskan secara langsung bagian mana dari citra yang mempengaruhi
kgputusan klasifikasi (Samek, Wiegand, dan Miiller, 2017). Hal ini menjadi tanta-

ngan, terutama dalam bidang pertanian interpretabilitas sangat penting untuk mem-
"~
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bantu pengguna memahami alasan di balik hasil prediksi (Arrieta dkk., 2020). Un-
tfR mengatasi masalah ini, pendekatan Gradient-weighted Class Activation Map-
p%lg (Grad-CAM) digunakan untuk memberikan visualisasi berupa heatmap yang
nze-nunjukkan area penting dari citra yang memengaruhi hasil klasifikasi oleh CNN
(Eerentinos, 2018; Selvaraju dkk., 2017).

o Penelitian ini bertujuan untuk melakukan klasifikasi penyakit pada tanaman
p§di menggunakan CNN dengan tiga arsitektur, yaitu MobileNetV2, DenseNet121,
di_ail NASNetMobile, serta memberikan interpretasi hasil klasifikasi menggunakan

Grad CAM.
=
132 Perumusan Masalah

7 Bagaimana menerapkan CNN dengan pendekatan Grad-CAM untuk klasi-

fikasi penyakit tanaman padi?
Py
13 Batasan Masalah

Agar penelitian ini terfokus dan terarah, maka batasan masalah ditetapkan
sebagai berikut:

1. Penelitian hanya fokus pada perbandingan performa klasifikasi penyakit
daun tanaman padi berbasis citra (gambar).

2. Dataset yang digunakan merupakan dataset sekunder yang diambil dari
https://www.kaggle.com/datasets/nirmalsankalana/rice-leaf-disease-image
dengan pembagian ke dalam 4 kelas, yaitu bacterial blight, blast, brown
spot, dan tungro dengan jumlah data sebanyak 5932 gambar.

m3' Arsitektur CNN dalam penelitian ini terbatas pada MobileNetV2,
'@: DenseNet121, dan NASNetMobile.

24. Metode Explainable Al (XAl) yang digunakan adalah Grad-CAM untuk vi-
gj' sualisasi area penting pada gambar.

14 Tujuan

S Tujuan tugas akhir ini adalah:

E-l. Membangun model klasifikasi penyakit tanaman padi menggunakan tiga ar-

sitektur CNN, yaitu MobileNetV2, DenseNetl121, dan NASNetMobile.
Membandingkan performa ketiga arsitektur CNN berdasarkan metrik eval-
uasi seperti akurasi, presisi, recall, dan F1-score.

Menerapkan metode XAI dengan pendekatan Grad-CAM untuk mem-
berikan visualisasi interpretatif terhadap hasil klasifikasi model.
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1.5 Manfaat

©  Penelitian ini diharapkan dapat memberikan manfaat sebagai berikut:

£1. Memberikan gambaran mengenai penerapan arsitektur CNN seperti Mo-
: bileNetV2, DenseNetl121, dan NASNetMobile dalam klasifikasi penyakit
-  tanaman padi berbasis citra digital.

7. Menyajikan hasil perbandingan performa dari beberapa arsitektur CNN
3 dan optimizer yang dapat digunakan sebagai acuan dalam pengembangan
;T_r' penelitian serupa.

©3. Membantu dalam memahami area citra yang berpengaruh terhadap
< hasil klasifikasi dengan menggunakan pendekatan Grad-CAM yang
(.Cf) menampilkan visualisasi bagian terkena penyakit.

%4. Memberikan kontribusi dalam pengembangan sistem deteksi penyakit tana-
; man berbasis deep learning yang efisien dan dapat dijelaskan, khususnya
o  dalam bidang pertanian digital.

c

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
Dalam bab ini peneliti menjelaskan mengenai latar belakang deteksi
penyakit padi, rumusan masalah, batasan masalah terkait ruang lingkup data dan
model, tujuan penelitian, manfaat penelitian, serta sistematika penulisan.
BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang berasal dari jurnal ilmiah, prosiding,
bifku, serta studi pustaka yang digunakan sebagai dasar penelitian. Penjelasan di-
f(ﬁtuskan pada literatur penyakit padi, arsitektur Deep Learning, optimizer, serta
k?':nsep Grad-CAM untuk interpretabilitas model.
g BAB 3. METODOLOGI PENELITIAN
»  Bab ini menguraikan kerangka kerja penelitian yang sistematis, meliputi
t%apan perencanaan, pengumpulan data, pra-pemrosesan data (preprocessing), per-
a%c-;angan arsitektur model Deep Learning, proses pelatihan (training), skenario
pa:lgujian model, hingga tahap dokumentasi.
< BAB 4. ANALISIS DAN HASIL
a Pada bagian ini menyajikan tahap pengolahan data hingga hasil peneli-
ti?.'_n yang telah dilakukan serta pembahasannya secara rinci. Penjelasan mencakup
evaluasi performa model-model yang diuji serta analisis visualisasi menggunakan

h@del Grad-CAM untuk memvalidasi area pada citra padi yang menjadi dasar
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BAB 2
LANDASAN TEORI

EH @

2? Penyakit Tanaman Padi

—  Tanaman padi dalam bahasa latin disebut sebagai Oryza sativa merupakan
komoditas utama di berbagai negara Asia, termasuk Indonesia, sangat rentan ter-
hédap serangan penyakit daun (FAO, 2024). Penyakit-penyakit ini dapat meng-
gg_qﬁggu proses fotosintesis, mempercepat kematian jaringan tanaman, serta menu-
réakan kualitas dan kuantitas hasil panen. Beberapa penyakit yang paling umum
ményerang daun padi adalah bacterial blight, blast, brown spot, dan tungro (Tiwari

dén Vora, 2024).

12]
2.1 Bacterial Blight

A Bacterial blight merupakan salah satu penyakit penting pada tanaman padi
ygng disebabkan oleh bakteri Xanthomonas oryzae pv. oryzae. Penyakit ini banyak
ditemukan di daerah tropis dan subtropis, termasuk Asia Tenggara, yang meru-
pakan sentra produksi padi dunia. Gejala awal infeksi ditandai dengan munculnya
bercak berair memanjang pada tepi daun yang kemudian berubah menjadi warna
kekuningan hingga keputihan (Sana dkk., 2010). Seiring perkembangan penyakit,
bercak tersebut meluas dan menyebabkan helaian daun mengering dari ujung ke
pangkal. Kondisi ini biasanya diperparah oleh curah hujan tinggi, suhu yang hangat,
serta praktik irigasi percikan yang memudahkan penyebaran inokulum antar tana-
man (NINO—LIU, Ronald, dan Bogdanove, 2006). Berikut contoh tanaman padi de-
ngan penyakit bacterial blight menurut Muflihayati dan Maulina (2021) pada Gam-
bar 2.1.

Gambar 2.1. Bacterial Blight
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Dari sisi fisiologis, infeksi bacterial blight dapat menurunkan kandungan
kfdrofil dan laju fotosintesis bersih (Pn) pada tanaman padi. Studi terbaru mela-
péFrkan bahwa infeksi berat mampu mengurangi efisiensi fotokimia fotosistem
Il:hingga 40%, yang berdampak pada menurunnya kemampuan tanaman meng-
hasilkan energi untuk pertumbuhan (Zhong, Xu, dan Rao, 2024). Selain itu, bakteri
it juga menyerang jaringan pembuluh, mengganggu transportasi air dan nutrisi
ké.bagian daun, serta memicu stres oksidatif yang mempercepat kematian jaringan
(B_Ie'rez-Quintero dan Szurek, 2019). Secara agronomis, kerugian akibat serangan
bErat dapat mencapai 50-75% hasil panen pada varietas yang rentan (Sayekti, Pur-
n#wati, dan Lestari, n.d.). Upaya pengendalian penyakit ini meliputi penggunaan
V(a?ietas tahan, rotasi tanaman, sanitasi lahan, serta pengendalian biologis menggu-

nakan mikroba antagonis yang potensial, seperti Pantoea spp. (Yasmin dkk., 2017).
o

24.2 Blast

ﬁ Blast pada padi disebabkan oleh jamur Magnaporthe oryzae, yang menjadi
salah satu patogen tanaman paling merusak di dunia (Fernandez dan Orth, 2018).
Gejala awal berupa bercak berwarna abu-abu sampai coklat keabuan dengan tepi
gelap pada daun, kemudian lesi dapat menyebar ke batang, malai, dan leher malai
(neck blast) ketika kondisi lingkungan mendukung, seperti kelembapan tinggi dan
suhu sedang (Lee, Park, Kim, dan Lee, 2025). Infeksi blast menyebabkan gangguan
pada struktur daun, termasuk nekrosis lokal, yang mengurangi kemampuan daun
untuk menangkap cahaya dan melakukan fotosintesis secara efektif. Berikut contoh
tanaman padi dengan penyakit blast menurut Muflihayati dan Maulina (2021) pada

Gémbar 2.2.

Gambar 2.2. Blast

Secara agronomis, blast dapat mengurangi hasil panen padi signifikan, ter-
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gantung varietas dan tingkat keparahan serangan. Studi Yeon dkk. (2025) mela-
pbtkan bahwa blast dapat menyebabkan kehilangan hasil antara 10% hingga 35% di
b%rbagai negara terdampak jika tidak dikendalikan sedini mungkin. Selain itu, vari-
e@s yang kurang tahan, penggunaan pupuk nitrogen berlebihan, dan kondisi iklim
yang lembap memperburuk penyebaran penyakit ini (Khadka dkk., 2025). Strategi
p&gendalian meliputi penggunaan varietas tahan blast, aplikasi fungisida, rotasi
t@aman, pengaturan jarak tanam dan waktu tanam, serta praktik pengelolaan air

dan kelembapan di lapangan (Agbowuro, Afolabi, Olamiriki, dan Awoyemi, 2020).

=
2.1.3 Brown Spot

¢  Brown spot merupakan penyakit penting pada padi yang disebabkan oleh
jacmur Bipolaris oryzae atau Cochliobolus miyabeanus. Gejalanya berupa bercak
bolat hingga oval dengan pusat cokelat terang dan tepi cokelat tua, biasanya muncul
séfak fase vegetatif namun lebih jelas pada fase generatif, terutama di lahan de-
ngan kelembapan tinggi atau miskin hara, seperti kekurangan nitrogen, kalium, dan
silikon (Sunder, Singh, dan Agarwal, 2014). Infeksi tidak hanya menyerang daun,
tetapi juga malai dan gabah, yang berdampak pada penurunan kualitas dan kuantitas
hasil panen. Penelitian terbaru menegaskan bahwa penyakit ini tetap menjadi anca-
man serius dengan potensi kehilangan hasil hingga 10-45%, karena patogen mampu
bertahan dalam benih dan sisa jerami sehingga berfungsi sebagai inokulum utama
pada musim tanam berikutnya (Bhutia et al., 2025). Berikut contoh tanaman padi

dengan penyakit blast menurut Muflihayati dan Maulina (2021) pada Gambar 2.3.

Gambar 2.3. Brown Spot

4 Tungro
Tungro adalah penyakit virus yang disebabkan oleh dua virus utama, yaitu
e Tungro Bacilliform Virus (RTBV) dan Rice Tungro Spherical Virus (RTSV),
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yang ditularkan oleh wereng hijau (Nephotettix virescens) secara semi-persisten
(&2zam dan Chancellor, 2002). Gejala umum penyakit ini mencakup daun yang
n%nguning dari ujung ke pangkal, tanaman menjadi kerdil, produksi anakan menu-
I‘l(l_)xr.l, serta malai terbentuk tidak penuh. Di Indonesia, penyakit tungro termasuk
saJah satu yang memberikan dampak signifikan, dengan potensi kehilangan hasil
ygilg mencapai 5-10% dalam kondisi tertentu, terutama di wilayah dengan praktik
taham yang tidak serempak, varietas yang rentan, serta pengelolaan hara yang ku-
rz§ig optimal (Widiarta dkk., 2025). Berikut contoh tanaman padi dengan penyakit
bfast menurut Muflihayati dan Maulina (2021) pada Gambar 2.4

nery eysng N

Gambar 2.4. Tungro

2.2 Deep Learning

®  Deep learning adalah teknik pembelajaran mesin yang memakai jaringan
s%af tiruan dengan banyak lapisan (Deep Neural Networks) untuk belajar repre-
s€Titasi fitur dari data secara otomatis tanpa perlu rekayasa fitur manual. Model-
r@)del ini memproses data mentah (misalnya gambar, suara, teks) melalui lapisan-
lapisan konvolusi, pooling, dan aktivasi untuk menangkap pola kompleks. Deep
legrning telah digunakan secara luas dan terbukti mampu mencapai akurasi tinggi
dﬁam berbagai domain, seperti pengenalan citra, analisis sinyal, dan sistem prediksi
(élzubaidi dkk., 2021).

< Kelebihan dari deep learning antara lain kemampuan generalisasi pada
d?ﬁga besar, otomatisasi ekstraksi fitur, dan performa tinggi pada tugas-tugas sulit;
sédangkan tantangan utamanya meliputi kebutuhan komputasi besar, risiko overfit-
tigg, kebutuhan data pelatihan yang banyak, dan kurangnya interpretabilitas model
(@igka dan Dritsas, 2025; Zhao dkk., 2024).
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2.3 Convolutional Neural Network (CNN)

©  CNN merupakan salah satu arsitektur deep learning yang dirancang khusus
u&uk menganalisis data berbentuk grid, seperti citra dua dimensi. CNN bekerja
dglgan menggunakan operasi konvolusi yang mengekstraksi fitur spasial dari citra,
mtlai dari pola sederhana seperti garis dan sudut pada lapisan awal hingga pola
kgmpleks pada lapisan yang lebih dalam (Albawi, Mohammed, dan Al-Zawi, 2017).
Iﬁ:')mponen utama dalam CNN meliputi lapisan konvolusi untuk ekstraksi fitur,
la:pisan pooling untuk mereduksi dimensi dan mencegah overfitting, serta lapisan
féHy connected yang menghubungkan fitur dengan output klasifikasi.

< Keunggulan CNN dibandingkan model jaringan saraf tradisional terletak
pada kemampuannya melakukan shared weights dan local connectivity, sehingga
j;)mlah parameter yang dilatih lebih sedikit dan efisiensi komputasi meningkat.
B%rbagai penelitian telah membuktikan efektivitas CNN dalam pengenalan citra,
defeksi objek, segmentasi, hingga aplikasi medis (Gu dkk., 2018). Meskipun
d%mikian, CNN memiliki tantangan seperti kebutuhan data pelatihan yang besar,
kebutuhan komputasi tinggi, serta kesulitan dalam interpretasi hasil prediksi. Un-
tuk mengatasi hal ini, banyak studi terbaru mengintegrasikan CNN dengan teknik
transfer learning, data augmentation, serta metode interpretabilitas seperti Grad-
CAM (Alzubaidi dkk., 2021). Contoh penerapan CNN dapat dilihat pada Gam-
bar 2.5.

AJISI3ATU) DTWE[S] 3}B)S

Gambar 2.5. Contoh Penerapan CNN dalam Klasifikasi Gambar

Transfer Learning

()
UBHRS Jo

Transfer learning adalah pendekatan dalam pembelajaran mesin yang me-
n@nfaatkan pengetahuan yang diperoleh dari suatu model yang telah dilatih pada

dgimain atau tugas tertentu untuk diaplikasikan pada domain atau tugas lain yang

10
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masih memiliki keterkaitan. Pada deep learning, hal ini biasanya dilakukan dengan
nfénggunakan pre-trained model yang telah dilatih pada dataset besar, seperti Ima-
gg\let, kemudian disesuaikan dengan dataset target yang lebih kecil. Dengan cara
iI})’i_, transfer learning dapat mempercepat proses pelatihan, mengurangi kebutuhan
data berukuran besar, serta meningkatkan kinerja model pada tugas spesifik (Weiss,
I@loshgoftaar, dan Wang, 2016; Zhuang dkk., 2020).

3 Terdapat dua strategi umum dalam transfer learning, yaitu feature extraction
di_ail fine-tuning. Pada feature extraction, lapisan awal dari model pra-latih diperta-
hénkan untuk mengekstraksi fitur umum, sementara lapisan akhir diganti dan dilatih
kémbali untuk menyesuaikan dengan tugas baru. Sebaliknya, pada fine-tuning, se-
bc@g%ian atau seluruh bobot model diperbarui agar lebih sesuai dengan karakteristik
data target. Meskipun efektif, transfer learning juga menghadapi tantangan seperti
nggative transfer, yaitu ketika pengetahuan dari domain sumber tidak relevan se-
hingga justru menurunkan performa model (Jiang, Shu, Wang, dan Long, 2022; Wu
dan He, 2025).

2.4.1 MobileNetV2

MobileNetV2 diperkenalkan oleh (Sandler, Howard, Zhu, Zhmoginov, dan
Chen, 2018) sebagai pengembangan dari MobileNetV1 untuk menghadirkan ar-
sitektur CNN yang efisien namun tetap akurat. Desain utama arsitektur ini adalah
penggunaan inverted residual block dengan linear bottleneck, serta depthwise sepa-
rable convolution untuk mengurangi jumlah parameter dan komputasi. Pendekatan
ini membuat MobileNetV2 sangat sesuai untuk aplikasi pada perangkat dengan
kgfferbatasan sumber daya seperti ponsel pintar dan edge devices (Howard dkk.,
2&19; Sandler dkk., 2018).

E Struktur dasar blok pada MobileNetV2 dimulai dengan tahap ekspansi kanal
n%nggunakan konvolusi 1 x 1, dilanjutkan dengan depthwise convolution 3 x 3, lalu
dfproyeksikan kembali ke dimensi kanal yang lebih kecil menggunakan konvolusi
1§< 1. Fungsi aktivasi ReLU6 hanya digunakan pada tahap ekspansi dan depthwise,
s%nentara tahap proyeksi tetap linear agar informasi penting tidak hilang.

Secara matematis, proses dalam satu blok inverted residual dapat ditulis se-

30318
=

y = Wy faw(frReLU6(W,x)) 2.1)

Keterangan rumus:

- W,: bobot konvolusi 1 x 1 pada tahap ekspansi

11
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- faw: depthwise convolution 3 x 3

@)

T - W,: bobot konvolusi 1 x 1 pada tahap proyeksi

©

: - freLue: fungsi aktivasi ReLLU6

E

© Jika input dan output memiliki dimensi yang sama, digunakan shortcut con-
nection untuk memperkuat propagasi gradien:

Z=x+Yy 2.2)

S NIN !

Berbagai penelitian menunjukkan keunggulan MobileNetV2 dibandingkan
awsitektur ringan lain, terutama dalam hal efisiensi komputasi. Misalnya, peneli-
ti;:n oleh (Sandler dkk., 2018) menegaskan bahwa penggunaan inverted residuals
ddn linear bottlenecks membuat MobileNetV2 lebih efisien dibandingkan arsitek-
uﬁ konvensional. Selanjutnya, studi terbaru menunjukkan penerapan MobileNetV?2
pada berbagai domain, seperti pengenalan bahasa isyarat secara real-time dengan
hasil yang akurat meski dijalankan pada perangkat dengan sumber daya terbatas
(Jagtap, Jadhav, Temkar, dan Deshmukh, 2024). Penelitian lain juga menunjukkan
keberhasilan MobileNetV2 dalam klasifikasi citra penginderaan jauh (remote sens-
ing), yang menegaskan fleksibilitasnya dalam transfer learning untuk berbagai jenis
data visual (Zaid, Mohammed, dan Sumari, 2025). Selain itu, implementasi Mo-
bileNetV?2 pada sistem pengawasan berbasis edge computing juga memperlihatkan

kinerja yang stabil dengan latensi rendah (Sajjanar, 2025).

2§.2 Arsitektur DenseNet121

2 DenseNet121 merupakan salah satu varian dari Densely Connected Con-
V&utional Networks yang diperkenalkan oleh (Huang, Liu, Van Der Maaten, dan
Viiainberger, 2017). 1de utama arsitektur ini adalah dense connectivity, yaitu setiap
lapisan menerima masukan (input) dari seluruh lapisan sebelumnya dan meneruskan
hgsil keluarannya ke seluruh lapisan setelahnya. Dengan pendekatan ini, masalah
Vgahishing gradient dapat diminimalisasi, parameter model menjadi lebih efisien,
@a terjadi feature reuse yang lebih optimal (Huang dkk., 2017).

S DenseNetl21 terdiri dari beberapa dense block dan transition layer. Pada se-
ti%_ﬁ”) dense block, setiap layer melakukan operasi batch normalization (BN) — Rec-
tﬁ"ed Linear Unit (ReLU) — conv(l x 1) = BN — ReLU — conv(3 x 3). Output
dg:gi setiap layer akan digabungkan (concatenate) dengan semua output sebelum-

néa. Sedangkan transition layer terdiri atas 1 X 1 convolution yang diikuti 2 x 2

12
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average pooling untuk mengurangi dimensi. Arsitektur DenseNet121 memiliki to-

t4P121 lapisan, dengan distribusi layer pada tiap dense block adalah 6, 12, 24, dan

15
Secara matematis, output dari lapisan ke-121 dalam sebuah dense block

irumuskan sebagai:

:Hl([x();xl?"'axlfl]) (23)

Keterangan rumus:
- [-]: operasi concatenation
- H;(-): fungsi transformasi berupa urutan BN — ReLU — Conv

Sedangkan untuk transition layer:

nery exsns Nin diw ey &ioy

Xtran = AVgPool,, 5 (Convyx (X)) (2.4)

Keunggulan utama DenseNet121 adalah kemampuannya menggunakan pa-
rameter yang relatif sedikit dibandingkan model dalam ukuran serupa, sekali-
gus meningkatkan propagasi gradien selama pelatihan. Hal ini menjadikan
DenseNet121 sangat populer dalam aplikasi klasifikasi citra medis, pertanian,
maupun pengenalan objek pada dataset skala besar.

Selain karakteristik struktural, aplikasi dan modifikasi DenseNet121 juga
b(e}glyak dibahas dalam literatur terkini. Misalnya, ScaledDenseNet menggunakan
k'@:nsep compound scaling untuk menyeimbangkan kedalaman, lebar, dan resolusi
i@ut untuk meningkatkan akurasi pada dataset medis dengan biaya komputasi yang
nﬁfsih praktis (Kanawade dkk., 2023). Review oleh T. Zhou dkk. (2022) juga
n%ngkaji varian-varian DenseNet dan penerapannya dalam analisis citra medis serta
déeksi objek, menekankan bahwa desain DenseNet ideal untuk tugas-tugas dengan

ﬁ%&r visual yang kompleks karena efisiensi parameter dan reuse fitur yang tinggi

2:‘4.3 Arsitektur NASNetMobile

‘: NASNetMobile merupakan varian ringan dari arsitektur Neural Architec-
t@e Search Network (NASNet) yang diperkenalkan oleh Zoph, Vasudevan, Shlens,
d@ Le (2018). NASNet sendiri dikembangkan menggunakan pendekatan Neu-

1 Architecture Search (NAS), yaitu metode otomatis yang merancang arsitektur

jdfingan dengan memanfaatkan algoritma pencarian berbasis reinforcement learn-

ir&. Dalam desainnya, NASNet terdiri atas dua jenis cell utama, yaitu normal cell

13
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yang mempertahankan dimensi spasial input, dan reduction cell yang menurunkan
dfthensi spasial sambil meningkatkan jumlah kanal. NASNetMobile mengadopsi
k%nsep yang sama dengan NASNetLarge, tetapi dengan jumlah parameter yang
le;E_)ih sedikit, sehingga lebih efisien untuk dijalankan pada perangkat dengan keter-

batasan sumber daya komputasi seperti smartphone atau embedded system.

Y Secara matematis, keluaran dari sebuah cell NASNet dapat dituliskan seba-
=

E y= Z 0p,-7j ()Ci) (2.5)
= (i,))€G

w

=

L2

Dengan G adalah graf hasil pencarian, op; ; merupakan operasi yang dipi-
lig (misalnya konvolusi, pooling, atau skip connection), dan x; adalah input dari
ngge sebelumnya. Rumus ini menunjukkan bahwa hasil keluaran cell merupakan
kombinasi dari berbagai operasi yang dipilih secara otomatis oleh algoritma NAS.

- NASNetMobile dirancang agar lebih hemat memori dan waktu pelatihan
dibandingkan NASNetLarge, namun tetap mempertahankan akurasi yang kom-
petitif. Pada eksperimen di dataset ImageNet, NASNetMobile terbukti meng-
hasilkan performa lebih baik dibandingkan arsitektur manual dengan ukuran pa-
rameter serupa (Zoph dkk., 2018). Penelitian lain juga menegaskan bahwa NAS-
NetMobile menjadi salah satu arsitektur populer untuk skenario transfer learning
pada klasifikasi citra medis maupun pertanian karena keseimbangan antara akurasi
dan efisiensi komputasi (Elsken, Metzen, dan Hutter, 2019; Tan dan Le, 2019).

2?.4 Gradient-weighted Class Activation Mapping (Grad-CAM)

= CNN memiliki kemampuan representasi fitur yang kuat, namun sering di-
p@dang sebagai black-box model. Untuk meningkatkan interpretabilitas, B. Zhou,
I&losla, Lapedriza, Oliva, dan Torralba (2016) memperkenalkan Class Activation
1\/T‘c.1pping (CAM) sebagai metode awal untuk memvisualisasikan area citra yang
berkontribusi pada prediksi. Metode ini kemudian dikembangkan lebih lanjut oleh
Sélvaraju dkk. (2017) menjadi Grad-CAM, yang bersifat lebih umum karena dapat
dgerapkan pada berbagai arsitektur CNN tanpa perlu modifikasi struktur jaringan.
(fad—CAM bekerja dengan memanfaatkan gradien dari skor kelas target terhadap
ﬁ@?}r map konvolusional terakhir. Bobot kontribusi tiap saluran (channel) fitur dihi-
tl?gg dengan cara melakukan rata-rata spasial dari gradien tersebut. Secara matem-

ags, bobot oy untuk saluran ke-k pada kelas ¢ didefinisikan sebagai:

14
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¢
o = % Zl,; a%j (2.6)
dengan:
- y¢: skor prediksi untuk kelas ¢
- Af.‘j: aktivasi pada posisi (i, j) dari saluran fitur ke-k,

- Z: jumlah posisi spasial (normalisasi).

NINnYilw eydio ey @

Peta Grad-CAM untuk kelas ccc kemudian diperoleh dengan meng-
gg?)ungkan semua saluran fitur menggunakan bobot o, lalu menerapkan fungsi

R€LU untuk menekankan kontribusi positif terhadap prediksi:

nery ey

LGraa—cap = ReLU | Y oA* 2.7)
k

ReLU digunakan untuk mempertahankan hanya kontribusi positif pada
prediksi, sehingga peta yang dihasilkan menyoroti area yang paling relevan de-
ngan kelas target. Dengan demikian, Grad-CAM menyediakan mekanisme in-
terpretasi yang intuitif terhadap keputusan model CNN, sekaligus meningkatkan
transparansi dalam penggunaan deep learning. Berikut alur arsitektur Grad-CAM
menurut Selvaraju dkk. (2017) dapat dilihat pada Gambar 2.6.

AJISI3ATU) DTWE[S] 3}B)S

Gambar 2.6. Arsitektur Grad-CAM

)
S Jo

Optimizers
Optimizer adalah algoritma yang digunakan untuk memperbarui bobot

ngan saraf berdasarkan gradien dari fungsi kerugian agar model dapat menca-

z{g ue}|

pai konvergensi yang optimal. Secara umum, optimizer merupakan pengembangan

1 8-4
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dari gradient descent dengan berbagai strategi adaptif untuk mempercepat pelati-
h&), meningkatkan stabilitas, serta mengatasi masalah seperti vanishing gradient
dgn sensitivitas terhadap learning rate. Beberapa optimizer yang populer dalam
d:e?ep learning adalah AdamW, Nadam, dan RMSProp, yang menggunakan infor-
masi gradien masa lalu untuk menyesuaikan pembaruan parameter secara dinamis
(Bottou et al., 2018; Ruder, 2017).

S
2:5.1 Adaptive Moment Estimation (AdamW)
z AdamW adalah optimizer yang mengombinasikan keunggulan dari Momen-

tum dan RMSProp dengan melakukan estimasi rata-rata pertama (mean) dan rata-
rata kedua (uncentered variance) dari gradien. AdamW memanfaatkan dua param-
eér, yaitu m; sebagai estimasi momentum dan v; sebagai estimasi varians gradien,
se?lrlingga pembaruan parameter dapat beradaptasi dengan gradien lokal.

A Rumus pembaruan AdamW dituliskan sebagai berikut (Adam dkk., 2014;

Ruder, 2016).

my = Bim—1+ (1—P1) g (2.8)
v = Bavee1 + (1 —P2) g7 (2.9)
~ my - V¢

— . 2.1

my 1 —, Btl ) 1 1 _ Btz ( 0)

my
0,01=6, —N—— 2.11
t+1 r =T e ( )

Keterangan:
- g gradien pada iterasi ke-7

- Bi1, P2: faktor eksponensial untuk rata-rata, biasanya 0.9 dan 0.999

AJISI3ATU) DTWE[S] 3}B)S

© - & nilai kecil untuk mencegah pembagian dengan nol

7))

f-;- AdamW populer karena memberikan konvergensi cepat, relatif stabil, dan
bgkerja baik pada dataset besar maupun parameter dengan gradien jarang (sparse

dients).
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2.5.2 Nesterov-accelerated Adaptive Moment Estimation (Nadam)

©  Nadam merupakan pengembangan dari Adam yang mengintegrasikan kon-
sg]i:) Nesterov Accelerated Gradient (NAG) ke dalam mekanisme pembaruan bobot.
P:j)crrbedaannya dengan Adam terletak pada cara momentum dihitung. Pada Adam,
pembaruan bobot didasarkan pada estimasi momentum standar, sedangkan pada
N‘gdam, gradien diperkirakan terlebih dahulu pada posisi yang akan dituju (looka-
hgad), sehingga menghasilkan pembaruan yang lebih adaptif dan akurat (Ruder,
28H6).

€ Rumus pembaruan Nadam dapat dituliskan sebagai berikut:
7
= my = Bym 1 +(1—P1) & (2.12)
-
©
A ~ my
£s = 2.13
c
N 12
=1 =B+ (1-B)g (2.14)
— B
AHIRS
Brmy + 1_—legf
01 =6, — ! 2.15
t+1 r =M \/VT[—F e ( )
g") Dengan penambahan prediksi gradien ke depan, Nadam sering kali meng-

hgisilkan konvergensi lebih cepat dibandingkan Adam, terutama pada model dengan
d§ta berukuran besar atau yang membutuhkan stabilitas tinggi dalam proses pelati-

han.
=

2§.3 RMSprop

E' RMSprop adalah algoritma optimisasi yang dikembangkan untuk menga-
ta:§1 kelemahan Adagrad, yaitu laju pembelajaran (learning rate) yang menurun
terlalu cepat. RMSprop bekerja dengan menyimpan rata-rata bergerak eksponen-
s'rco:;tji dari kuadrat gradien, sehingga dapat menyeimbangkan laju pembelajaran dan
nfempertahankan stabilitas selama proses pelatihan (Hinton, Srivastava, dan Swer-
sky, 2012).
Rumus pembaruan RMSprop (Ruder, 2017) adalah sebagai berikut:

17
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E[¢’], =vE[¢"],, +(1-7)& (2.16)
©
2k
= n
2 O1=6 - —F———g (2.17)
2) Elg*], +¢
©
Y Keterangan:
S
— - g;: gradien pada iterasi ke-
=
C - v: faktor decay (biasanya 0.9)
7
o - MN: learning rate
=
= - ¢ konstanta kecil untuk menghindari pembagian nol
©
A RMSProp banyak digunakan dalam pelatihan jaringan dalam seperti RNN
©

dan CNN karena mampu menjaga laju pembelajaran tetap stabil pada permukaan
kerugian yang berfluktuasi. Algoritma ini juga lebih efisien dibandingkan metode

klasik pada dataset besar dan non-stasioner.

2.6 Python
Python adalah bahasa pemrograman tingkat tinggi yang banyak digunakan

dalam penelitian dan pengembangan di bidang data science dan deep learning
karena sintaksisnya yang sederhana serta dukungan ekosistem pustaka yang luas.
Dalam konteks pembelajaran mesin, Python menyediakan berbagai pustaka seperti
Nc}lijy, Pandas, dan Matplotlib untuk pemrosesan data serta visualisasi, sementara
p'i_i:staka TensorFlow dan PyTorch menjadi standar utama dalam implementasi deep
l&ming (Abadi dkk., 2016; Paszke dkk., 2019; Van Rossum, Drake, dkk., 1995).

::'T Keunggulan utama Python adalah sifatnya yang open-source dan fleksibel,
salingga mudah diintegrasikan dengan pustaka pihak ketiga serta didukung komu-
n&as global yang aktif. Hal ini memungkinkan peneliti dan praktisi untuk mem-
b%lgun, melatih, serta mengevaluasi model CNN secara efisien, termasuk dalam
egsperimen transfer learning, optimisasi model, hingga penerapan metode inter-
Rgtabilitas seperti Grad-CAM.

ZEOZ Penelitian Terdahulu

f..:. Figri, Setyaningsih, dan Saepulrohman (2023) melakukan penelitian klasi-
fikasi penyakit tanaman padi dengan menggunakan arsitektur MobileNetV2 berba-
s& transfer learning serta memanfaatkan Grad-CAM untuk visualisasi interpre-

tag_i model. Penelitian ini menunjukkan bahwa MobileNetV2 mampu mencapai
Lo 2
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akurasi tinggi dengan efisiensi komputasi yang baik, sementara Grad-CAM mem-
b&htu memberikan pemahaman visual mengenai area daun yang paling berkon-
tlgbusi dalam keputusan klasifikasi, sehingga meningkatkan transparansi model.

5 Sobuj dkk. (2024) mengusulkan kerangka kerja klasifikasi penyakit padi
menggunakan berbagai arsitektur CNN seperti ResNet50, VGG16, MobileNetV2,
dan EfficientNet-B7, dengan tambahan teknik ekstraksi fitur HOG dan LBP. Hasil
pgnelitian menunjukkan bahwa kombinasi EfficientNet-B7 dengan HOG meng-
hgT_Silkan akurasi tertinggi, mencapai 97%. Selain itu, interpretabilitas model dit-
ifigkatkan dengan menggunakan Grad-CAM untuk memvisualisasikan fokus model
tethadap citra daun yang diklasifikasikan.

c Fuadi dan Suharso (2022) melakukan studi perbandingan antara arsitektur
MeobileNet dan NASNetMobile untuk klasifikasi penyakit daun pada tanaman ken-
t%g sebagai perbandingan lintas tanaman. Hasil penelitian menunjukkan bahwa
NASNetMobile memberikan akurasi tertinggi hingga 90,96% pada skema pemba-
gi:an data 90:10, sementara MobileNet unggul dari sisi kecepatan pelatihan.

Ahad dkk. (2023) memberikan perbandingan komprehensif dari berbagai
pendekatan pembelajaran mendalam untuk mengklasifikasikan sembilan penyakit
padi umum. Penelitian menemukan bahwa di antara arsitektur CNN, DenseNet121
dan Inceptionv3 mencapai akurasi tertinggi pada 97% untuk deteksi penyakit padi.
Ini menyoroti potensi pembelajaran transfer untuk meningkatkan akurasi, terutama
ketika berhadapan dengan kumpulan data terbatas, dengan memanfaatkan penge-
tahuan dari model yang telah dilatih sebelumnya. Temuan penelitian menggaris-
b(z})wahi janji model CNN yang mendalam untuk deteksi penyakit tanaman real-
tig':n'_"le dalam sistem pertanian, menawarkan alat yang berharga bagi petani di daerah
p&lanaman padi.

::";' Saputra, Hindarto, dan Santoso (2023) melakukan penelitian klasifikasi
pényakit daun padi menggunakan arsitektur DenseNetl21, DenseNet169, dan
]%;nseNetZOl dengan pendekatan transfer learning. Penelitian ini menggunakan
d%taset citra daun padi yang beragam. Hasil eksperimen menunjukkan bahwa
]%nseNetlZl memberikan akurasi terbaik sebesar 91,67%, lebih unggul diband-
inZg'kan DenseNet169 dan DenseNet201. Keunggulan DenseNet121 terletak pada
kfmampuannya memanfaatkan kembali fitur dari lapisan sebelumnya, sehingga
I@ih efisien dalam ekstraksi ciri visual dibandingkan model dengan jumlah pa-
ra@meter lebih besar. Temuan ini menegaskan bahwa DenseNet121 merupakan ar-
sgl;ktur yang kompetitif untuk klasifikasi penyakit daun padi dengan kompleksitas
kémputasi yang relatif lebih rendah dibandingkan varian DenseNet lain.

I
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BAB 3
@)
- METODOLOGI PENELITIAN
©
: Pada bab ini penulis melakukan penelitian dengan mengikuti metodologi
penelitian. Alur metodologi penelitian yang akan digunakan untuk melakukan

penelitian dapat dilihat pada Gambar 3.1 berikut.

Tahap Perencanaan Penelitian
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Gambar 3.1. Metodologi Penelitian

Tahap Perencanaan Penelitian

Identifikasi Masalah
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Tahap ini diawali dengan mengidentifikasi permasalahan utama yang men-
jadi dasar penelitian. Masalah yang diangkat adalah bagaimana proses
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identifikasi penyakit daun padi selama ini masih dilakukan secara manual
melalui pengamatan visual petani, sehingga rentan menimbulkan kesalahan
diagnosis dan membutuhkan waktu yang cukup lama. Hal ini berdampak
pada keterlambatan penanganan penyakit serta menurunkan produktivitas
hasil panen. Oleh karena itu, diperlukan pendekatan berbasis deep learning
yang mampu melakukan klasifikasi penyakit padi secara lebih cepat, akurat,
dan konsisten.

Menentukan Tujuan

Setelah masalah teridentifikasi, langkah berikutnya adalah merumuskan tu-
juan penelitian. Tujuan utama penelitian ini adalah membandingkan per-
forma tiga arsitektur CNN, yaitu MobileNetV2, DenseNetl121, dan NAS-
NetMobile, dalam klasifikasi penyakit tanaman padi. Selain itu, penelitian
ini juga bertujuan menambahkan metode interpretabilitas Grad-CAM untuk
memberikan visualisasi pada area citra yang memengaruhi hasil klasifikasi.
Dengan demikian, tujuan ini tidak hanya berfokus pada pencapaian akurasi
model, tetapi juga pada aspek keterjelasan hasil prediksi.

Menentukan Batasan Masalah

Penelitian ini dibatasi agar lebih terfokus dan terarah. Fokus utama peneli-
tian adalah pada klasifikasi penyakit daun tanaman padi berbasis citra
digital, tanpa melibatkan data lain seperti kondisi lingkungan atau fak-
tor agronomis. Dataset yang digunakan merupakan dataset sekunder yang
diperoleh dari Kaggle dengan pembagian ke dalam empat kelas, yaitu bac-
terial blight, blast, brown spot, dan tungro. Penelitian ini hanya memband-
ingkan tiga arsitektur CNN, yaitu MobileNetV2, DenseNet121, dan NAS-
NetMobile. Selain itu, metode XAl yang digunakan terbatas pada Grad-
CAM untuk menghasilkan visualisasi berupa heatmap yang menunjukkan
area citra daun yang memengaruhi hasil klasifikasi. Dengan pembatasan int,
penelitian dapat difokuskan pada perbandingan performa arsitektur CNN
serta interpretabilitas hasil klasifikasi.

Studi Pustaka

Tahap ini melibatkan pengumpulan dan penelaahan literatur dari berbagai
penelitian terdahulu yang relevan. Studi pustaka difokuskan pada penggu-
naan CNN untuk klasifikasi penyakit tanaman, evaluasi performa arsitek-
tur seperti MobileNetV2, DenseNetl21, dan NASNetMobile, serta pen-
erapan Grad-CAM dalam meningkatkan interpretabilitas model. Dengan
melakukan studi pustaka, diperoleh pemahaman yang lebih mendalam me-
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ngenai teori, metode, serta hasil penelitian sebelumnya, sehingga penelitian
ini memiliki landasan ilmiah yang kuat.

Menentukan Data

Langkah terakhir dalam perencanaan adalah menentukan data yang akan
digunakan dalam penelitian. Dataset yang dipakai berasal dari Kaggle, yang
terdiri dari beberapa kelas penyakit daun padi. Data tersebut dipilih karena
telah melalui proses labeling yang jelas, sehingga sesuai untuk digunakan
sebagai data latih dan uji pada model CNN.

Tahap Pengumpulan Data

Observasi

Tahap observasi dalam penelitian ini tidak dilakukan secara langsung di
lapangan, melainkan difokuskan pada observasi dataset yang digunakan,
mencakup pemeriksaan kualitas citra, variasi resolusi, serta distribusi data
antar kelas. Dengan melakukan observasi ini, peneliti dapat memastikan
bahwa dataset yang dipakai memenuhi kriteria untuk diproses lebih lanjut
dalam tahap preprocessing dan pelatihan model. Dengan demikian, tahap
pengumpulan data ini difokuskan pada pemanfaatan dataset sekunder yang
sudah tersedia, sehingga penelitian dapat lebih efisien dalam penggunaan
waktu dan sumber daya.

Pengumpulan Data Penyakit Padi

Pengumpulan data dalam penelitian ini dilakukan menggunakan dataset
sekunder yang tersedia secara publik pada platform Kaggle. Dataset ini
dipilih karena telah melalui proses dan memiliki label yang jelas, sehingga
sesuai untuk digunakan dalam pelatihan dan pengujian model CNN. Dataset
terdiri dari empat kelas penyakit daun padi, yaitu bacterial blight, blast,
brown spot, dan tungro, dengan jumlah total citra sebanyak 5932 gam-
bar. Data gambar ini sudah divalidasi oleh pakar di Dinas Pertanian Kabu-
paten Solok dengan Surat Izin Pengambilan Data pada Lampiran A, hasil
wawancara pada Lampiran B, dokumentasi wawancara pada Lampiran C,

dan dataset pada Lampiran D.

Tahap Preprocessing Data

Tahap preprocessing data dilakukan untuk menyiapkan citra daun padi agar

sé—ﬁuai dengan kebutuhan input arsitektur CNN serta untuk meningkatkan kemam-

pﬁ.gm generalisasi model. Tahapan preprocessing yang dilakukan dalam penelitian

ini terdiri dari beberapa proses sebagai berikut.
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Split Data

Dataset citra penyakit daun padi dibagi menjadi tiga subset, yaitu data latih
(training), data validasi (validation), dan data uji (testing). Pembagian data
dilakukan dengan proporsi 80% untuk data latih, 10% untuk data validasi,
dan 10% untuk data uji. Data latih digunakan untuk melatih model, data
validasi digunakan untuk memantau performa model selama proses pelati-
han, sedangkan data uji digunakan untuk mengevaluasi kinerja akhir model
secara objektif.

Resize Image

Setiap citra dalam dataset memiliki ukuran yang bervariasi, sehingga diper-
lukan proses penyeragaman ukuran. Seluruh citra diubah ukurannya (resize)
menjadi 224 x 224 piksel. Ukuran ini dipilih karena merupakan ukuran
input standar yang digunakan oleh arsitektur CNN yang diterapkan dalam
penelitian ini, yaitu MobileNetV?2, DenseNet121, dan NASNetMobile.
Normalization

Setelah proses resize, dilakukan normalisasi nilai piksel citra. Nilai piksel
yang semula berada pada rentang 0—255 diubah menjadi rentang 0—1 dengan
cara membagi setiap nilai piksel dengan 255. Proses normalisasi ini bertu-
juan untuk mempercepat konvergensi model selama pelatihan serta menjaga
stabilitas proses pembelajaran jaringan saraf.

Augmentasi Data

Untuk meningkatkan variasi data latih dan mengurangi risiko overfit-
ting, diterapkan teknik augmentasi data menggunakan ImageDataGenera-
tor. Augmentasi yang digunakan meliputi rotation, width shift, height shift,
zoom, brightness, dan horizontal vertical flip. Selain itu juga menggu-
nakan Histogram Equalization untuk mengatur kontras background gam-
bar. Teknik ini memungkinkan model untuk belajar dari berbagai variasi
citra daun padi, sehingga model menjadi lebih robust dalam mengenali pola

penyakit pada kondisi citra yang berbeda.

Tahap Pengolahan Data

Tahap pengolahan data dilakukan dengan membangun dan melatih model

(II}I N menggunakan tiga arsitektur berbeda, yaitu MobileNetV2, DenseNet121, dan
@SNetMobile, yang diimplementasikan dengan pendekatan transfer learning. Se-

tigp arsitektur dimodifikasi pada bagian fully connected layer dengan menambahkan

léﬁisan dense dengan L2 Regularizers dan dropout untuk mencegah overfitting, serta

nery wisey jue
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lapisan keluaran dengan fungsi aktivasi soffmax yang disesuaikan dengan jumlah

k&las, yaitu empat kelas penyakit daun padi.
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Arsitektur MobileNetV?2

MobileNetV2 digunakan sebagai salah satu arsitektur CNN karena memi-
liki struktur yang ringan dan efisien secara komputasi. Arsitektur ini me-
manfaatkan depthwise separable convolution dan inverted residual block
sehingga mampu mengurangi jumlah parameter tanpa mengorbankan per-
forma secara signifikan. Pada penelitian ini, MobileNetV2 dimodifikasi
pada bagian akhir dengan menambahkan lapisan fully connected dan soft-
max untuk menyesuaikan jumlah kelas penyakit daun padi.

Arsitektur DenseNet121

DenseNet121 merupakan arsitektur CNN yang menerapkan koneksi padat
(dense connection) antar lapisan, di mana setiap lapisan menerima ma-
sukan dari seluruh lapisan sebelumnya. Pendekatan ini memungkinkan pe-
manfaatan kembali fitur yang telah dipelajari dan membantu mengurangi
masalah vanishing gradient. Dalam penelitian ini, DenseNet121 digunakan
dengan pendekatan transfer learning dan dimodifikasi pada lapisan klasi-
fikasi agar sesuai dengan jumlah kelas penyakit daun padi.

Arsitektur NASNetMobile

NASNetMobile adalah arsitektur CNN yang dirancang menggunakan pen-
dekatan NAS, yaitu metode otomatis dalam pencarian struktur jaringan yang
optimal. Arsitektur ini terdiri dari normal cell dan reduction cell yang dis-
usun berulang untuk membentuk jaringan. NASNetMobile dipilih karena
mampu memberikan performa klasifikasi yang baik dengan kompleksitas
model yang relatif rendah, sehingga cocok untuk perbandingan dengan Mo-
bileNetV2 dan DenseNet121.

Optimizers

Pada tahap pelatihan model, digunakan tiga jenis optimizer, yaitu AdamW,
Nadam, dan RMSProp. Optimizer berperan dalam memperbarui bobot
model selama proses pelatihan berdasarkan nilai gradien dari fungsi loss.
Penggunaan beberapa optimizer bertujuan untuk membandingkan kecepatan
konvergensi dan stabilitas pelatihan pada masing-masing arsitektur CNN.
Setiap arsitektur dilatih menggunakan ketiga optimizer tersebut dengan pa-
rameter pelatihan yang sama agar hasil perbandingan bersifat adil dan ob-
jektif.

Proses pelatihan dilakukan menggunakan framework TensorFlow/Keras,
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dengan pengaturan parameter batch size, jumlah epoch, learning rate dan weight de-
c. Model dilatih dengan memanfaatkan tiga jenis optimizer, yaitu Adam, Nadam,
d%n RMSProp, untuk membandingkan performa konvergensi masing-masing. Se-
lzgna pelatihan, digunakan early stopping dan model checkpoint untuk mencegah

owerfitting dan menyimpan bobot terbaik.

3% Tahap Analisis

= Setelah pelatihan, model yang dihasilkan dievaluasi pada data uji menggu-
ngsan metrik performa seperti akurasi, presisi, recall, Fl1-score, serta matriks ke-
biggungan. Selain itu, diterapkan metode Grad-CAM untuk memberikan visual-
isasi berupa heatmap pada citra uji, sehingga area yang berkontribusi terhadap hasil
Klasifikasi dapat diidentifikasi. Tahap ini bertujuan tidak hanya untuk memband-
ilsfgkan performa numerik antar arsitektur, tetapi juga untuk memberikan interpretasi
yang lebih transparan terhadap keputusan model.

ﬁ Hasil analisis performa dan confidence score dari model selanjutnya diinte-
grasikan ke dalam website sebagai media implementasi dan pengujian secara fung-
sional. Pada tahap ini, sistem menampilkan hasil klasifikasi beserta tingkat keper-
cayaan prediksi, serta menerapkan ambang batas tertentu untuk menentukan apakah
hasil klasifikasi dapat ditampilkan atau dikategorikan sebagai tidak diketahui.

3.6 Tahap Dokumentasi

Tahap dokumentasi merupakan tahap penutup dalam penelitian ini yang
berfungsi untuk merekam secara terstruktur seluruh aktivitas penelitian, mulai dari
pgrencanaan, pengumpulan data, preprocessing, pengolahan data, hingga evaluasi
m:"f_)del. Hasil dari proses ini kemudian disusun dalam bentuk laporan ilmiah seba-
ggi bentuk pertanggungjawaban akademis sekaligus sumber rujukan bagi penelitian
nﬁ‘upun pengembangan selanjutnya.
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BAB 5
PENUTUP

Kesimpulan

diofieH @

Berdasarkan hasil penelitian, pengujian, dan analisis yang telah dilakukan menge-
nai penerapan CNN dengan pendekatan Grad-CAM untuk klasifikasi penyakit tanaman
pi_ﬁi, maka dapat ditarik kesimpulan sebagai berikut:

=1. Tiga arsitektur CNN, yaitu MobileNetV2, DenseNetl21, dan NASNetMobile
mampu mengenali dan mengklasifikasikan penyakit Bacterial Blight, Blast,
Brownspot, dan Tungro dengan baik. Hasil evaluasi menunjukkan adanya variasi
performa yang signifikan dipengaruhi oleh struktur arsitektur dan jenis optimizer
yang digunakan. DenseNet121 dengan optimizer Nadam dinilai sebagai arsitektur
terbaik dalam penelitian ini. Efektivitas DenseNet121 dalam mengekstraksi fitur

penyakit padi yang kompleks didukung oleh konektivitas padat antar-lapisannya.

Nely e3xsng NIN

2.  Melalui analisis metrik akurasi, presisi, recall, dan F1-score, ditemukan bahwa
penyakit Tungro merupakan kelas dengan hasil klasifikasi paling konsisten dan
akurat pada hampir seluruh skenario pengujian. Hal ini membuktikan bahwa fitur
visual berupa perubahan warna daun pada penyakit Tungro sangat distingtif bagi
model. Sementara itu, penggunaan optimizer Nadam dan RMSprop secara umum
memberikan hasil yang lebih stabil dibandingkan AdamW dalam menangani data
citra pada penelitian ini.

3. Visualisasi heatmap yang dihasilkan dengan pendekatan Grad-CAM berhasil
mengidentifikasi area relevan pada citra daun (seperti bercak atau garis lesi) yang

menjadi dasar keputusan klasifikasi model. Hal ini memberikan bukti bahwa model

9 p]
= tidak hanya memprediksi secara acak, melainkan berfokus pada fitur yang memang
-
2 merupakan gejala dari penyakit tanaman padi tersebut.
wn
5? Saran
=~ Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran yang

d&at dipertimbangkan untuk pengembangan penelitian selanjutnya. Penelitian selanjutnya
disarankan untuk menggunakan dataset dengan jumlah data yang lebih besar dan variasi
kandisi lingkungan yang lebih beragam agar model yang dihasilkan memiliki kemampuan
g%;eralisasi yang lebih baik. Selain itu, pengembangan dapat dilakukan dengan menam-
bahkan jenis penyakit tanaman padi lainnya atau menerapkan metode XAI selain Grad-
@M sebagai bahan perbandingan interpretabilitas model. Penelitian lanjutan juga da-
pgf diarahkan pada implementasi sistem dalam bentuk aplikasi berbasis mobile agar hasil
pgrjlelitian dapat lebih mudah dimanfaatkan secara langsung oleh petani atau pihak terkait

d@am kegiatan pertanian digital.

57

nery wisey[ Ju



‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

DAFTAR PUSTAKA
©
Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A., Dean, J., ... others (2016).

= {TensorFlow}: a system for {Large-Scale} machine learning. Dalam 72tk
usenix symposium on operating systems design and implementation (osdi 16)
(hal. 265-283).
Adam, K. D. B. J., dkk. (2014). A method for stochastic optimization.
© arXiv preprint arXiv:1412.6980, 1412(6). Retrieved from https://api
.semanticscholar.org/CorpusID: 6628106
Azbowuro, G., Afolabi, M., Olamiriki, E., dan Awoyemi, S. (2020). Rice blast
(CD disease (magnaporthe oryzae): A menace to rice production and humanity.
% doi: 10.9734/ijpr/2020/v4i3301 14
Ahad, M. T, Li, Y., Song, B., dan Bhuiyan, T. (2023). Comparison of cnn-based
g deep learning architectures for rice diseases classification. Artificial Intelli-
S gence in Agriculture, 9, 22-35. doi: 10.1016/j.aiia.2023.07.001
Albawi, S., Mohammed, T. A., dan Al-Zawi, S. (2017). Understanding of a convo-
lutional neural network. Dalam 2017 international conference on engineering
and technology (icet) (hal. 1-6). doi: 10.1109/ICEngTechnol.2017.8308186
Alzubaidi, L., Zhang, J., Humaidi, A. J., Al-Dujaili, A., Duan, Y., Al-Shamma, O.,

... Farhan, L. (2021). Review of deep learning: concepts, cnn architectures,

gl e1dio

1N X!

challenges, applications, future directions. Journal of big Data, 8(1), 53. doi:
10.1186/s40537-021-00444-8
Arrieta, A. B., Diaz-Rodriguez, N., Del Ser, J., Bennetot, A., Tabik, S., Barbado,

g A., ... others (2020). Explainable artificial intelligence (xai): Concepts,
2 taxonomies, opportunities and challenges toward responsible ai. Information
:’T fusion, 58, 82—115. doi: 10.1016/j.inffus.2019.12.012
Aa_zam, 0., dan Chancellor, T. C. (2002). The biology, epidemiology, and man-

Bl

agement of rice tungro disease in asia. Plant Disease, 86(2), 88—100. doi:
10.1094/PDIS.2002.86.2.88

Bharman, P, Saad, S. A., Khan, S., Jahan, 1., Ray, M., dan Biswas, M. (2022). Deep
learning in agriculture: a review. Asian Journal of Research in Computer
Science, 13(2), 28-47. doi: 10.9734/ajrcos/2022/v13i230311

S. (2025). Luas panen dan produksi padi di indonesia 2024 (angka tetap) no.

15/02/th. xxviii, 3 februari 2025.
en, S., Lu, X., Fang, H., Perumal, A. B., Li, R., Feng, L., ... Liu, Y. (2024). Early

surveillance of rice bakanae disease using deep learning and hyperspectral

ATU)

jo Aj18

Qreyng

nery wisey jrred


https://api.semanticscholar.org/CorpusID:6628106
https://api.semanticscholar.org/CorpusID:6628106

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

imaging. Abiotech, 5(3), 281-297. doi: 10.1007/s42994-024-00169-1

E@ken, T., Metzen, J. H., dan Hutter, F. (2019). Neural architecture search: A
i survey. Journal of Machine Learning Research, 20(55), 1-21. Retrieved

from http://jmlr.org/papers/v20/18-598.html

FAO. (2023). The state of food and agriculture 2023. in the state of food and
Y agriculture 2023.

FEO. (2024). The state of food and agriculture 2023. in the state of food and
= agriculture 2023.

Ferentinos, K. P. (2018). Deep learning models for plant disease detection and
i diagnosis. Computers and electronics in agriculture, 145, 311-318. doi:
< 10.1016/j.compag.2018.01.009

F:%rnandez, J., dan Orth, K. (2018). Rise of a cereal killer: the biology of mag-
- nhaporthe oryzae biotrophic growth. Trends in microbiology, 26(7), 582-597.
®  doi: 10.1016/j.tim.2017.12.007

ng:qri, F. N., Setyaningsih, S., dan Saepulrohman, A. (2023). Rice disease image
classification using mobilenetv2 pretrained model with attention visualization
using gradient-weighted class activation mapping (grad-cam). Dalam 2023
6th international conference on information and communications technology
(icoiact) (hal. 367-371).

Fuadi, A., dan Suharso, A. (2022). Perbandingan arsitektur mobilenet dan nas-
netmobile untuk klasifikasi penyakit pada citra daun kentang. JIPI (Jurnal
llmiah Penelitian Dan Pembelajaran Informatika), 7(3), 701-710.

Gy, J., Wang, Z., Kuen, J., Ma, L., Shahroudy, A., Shuai, B., ... others (2018).

Recent advances in convolutional neural networks. Pattern recognition, 77,

354-377. doi: 10.1016/j.patcog.2017.10.013

I-gflton, G., Srivastava, N., dan Swersky, K. (2012). Lecture 6a overview of

-
f+¥]
-
(¢
-
wn

- mini—batch gradient descent. Coursera Lecture slides https://class. coursera.
org/neuralnets-2012-001/lecture,[Online.

Heward, A., Sandler, M., Chu, G., Chen, L.-C., Chen, B., Tan, M., ... others
(2019). Searching for mobilenetv3. Dalam Proceedings of the ieee/cvf in-

un o

ternational conference on computer vision (hal. 1314-1324). doi: 10.1109/
ICCV.2019.00140

ang, G., Liu, Z., Van Der Maaten, L., dan Weinberger, K. Q. (2017). Densely
connected convolutional networks. Dalam Proceedings of the ieee conference
on computer vision and pattern recognition (hal. 4700-4708). doi: 10.1109/
CVPR.2017.243

nery wisey jueig ue;[Eg jo Ajrs1d


http://jmlr.org/papers/v20/18-598.html

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

Jagtap, S., Jadhav, K., Temkar, R., dan Deshmukh, M. (2024). Real-time sign
©) language recognition using mobilenetv2 and transfer learning. arXiv preprint
T Xiv:2412.07486.

J];';l-ng, J., Shu, Y., Wang, J., dan Long, M. (2022). Transferability in deep learning:
© A survey. arXiv preprint arXiv:2201.05867. Retrieved from https://api
Y .semanticscholar.org/CorpusID:246016155

Ié;nawade, B., Wahul, R. M., Kale, A. P., Pansare, J. R., Patil, P., Tungar, M., ...

= Tarte, A. (2023). Scaleddensenet: An efficient deep learning architecture
C  for skin lesion identification. Revue d’Intelligence Artificielle, 37(4). doi:
i 10.18280/ria.370419

Khadka, R. B., Manandhar, H. K., Shrestha, S., Acharya, B., Sharma, P., Baidya,
:% S., ... Joshi, K. D. (2025). Defending rice crop from blast disease in the
- context of climate change for food security in nepal: A review. Frontiers in
®  Plant Science, 16, 1511945. doi: 10.3389/fpls.2025.1511945

L%e, H., Park, Y., Kim, G., dan Lee, J. H. (2025). Pre-symptomatic diagnosis of rice

blast and brown spot diseases using chlorophyll fluorescence imaging. Plant
Phenomics, 7(1), 100012. doi: 10.1016/j.plaphe.2025.100012
Maheswaran, S., Sathesh, S., Rithika, P., Shafig, I. M., Nandita, S., dan Gomathi,
R. (2022). Detection and classification of paddy leaf diseases using deep
learning (cnn). Dalam International conference on computer, communication,
and signal processing (hal. 60-74). doi: 10.1007/978-3-031-11633-9 6
Mohanty, S. P., Hughes, D. P., dan Salathé, M. (2016). Using deep learning for
image-based plant disease detection. Frontiers in plant science, 7, 215232.
doi: 10.3389/fpls.2016.01419
hapatra, D., Tripathy, J., dan Patra, T. K. (2020). Rice disease detection and
monitoring using cnn and naive bayes classification. Dalam Soft computing
techniques and applications: Proceeding of the international conference on
computing and communication (ic3 2020) (hal. 11-29). doi: 10.1007/978
-981-15-7394-1.2
N@ﬂihayati, M., dan Maulina, F. (2021, Aug.). Inventarisasi penyakit tana-

dATU) aguxe]sfa;mg

man padi di sekitar politeknik pertanian negeri payakumbuh. LUMBUNG,
20(2), 111-121. Retrieved from http://jurnalpolitanipyk.ac.id/
index.php/LUMBUNG/article/view/377 doi: 10.32530/lumbung.v20i2
377

NO-LIU, D. O., Ronald, P. C., dan Bogdanove, A. J. (2006). Xanthomonas

oryzae pathovars: model pathogens of a model crop. Molecular plant pathol-

nery wisey[ :}gleﬁéue;[ng jo A3


https://api.semanticscholar.org/CorpusID:246016155
https://api.semanticscholar.org/CorpusID:246016155
http://jurnalpolitanipyk.ac.id/index.php/LUMBUNG/article/view/377
http://jurnalpolitanipyk.ac.id/index.php/LUMBUNG/article/view/377

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

0gy, 7(5), 303-324. doi: 10.1111/5.1364-3703.2006.00344.x

P@zke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan, G., ... oth-
g ers (2019). Pytorch: An imperative style, high-performance deep learn-
: ing library. Advances in neural information processing systems, 32. doi:
©  10.5555/3454287.3455008

Pgrez—Quintero, A. L., dan Szurek, B. (2019). A decade decoded: spies and hackers
i in the history of tal effectors research. Annual review of phytopathology,
= 57(1),459-481. doi: 10.1146/annurev-phyto-082718

Kiwat, W., dan Wang, Z. (2017). Deep convolutional neural networks for image
i classification: A comprehensive review. Neural computation, 29(9), 2352—
o 2449. doi: 10.1162/NECO_a_00990

l%rder, S. (2016). An overview of gradient descent optimization algorithms. arXiv
- preprint arXiv:1609.04747. Retrieved from http://arxiv.org/abs/1609
©  .04747

Sgezljjanar, P. C. P. M. (2025). Real-time, low-latency surveillance using entropy-

based adaptive buffering and mobilenetv2 on edge devices. arXiv preprint
arXiv:2506.14833. Retrieved from http://arxiv.org/abs/2506.14833
Samek, W., Wiegand, T., dan Miiller, K.-R. (2017). Explainable artificial intel-
ligence: Understanding, visualizing and interpreting deep learning models.
arXiv preprint arXiv:1708.08296. Retrieved from http://arxiv.org/abs/
1708.08296
Sana, T. R., Fischer, S., Wohlgemuth, G., Katrekar, A., Jung, K.-h., Ronald, P. C.,
dan Fiehn, O. (2010). Metabolomic and transcriptomic analysis of the rice
response to the bacterial blight pathogen xanthomonas oryzae pv. oryzae.
- Metabolomics, 6(3), 451-465. doi: 10.1007/s11306-010-0218-7
Sandler, M., Howard, A., Zhu, M., Zhmoginov, A., dan Chen, L.-C. (2018). Mo-

I 21831S

E- bilenetv2: Inverted residuals and linear bottlenecks. Dalam Proceedings of
g the ieee conference on computer vision and pattern recognition (hal. 4510—
< 4520).

Sgputra, A. D., Hindarto, D., dan Santoso, H. (2023). Disease classification on
\E rice leaves using densenet121, densenetl169, densenet201. Sinkron: jurnal
S dan penelitian teknik informatika, 7(1), 48-55. doi: 10.33395/sinkron.v8il
£ 11906

Sgyekti, N. A., Purnawati, A., dan Lestari, S. R. (n.d.). Characterization of bacteria

causing leaf blight disease in rice plants in sidoarjo. Journal of Applied Plant
Technology (JAPT) Volume, 3(2), 130—-136. doi: 10.30742/xwdype52

neny wisey jreiAg


http://arxiv.org/abs/1609.04747
http://arxiv.org/abs/1609.04747
http://arxiv.org/abs/2506.14833
http://arxiv.org/abs/1708.08296
http://arxiv.org/abs/1708.08296

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

Selvaraju, R. R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., dan Batra, D.

©  (2017). Grad-cam: Visual explanations from deep networks via gradient-

i based localization. Dalam Proceedings of the ieee international conference

: on computer vision (hal. 618—-626). doi: 10.1007/s11263-019-01228-7
Shamshad, A., Rashid, M., Hameed, A., dan Imran Arshad, H. M. (2024). Iden-

tification of biochemical indices for brown spot (bipolaris oryzae) disease
resistance in rice mutants and hybrids. Plos one, 19(4), e0300760. doi:
10.1371/journal.pone.0300760

uj, M. S. L., Hossen, M. 1., Mahmud, M. F., dan Khan, M. U. . (2024). Lever-
aging pre-trained cnns for efficient feature extraction in rice leaf disease clas-
sification. Dalam 2024 international conference on advances in computing,
communication, electrical, and smart systems (icaccess) (hal. 01-06). Re-
trieved from http://arxiv.org/abs/2405.00025

Sunder, S., Singh, R., dan Agarwal, R. (2014). Brown spot of rice: an

. overview. Indian Phytopathol, 67(3), 201-215. Retrieved from https://

Yy exsns Ni@ 1w ey

www.researchgate.net/publication/296025966
Tan, M., dan Le, Q. (2019). Efficientnet: Rethinking model scaling for convolu-
tional neural networks. Dalam International conference on machine learning
(hal. 6105-6114). Retrieved from http://arxiv.org/abs/1905.11946
Tiwari, R., dan Vora, N. (2024). Enhancing paddy leaf disease classification using
cnn and mobilenetv2. Journal of Soft Computing Paradigm, 6(3), 324-340.
doi: 10.36548/jscp.2024.3.008
Tgigka, M., dan Dritsas, E. (2025). A comprehensive survey of deep learning ap-
é: proaches in image processing. Sensors, 25(2), 531. doi: 10.3390/s25020531
V:;n Rossum, G., Drake, F. L., dkk. (1995). Python reference manual (Vol. 111).
%  Centrum voor Wiskunde en Informatica Amsterdam.
iss, K., Khoshgoftaar, T. M., dan Wang, D. (2016). A survey of transfer learning.
g Journal of Big data, 3(1), 9. doi: 10.1186/s40537-016-0043-6
Wddiarta, I. N., Firmansyah, F., Yunus, M., Apriana, A., Sisharmini, A., Santoso,

(1°]

@ T.J., ... others (2025). Rice virus disease in indonesia: epidemiology and
& varietal resistance. Phytopathology Research, 7(1), 11. doi: 10.1186/s42483
S -024-00302-4

V&l, J., dan He, J. (2025). Trustworthy transfer learning: A survey. Journal of

g Artificial Intelligence Research, 84. Retrieved from http://arxiv.org/
L%’J abs/2412.14116
Yasmin, S., Hafeez, F. Y., Mirza, M. S., Rasul, M., Arshad, H. M., Zubair, M.,

nery wisey J


http://arxiv.org/abs/2405.00025
https://www.researchgate.net/publication/296025966
https://www.researchgate.net/publication/296025966
http://arxiv.org/abs/1905.11946
http://arxiv.org/abs/2412.14116
http://arxiv.org/abs/2412.14116

‘nery e)sng NiN Wizl edue)y undede ynjuaq weep Ul siin} eA1ey yninjas neje ueibeqas yeAueqladwaw uep ueyjwnuwnbuaw Buele|iq 'z

NV vISNS NIN
—
A

‘nery eysng NiN Jefem BueA uebuuaday ueyiBnisw yepn uedynbuad g

‘yelesew niens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw | efuey uesiinuad ‘ueniguad ‘ueyipipuad uebunuaday ¥njun eAuey uednnbusd ‘e

Jequins ueyngaAusw uep ueywnuesusw edue) 1ul SNy ARy ynunjes neje ueibegses diynbusw Buelseq ‘|

Buepun-6uepun 16unpuljig eydid xeH

dan Igbal, M. (2017). Biocontrol of bacterial leaf blight of rice and profiling
©  of secondary metabolites produced by rhizospheric pseudomonas aeruginosa
i brp3. Frontiers in Microbiology, 8, 1895. doi: 10.3389/fmicb.2017.01895
Ygon, I, Yeo, J., Park, Y., Kim, G., Lee, J. H., dan Kimm, H. (2025). Earlier
quantification of rice blast impact via instantaneous chlorophyll fluorescence.
Plant Methods, 21(1), 80. doi: 10.1186/s13007-025-01391-8

Zgid, M. M. A., Mohammed, A. A., dan Sumari, P. (2025). Remote sensing image

e1di

= classification using convolutional neural network (cnn) and transfer learning
S techniques. arXiv preprint arXiv:2503.02510. doi: 10.3844/jcssp.2025.635
i 645

Zhang, M., Lin, Z., Tang, S., Lin, C., Zhang, L., Dong, W., dan Zhong, N. (2025).
:% Dual-attention-enhanced mobilevit network: A lightweight model for rice
- disease identification in field-captured images. Agriculture, 15(6), 571. doi:
o 10.3390/agriculture15060571

Zglzlao, X., Wang, L., Zhang, Y., Han, X., Deveci, M., dan Parmar, M. (2024). A

review of convolutional neural networks in computer vision. Artificial Intel-
ligence Review, 57(4), 99. doi: 10.1007/s10462-024-10721-6
Zhong, Q., Xu, Y., dan Rao, Y. (2024). Mechanism of rice resistance to bac-
terial leaf blight via phytohormones. Plants, 13(18), 2541. doi: 10.3390/
plants13182541
Zhou, B., Khosla, A., Lapedriza, A., Oliva, A., dan Torralba, A. (2016). Learning
deep features for discriminative localization. Dalam Proceedings of the ieee
conference on computer vision and pattern recognition (hal. 2921-2929). Re-
trieved from http://arxiv.org/abs/1512.04150
Z:ﬁou, T, Ye, X., Lu, H., Zheng, X., Qiu, S., dan Liu, Y. (2022). Dense convolutional

je3s

& network and its application in medical image analysis. BioMed Research
E- International, 2022(1), 2384830. doi: 10.1155/2022/2384830

Zguang, F, Qi, Z., Duan, K., Xi, D., Zhu, Y., Zhu, H., ... He, Q. (2020). A
< comprehensive survey on transfer learning. Proceedings of the IEEE, 109(1),
5 43-76. Retrieved from http://arxiv.org/abs/1911.02685

Z%-ph, B., Vasudevan, V., Shlens, J., dan Le, Q. V. (2018). Learning transferable

architectures for scalable image recognition. Dalam Proceedings of the ieee
conference on computer vision and pattern recognition (hal. 8697-8710). Re-
trieved from http://arxiv.org/abs/1707.07012

neny wisey JiureAg uejng jo


http://arxiv.org/abs/1512.04150
http://arxiv.org/abs/1911.02685
http://arxiv.org/abs/1707.07012

LAMPIRAN A
SURAT IZIN PENGAMBILAN DATA
Gambar A.1. Surat [zin Pengambilan Data
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lh_\_n_ b. Pengutipan tidak merugikan kepentingan yang wajar UIN Suska Riau.

ORSOeR XTAL 2. Dilarang mengumumkan dan memperbanyak sebagian atau seluruh karya tulis ini dalam bentuk apapun tanpa izin UIN Suska Riau.
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LAMPIRAN C
DOKUMENTASI
Gambar C.1. Dokumentasi Wawancara
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DATASET
Gambar D.1. Dataset Gambar Daun Tanaman Padi
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