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Semoga segala doa dan dorongan yang telah diberikan selama ini menjadi
aflal kebajikan dan mendapat balasan setimpal dari Allah Subhanahu Wa Ta‘ala.
Pgneliti menyadari bahwa penulisan Tugas Akhir ini masih terdapat kekurangan dan
jaﬁh dari kata sempurna. Peneliti berharap untuk kritik dan saran yang membangun
yang dapat disampaikan melalui email 12250324302 @students.uin-suska.ac.id atau
h%ifahsyahidahO@ gmail.com untuk Tugas Akhir ini dan semoga Laporan Tugas
Ai:hir ini bermanfaat bagi kita semua. Akhir kata peneliti ucapkan terima kasih.

Wassalamu ‘alaikum Warahmatullahi Wabarakaatuh
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PREDIKSI PRODUKSI KELAPA SAWIT MENGGUNAKAN
© PENDEKATAN DEEP LEARNING MULTI-ARSITEKTUR

a-'l'\

HANIFATUS SYAHIDAH
NIM: 12250324302

Tanggal Sidang: 08 Januari 2026
Periode Wisuda:

Program Studi Sistem Informasi
Fakultas Sains dan Teknologi
Universitas Islam Negeri Sultan Syarif Kasim Riau
J1. Soebrantas, No. 155, Pekanbaru
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ABSTRAK

Penurunan prediksi produksi kelapa sawit di Provinsi Riau sering terhambat oleh fluktuasi yang
dipengaruhi oleh faktor musiman serta kompleksitas data yang tinggi. Meskipun metode statistik
konvensional digunakan untuk prediksi, hasilnya cenderung kurang akurat dalam menangani
ketergantungan temporal yang kompleks. Penelitian ini bertujuan untuk membangun model dengan
pendekatan deep learning, khususnya menggunakan arsitektur Long Short-Term Memory (LSTM)
dan Gated Recurrent Unit (GRU), serta varian-variannya seperti Bidirectional LSTM (Bi-LSTM),
Stacked LSTM, Bidirectional GRU (Bi-GRU), dan Stacked GRU, dalam memprediksi produksi
kgapa sawit. Dua dataset yang digunakan dalam penelitian ini berasal dari PT Perkebunan
Nasantara (PTPN) dengan periode 2014 hingga 2023 dan Badan Pusat Statistik (BPS) untuk
periode 2006 hingga 2023. Hasil evaluasi model menggunakan metrik seperti Mean Squared Error
(!IgSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), dan Mean Absolute
Pgrcentage Error (MAPE) menunjukkan bahwa model GRU memberikan performa terbaik dengan
akgrasi 92,57% dan MAPE sebesar 7,43%. Temuan ini memberikan kontribusi penting dalam
némanfaatkan deep learning, khususnya GRU, sebagai alat yang efektif dalam prediksi produksi
kéapa sawit dan mendukung perencanaan industri serta kebijakan pemerintah yang lebih tepat.
K}%_ta Kunci: Deep Learning, GRU, LSTM, Pembelajaran Mesin, Prediksi Deret Waktu, Produksi
K'aapa Sawit, RNN
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ABSTRACT

Predicting palm oil production in Riau Province is often hampered by seasonal factors and high
data complexity. Although conventional statistical methods are used for prediction, the results
tend to be less accurate in handling complex temporal dependencies. This study aims to build
a model with a deep learning approach, specifically using Long Short-Term Memory (LSTM)
and Gated Recurrent Unit (GRU) architectures, as well as their variants such as BiDirectional
LSTM (Bi-LSTM), Stacked LSTM, BiDirectional GRU (Bi-GRU), and Stacked GRU, in predicting
palm oil production. The two datasets used in this study come from PT Perkebunan Nusantara
(PTPN) for the period 2014 to 2023 and the Central Statistics Agency (BPS) for the period 2006
to ug023. The results of model evaluation using metrics such as Mean Squared Error (MSE), Root
Mgan Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error
(ﬁAPE) show that the GRU model provides the best performance with 92.57% and MAPE of
7.'23 Y. These findings provide an important contribution in utilizing deep learning, especially GRU,
agan effective tool in predicting palm oil production and supporting more appropriate industrial
-
planning and government policies.
Keywords: Deep Learning, GRU, LSTM, Machine Learning, Palm Oil Production, RNN, Time

Series Prediction
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BAB 1
PENDAHULUAN

Latar Belakang

dioDieH ®

Indonesia merupakan negara agraris dengan sektor perkebunan sebagai
salah satu penopang utama perekonomian nasional (Khatiwada, Palmén, dan Sil-
Véi_ra, 2021). Kelapa sawit menjadi komoditas unggulan karena berkontribusi besar
teT;hadap Produk Domestik Bruto (PDB), penyerapan tenaga kerja, serta devisa ek-
sper (Sujadi, 2017). Menurut data Badan Pusat Statistik (BPS), produksi kelapa
sawit Indonesia pada tahun 2023 mencapai sekitar 47 juta ton sehingga menem-
pg%kan Indonesia sebagai produsen minyak sawit terbesar di dunia (BPS Indonesia,
2625 ). Hal ini menunjukkan pentingnya komoditas ini bagi perekonomian nasional
d%l posisi Indonesia dalam pasar global. Provinsi Riau merupakan penghasil ke-
lapa sawit terbesar di Indonesia dengan produksi mencapai sekitar 9,22 juta ton atau
15,6% dari total produksi nasional (BPS Provinsi Riau, 2023). Besarnya kontribusi
tersebut membuat fluktuasi produksi di Riau berdampak langsung pada stabilitas
pasokan domestik, harga CPO, serta kebijakan ekspor (Maulidah, Zevira Saffa Ko-
mara, dan Dewi Rohma Wati, 2025). Oleh karena itu, pemantauan dan prediksi
produksi di provinsi ini sangat penting bagi industri dan pemerintah dalam men-
gelola pasokan, rantai pasok, dan strategi distribusi.

Namun, produksi kelapa sawit di Riau tidak stabil dari tahun ke tahun.
Fluktuasi dipengaruhi oleh berbagai faktor seperti curah hujan, suhu, kondisi la-
hLE}_I]l, umur tanaman, luas areal tanam, praktik pemeliharaan, dan manajemen perke-
bﬁnan (Hashemvand Khiabani dan Takeuchi, 2020). Faktor-faktor ini membuat pro-
dliksi bersifat musiman, memiliki tren jangka panjang, dan menunjukkan hubungan
ng'il-linear yang sulit diprediksi dengan metode konvensional. Kondisi ini men-
j:I:di tantangan bagi pemerintah, pelaku industri, dan perusahaan seperti PT Perke-
banan Nusantara (PTPN) dalam merencanakan produksi, kapasitas pabrik, dan dis-
tls@usi hasil panen. Hasil wawancara dengan Asisten Perencanaan Produksi Kelapa
Svgwit PTPN IV Regional III menyatakan bahwa produksi dapat dipengaruhi oleh
ila"im, curah hujan, pupuk, dan operasional kebun, sehingga fluktuasi terjadi dan
diperlukan pemanfaatan teknologi kecerdasan buatan untuk memprediksi produksi
dg?l mendukung operasional perkebunan, hasil wawancara dalam bentuk transkip
Véwancara dapat dilihat pada (Lampiran D)

3-:, Badan Pusat Statistik (BPS) menyediakan data historis produksi kelapa

sawit yang resmi, konsisten, dan dapat dipertanggungjawabkan. Namun, data
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tersebut bersifat per bulan atau tahun dan tidak dilengkapi variabel penjelas lain
y@lg dapat mendukung model tradisional. Data produksi bulanan dari perusa-
h@an seperti PTPN juga penting sebagai pembanding untuk mengevaluasi performa
n})‘odel. Prediksi produksi kelapa sawit menjadi kebutuhan strategis, di mana industri
membutuhkannya untuk perencanaan kapasitas pabrik, pengaturan pasokan bahan
b&u, dan pengendalian logistik, sementara pemerintah memerlukan prediksi untuk
k@bijakan ekspor, stabilisasi harga, dan perencanaan ketahanan pangan (Husaini,
PE_%mana, Afdal, dan Salisah, 2024). Oleh karena itu, dibutuhkan metode prediksi
yang mampu memahami perilaku data yang kompleks, musiman, dan saling berkai-
tan antarwaktu.

{1,:0 Namun, metode statistik konvensional seperti regresi linier dan ARIMA ser-
i]ﬂrfg tidak mampu menangkap hubungan non-linear, pola musiman, serta ketergan-
ttﬂ%gan jangka panjang dalam data produksi kelapa sawit. Data deret waktu kelapa
sawit memiliki karakteristik lag effect dimana produksi bulan ini dipengaruhi oleh
p(r:oduksi bulan-bulan sebelumnya (Husaini dkk., 2024). Kompleksitas ini memer-
lukan pendekatan pemodelan yang lebih adaptif dan mampu mempelajari pola se-
cara mendalam.

Perkembangan teknologi kecerdasan buatan, khususnya Deep Learning,
menawarkan solusi yang lebih unggul. Arsitektur Recurrent Neural Network (RNN)
seperti Long Short-Term Memory (LSTM) dan Gated Recurrent Unit (GRU) diran-
cang untuk menangani data deret waktu dan mempelajari pola temporal jangka pan-
jang secara efektif (Liu dan Jin, 2021). Model ini mampu mengenali pola panen bu-
lapan, pengaruh musim, dan fluktuasi yang sulit ditangkap model tradisional. Selain
aéitektur dasar, terdapat varian seperti Bidirectional LSTM (Bi-LSTM), Stacked
[&TM, Bidirectional GRU (Bi-GRU), dan Stacked GRU. Arsitektur bidirectional
bzélierja dua arah sehingga memahami konteks temporal lebih luas, sedangkan ar-
sgektur Stacked memiliki lapisan lebih dalam untuk mempelajari pola yang lebih
kompleks (Turek dkk., 2020). Kelompok arsitektur ini mencerminkan sifat “deep”
d'g'lam deep learning, yaitu kemampuan belajar berlapis-lapis dari pola sederhana
hﬁlgga pola kompleks.

L:" Penelitian terdahulu telah menerapkan metode seperti SVR, LSTM, dan
GRU untuk memprediksi produksi atau harga komoditas pertanian. Seperti peneli-
tigjn yang dilakukan oleh Sutijo et al. (2025) membandingkan kinerja Artificial
P'Egural Network (ANN) dan Long Short-Term Memory (LSTM) dalam memprediksi
pmdukm Crude Palm Oil (CPO) di Indonesia. Hasil penelitian menunjukkan bahwa
L;STM menghasilkan nilai Mean Absolute Percentage Error (MAPE) yang lebih
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rendah (5.78%) dibandingkan dengan ANN yang memiliki MAPE sebesar 6.87%,
ménandakan bahwa LSTM memiliki performa yang lebih baik dalam menangkap
pﬁa musiman dan temporal yang kompleks dalam produksi CPO (Ulama, Putra,
}gbatullah, Habibi, dan Nafis, 2025). Penelitian lain mengaplikasikan GRU pada
prediksi harga kelapa sawit yang merupakan tipe data time series, seperti produksi
k'é‘iapa sawit. Penelitian ini menunjukkan bahwa GRU lebih efektif dalam mem-
p%diksi harga kelapa sawit dibandingkan dengan model lain (Tardini dan Suharjito,
2824).

c Berdasarkan kondisi tersebut, penelitian ini berfokus pada pengembangan
nfodel prediksi produksi kelapa sawit menggunakan pendekatan deep learning
b{é?basis arsitektur recurrent neural network. Beberapa variasi model yang di-
g;?nakan meliputi Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi-
I%TM), Stacked LSTM, Gated Recurrent Unit (GRU), Bidirectional GRU (Bi-
GRU), dan Stacked GRU. Selanjutnya, kinerja masing-masing model dibandingkan
untuk mengetahui arsitektur yang paling optimal dalam memprediksi produksi
kelapa sawit dengan memanfaatkan data dari Badan Pusat Statistik (BPS) serta
data dari PT Perkebunan Nusantara (PTPN). Tujuan utamanya adalah mengiden-
tifikasi model yang paling optimal untuk karakteristik data produksi kelapa sawit
di Provinsi Riau. Diharapkan penelitian ini dapat memberikan kontribusi ilmiah
dalam pengembangan metode prediksi data deret waktu berbasis deep learning di
sektor perkebunan. Secara praktis, hasil prediksi yang akurat dapat membantu pe-
rusahaan perkebunan, pemerintah daerah, dan pelaku industri dalam merencanakan
prgduksi, mengelola rantai pasok, dan membuat keputusan berbasis data sehingga
m:endukung keberlanjutan sektor kelapa sawit di Indonesia khususnya di Provinsi

[a—
[ye[sga
E

Perumusan Masalah

Berdasarkan latar belakang adanya fluktuasi produksi kelapa sawit di

gn a1y

vinsi Riau serta kebutuhan akan metode prediksi yang mampu menangkap pola

I

data deret waktu yang kompleks dan nonlinier, penelitian ini berfokus bagaimana
n?f‘gnerapkan berbagai arsitektur Recurrent Neural Network, yaitu Long Short-Term
It/zemory (LSTM), Bidirectional LSTM (Bi-LSTM), Stacked LSTM, Gated Recur-
rat Unit (GRU), Bidirectional GRU (Bi-GRU), dan Stacked GRU, untuk mem-
pffgdiksi produksi kelapa sawit di Provinsi Riau?

E
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1.3 Batasan Masalah

@

Agar penelitian ini tidak meluas dari topik yang telah ditentukan dan ber-

j%an fokus sesuai pada tujuan yang ingin dicapai, maka ditetapkan beberapa batasan

m:asalah sebagai berikut:

.

W

&

Nely exsns Nin ijiw e)

oI

*

[a—y

Ajis1aAtupn) orwre[s| 4 eis

—

0

-

e
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1.

Penelitian menggunakan dataset produksi kelapa sawit dari PTPN IV Re-
gional I1I dan dataset produksi kelapa sawit Provinsi Riau dari sumber resmi
(Badan Pusat Statistik (BPS)).

Data jumlah produksi kelapa sawit yang digunakan dari PTPN IV Regional
IIT dengan rentang waktu 10 tahun terakhir.

Kategori klasifikasi terbatas pada empat kelas, yaitu bercak daun, bulai
daun, karat daun, dan healthy.

Data jumlah produksi kelapa sawit yang digunakan dari BPS yaitu dengan
rentang waktu 18 tahun terakhir.

Tools yang digunakan yaitu Google Colab dan Microsoft Excel.
Hyperparameter yang digunakan pada model yaitu 120 unit neuron, Dense
32 neuron dengan aktivasi ReLu, Adam sebagai optimizer dengan learning
rate 0,001, fungsi loss MSE dan batch size 16 dan 150 epoch, serta Early
Stopping dan Model Checkpoint.

Pemodelan menggunakan Long Short-Term Memory (LSTM), Bidirectional
LSTM, Stacked LSTM, Gated Recurrent Unit (GRU), Bidirectional GRU
dan Stacked GRU.

Satuan evaluasi yang digunakan pada akurasi dan error yaitu MSE, RMSE,
MAE dan MAPE.

Tujuan

Adapun tujuan yang diperoleh dari penelitian ini adalah:

Membangun model LSTM, GRU, Bi-LSTM, Bi-GRU, Stacked LSTM, dan
Stacked GRU dalam memprediksi produksi kelapa sawit untuk mengetahui
hasil perbandingan akurasi dari algoritma.

Mendapatkan rekomendasi model terbaik untuk perencanaan perkebunan di
wilayah PTPN V dan Provinsi Riau.

Manfaat

Adapun manfaat yang diperoleh dari penelitian ini adalah:

Memberikan gambaran komparatif performa berbagai algoritma berbasis
LSTM dan GRU dari data yang digunakan dalam memprediksi produksi
kelapa sawit.
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2. Memberikan kontribusi ilmiah terhadap pengembangan penerapan model
© deep learning pada data deret waktu di sektor pertanian, khususnya dalam
{;I:, konteks prediksi produksi komoditas perkebunan.

23. Mendukung instansi pemerintah dan pelaku industri perkebunan dalam
o pengambilan keputusan strategis melalui penyediaan informasi prediksi pro-
o duksi kelapa sawit yang lebih tepat dan andal.

3
1:6 Sistematika Penulisan

Sistematika dalam penulisan laporan Tugas Akhir dibawah ini menjelaskan

n A

alur dan tahap yang dilalui selama proses penelitian. Adapun sistematika penulisan
pada penelitian ini adalah sebagai berikut:
7 BAB 1. PENDAHULUAN
> Pada bab ini akan dijelaskan mengenai gambaran umum tugas akhir yang
nEliputi latar belakang masalah, rumusan masalah, batasan masalah, tujuan peneli-
tgn, serta manfaat yang diperoleh dari penelitian ini.
BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang berasal dari jurnal ilmiah, prosiding,
buku serta studi kepustakaan yang digunakan sebagai tinjauan dalam penulisan la-
poran tugas akhir ini.
BAB 3. METODOLOGI PENELITIAN
Pada bab ini akan dibahas metodologi penelitian yang diimplementasikan
dalam penyusunan Tugas Akhir ini, mulai dari analisa masalah, sumber data hingga
pengolahan datanya, maupun analisis hasil penelitian.
£ BAB 4. HASIL DAN PEMBAHASAN
E‘ Bab ini memaparkan hasil yang didapatkan melalui Implementasi dari al-
goritma yang digunakan. Memaparan evaluasi dan perbandingan kinerja model,
n%nunjukkan hasil dan interpretasi hasil serta visualisasi hasil prediksi sehingga
nﬁnghasﬂkan pengetahuan.
BAB 5. PENUTUP

Bab ini berisi kesimpulan dari hasil penelitian yang telah dilakukan serta

1

JATU

i
sdran untuk penelitian selanjutnya berdasarkan temuan yang diperoleh.
<
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BAB 2
@
i LANDASAN TEORI
i
2;1 Forecasting
- Forecasting atau peramalan merupakan suatu proses memperkirakan nilai

—

di*masa mendatang berdasarkan informasi atau data historis yang telah terjadi se-
bél_umnya (Petropoulos dkk., 2022). Menurut Makridakis et al. (1996), Forecast-
irfg adalah seni dan ilmu dalam memperkirakan kejadian masa depan dengan me-
manfaatkan pola dan kecenderungan yang muncul dari data masa lalu (Makridakis,
1996). Dalam konteks penelitian ilmiah dan pengambilan keputusan berbasis
dg%a, forecasting memiliki peranan penting karena mampu memberikan gambaran
awal terhadap kondisi yang mungkin terjadi di masa depan sehingga dapat digu-
n‘%{an sebagai dasar dalam perencanaan strategi serta pengendalian sumber daya
(Syahanifadhel, Basuki, dan Hasna, 2023).

- Tujuan utama dari forecasting adalah menghasilkan estimasi yang akurat
terhadap suatu variabel yang diamati, baik itu berupa permintaan produk, harga
komoditas, hasil produksi, maupun parameter ekonomi lainnya. Keakuratan hasil
peramalan akan sangat menentukan efektivitas kebijakan dan strategi yang diambil
oleh suatu organisasi atau instansi. Dalam bidang pertanian misalnya, forecasting
dapat membantu memperkirakan jumlah produksi dan kebutuhan distribusi hasil
panen, sehingga proses pengelolaan sumber daya dan penentuan kebijakan dapat
dilakukan secara lebih efisien dan tepat waktu (Badruzzaman, 2018).

Secara umum, metode forecasting dapat dibedakan menjadi dua pendekatan
u@ma, yaitu pendekatan kualitatif dan kuantitatif. Pendekatan kualitatif dilakukan
berdasarkan pertimbangan subjektif, intuisi, serta pengalaman para ahli, dan bi-
aEanya digunakan ketika data historis terbatas atau tidak tersedia. Sementara itu,
pgndekatan kuantitatif menggunakan model matematis dan statistik untuk mem-
proyeksikan nilai masa depan berdasarkan pola data masa lalu. Pendekatan kuan-
tisgtif dianggap lebih objektif dan terukur, karena mengandalkan analisis numerik
uﬁtuk menghasilkan prediksi (Yudianto, Herlambang, Anshori, dan Adinugroho,
25'23). Seiring berkembangnya teknologi, pendekatan kuantitatif kini telah berevo-
168i dari metode klasik seperti regresi linier dan ARIMA menjadi metode berbasis
n_&ﬁchine learning dan deep learning yang mampu mempelajari pola kompleks se-
053 otomatis dari data.

Evaluasi hasil forecasting biasanya dilakukan dengan menggunakan ukuran

qu

kesalahan atau error metrics untuk menilai sejauh mana hasil prediksi mendekati

NEIY WISEY J
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nilai aktual. Beberapa ukuran yang umum digunakan antara lain Mean Squared Er-
6 (MSE), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), dan
M?ean Absolute Percentage Error (MAPE). Nilai kesalahan yang kecil menunjukkan
b:hwa model memiliki tingkat akurasi yang lebih baik dalam melakukan prediksi.
Pemilihan metrik yang tepat penting dilakukan agar hasil evaluasi sesuai dengan

—

k@rakteristik data serta tujuan peramalan yang ingin dicapai (Gru, 2025).

3 Perkembangan teknologi komputasi modern telah membawa perubahan be-
sé dalam bidang forecasting. Metode deep learning kini banyak digunakan un-
titk menghasilkan peramalan yang lebih akurat dan adaptif terhadap pola data yang
k(_i;npleks serta nonlinier. Model seperti Recurrent Neural Network (RNN), Long
Sfﬁaort—Term Memory (LSTM), dan Gated Recurrent Unit (GRU) memiliki kemam-
p{;an untuk mempelajari hubungan jangka panjang dan pola dinamis dari data yang
b‘%sifat berurutan. Pendekatan ini telah banyak diterapkan dalam berbagai bidang,
termasuk keuangan, transportasi, energi, dan pertanian, karena mampu menangkap
hﬁbungan yang sulit dijelaskan oleh model konvensional. Dengan demikian, fore-
casting berbasis deep learning menjadi pendekatan modern yang relevan dan efektif
untuk mendukung proses prediksi yang membutuhkan tingkat akurasi tinggi serta
kemampuan adaptasi terhadap perubahan pola data yang kompleks (Jennifer, Jur-
gen, dan David, 2023).

2.2 Recursive Forecasting

Recursive forecasting merupakan pendekatan peramalan deret waktu yang
digunakan untuk menghasilkan prediksi jangka menengah hingga panjang dengan
cdra memprediksi nilai secara bertahap dari satu periode ke periode berikutnya
(;&hmadi, Daccache, Sadegh, dan Snyder, 2023). Model terlebih dahulu dilatih
menggunakan data historis untuk mempelajari pola, tren, dan karakteristik musi-
nfnén pada data. Setelah model menghasilkan prediksi untuk satu periode ke depan,
nilai hasil prediksi tersebut tidak hanya menjadi output, tetapi juga digunakan kem-
bgT_i sebagai bagian dari input untuk memprediksi periode selanjutnya (Petropoulos
dRk., 2022). Proses ini dilakukan secara berulang hingga seluruh horizon prediksi
y@ng diinginkan tercapai.
S
yg.;lg memiliki keterbatasan data atau ketika variabel penjelas tambahan tidak terse-

Pendekatan ini banyak diterapkan pada permasalahan prediksi deret waktu

d&-a Dengan hanya mengandalkan informasi historis, recursive forecasting me-
n'.mngklnkan pemanfaatan data yang sederhana namun tetap mampu menangkap

keztergantungan antarwaktu (Kostromina, Kuvshinova, Yugay, Savchenko, dan

NEIY WISEY JIIe
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Simakov, 2025). Selain itu, metode ini tidak memerlukan pembangunan model
téfpisah untuk setiap langkah prediksi, sehingga lebih efisien dari sisi komputasi
d%ﬁ lebih mudah diimplementasikan dalam sistem prediksi berbasis pembelajaran
n}?sin (Wang, Beard, Hawkins, dan Chandra, 2024).

o Meskipun demikian, recursive forecasting memiliki keterbatasan yang perlu
d’i'rf)erhatikan, terutama terkait akumulasi kesalahan prediksi. Kesalahan yang terjadi
pgda prediksi awal dapat terbawa dan diperbesar pada prediksi periode berikutnya,
sé_hingga akurasi cenderung menurun seiring bertambahnya horizon waktu prediksi
(In dan Jung, 2022). Oleh karena itu, pemilihan model yang mampu mempelajari
p(_'ﬁa non-linear dan ketergantungan jangka panjang menjadi sangat penting untuk
nr{‘?minimalkan dampak kesalahan berantai tersebut.

> Dalam prediksi produksi kelapa sawit, recursive forecasting menjadi pen-
d%(atan yang relevan karena data produksi umumnya berbentuk deret waktu bu-
lanan yang bersifat musiman dan saling bergantung antarperiode (Nadimi dan Goto,
2625). Pendekatan ini memungkinkan perusahaan dan pemangku kepentingan un-
tuk memperoleh gambaran produksi pada beberapa bulan ke depan berdasarkan pola
historis yang ada. Informasi hasil prediksi tersebut dapat dimanfaatkan untuk men-
dukung perencanaan produksi, pengelolaan kapasitas pabrik, pengaturan distribusi,
serta pengambilan keputusan strategis di sektor perkebunan kelapa sawit.

2.3 Kelapa Sawit

Kelapa sawit (Elaeis guineensis Jacq.) merupakan komoditas perkebunan
utama di Provinsi Riau yang memiliki peranan sangat penting dalam mendukung
petekonomian daerah maupun nasional (Descals dkk., 2019). Indonesia menjadi
p%)dusen minyak sawit terbesar di dunia dengan kontribusi sekitar 47 juta ton pada
tahun 2023, yang menyumbang lebih dari 50% produksi global. Luas areal perke-
bEnan kelapa sawit Indonesia mencapai +16,8 juta hektar yang tersebar di berba-
g% provinsi, dengan konsentrasi terbesar berada di Pulau Sumatra dan Kalimantan
('I:;T_idayatno dkk., 2025). Riau dikenal sebagai provinsi dengan kontribusi produksi
kglapa sawit terbesar di Indonesia, di mana sebagian besar wilayahnya didomi-
n@si oleh perkebunan sawit baik yang dikelola oleh perusahaan besar, koperasi,
ﬁfpupun perkebunan rakyat. Luas areal perkebunan kelapa sawit di Riau men-
céﬁpai jutaan hektar, dengan tingkat produksi yang terus meningkat dari tahun ke
té__&un, meskipun masih menunjukkan fluktuasi akibat berbagai faktor lingkungan
dan ekonomi (Ismiasih dan Afroda, 2023). Perkembangan luas areal perkebunan

ki*ﬁapa sawit di Provinsi Riau menurut Status Pengusahaan (Ha) sejak tahun 2006 -
=%}
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ha - X @
googs bel 2.1. Luas Area Kelapa Sawit Perkebunan Riau menurut Status Pengusahaan
VO3 2 a), 2006 — 2023
28dal =
38532 © Status Pengusahaan
35 a3 dahun Total Luas
a oo S g = Perkebunan Perkebunan Perkebunan
3 §§ < % 3 Besar Negara Besar Swasta Rakyat
41] —
% 3 g & 82 22006 89.803 584.600 748.369 1.422.772
e — - a2
§ =§ % % T 2007 100.640 621.514 810.952 1.528.106
S3828 o8 74.721 562.402 845.232 1.482.355
¢ =
% B 2 § @ 0009 75.395 646.846 889.916 1.612.156
3 =85 2010 75.841 648.670 1.055.543 1.780.054
1] =
258 g 2011 78.971 634.551 1.205.498 1.919.028
2583 2012 77.740 764.790 1.297.294 2.139.824
= I X =
8 55 2013 83.670 761.975 1.348.076 2.193.721
S2E2 2014 85.586 847.331 1.357.819 2.290.736
b C o
o ;Ez;g 2015 91.854 954.519 1.354.503 2.400.876
i
§ g 3 2016 59.792 569.818 1.383.341 2.012.951
= X
S22 3 2017 67.876 612.864 1.529.012 2.209.752
§ 2§ % 2018 70.004 902.929 1.733.959 2.702.892
= g 8 2019 79.244 928.418 1.733.959 2.714.621
2 2 8 2020 75.150 1.024.819 1.762.163 2.862.132
% ;,i 3 2021 75.192 1.020.818 1.762.163 2.858.173
3 B 2 52022 75.158 1.030.781 1.762.164 2.868.103
§ 2 § $023 75.504 1.037.482 2.288.586 3.410.607
c £85
5 3 @
E ; 3 Selanjutnya perkembangan produksi kelapa sawit di Provinsi Riau menurut
5 1_3_ ] tus Pengusahaan (Ton) sejak tahun 2006 — 2023 dapat dilihat dalam Tabel 2.2
o 1]
5 = ikut:
© 3
=) =}
5 =
c §
= i |
)] e
8 =
5
= =
5
%
3
£
o
[=
3
3]
8
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Tabel 2.2. Produksi Kelapa Sawit Perkebunan Riau menurut Status Pengusahaan
&lon), 2006-2023

iahun Status Pengusahaan
= Perkebunan Perkebunan Perkebunan Jumlah
o Besar Negara Besar Swasta Rakyat Produksi
> Minyak Sawit
i—_2006 333.440 1.918.554 1.778.529 4.030.523
#2007 335.245 2.131.450 2.054.854 4.521.549
©008 239.277 2.205.532 2.368.074 4.812.885
2009 274.637 2.378.687 2.658.044 5.311.368
£2010 215.056 2.386.453 2.894.459 5.495.968
22011 244.393 2.330.298 3.174.176 5.748.867
22012 225.124 2.674.241 3.485.172 6.384.537
?013 249.321 2.705.481 3.692.195 6.646.997
2014 264.791 3.021.559 3.706.891 6.993.241
2015 312.012 4.135.981 3.611.853 8.053.846
2016 197.786 3.342.790 3.884.532 7.425.108
2017 238.517 3.434.639 3.918.291 7.591.447
2018 284.513 3.422.325 4.789.191 8.496.029
2019 335.175 4.388.842 4.789.191 9.513.208
2020 359.212 3.772.831 4.731.888 8.863.931
2021 393.782 3.750.433 4.817.725 8.961.940
2022 393.686 3.527.238 4.848.207 8.739.131
*32023 381.442 3.580.748 5.260.275 9.222.465
e
E Secara ekonomi, sektor kelapa sawit menjadi tulang punggung utama pem-

b%flgunan di Provinsi Riau. Komoditas ini tidak hanya memberikan kontribusi be-
sar terhadap pendapatan daerah melalui ekspor minyak sawit mentah (Crude Palm
Qil/CPO), tetapi juga menjadi sumber penghidupan bagi masyarakat lokal. Ribuan
pgtani, pekerja kebun, dan pelaku industri turunannya menggantungkan mata penc-
éﬁarian pada komoditas ini (Ismiasih dan Afroda, 2023). Selain itu, industri pengo-
liﬁan kelapa sawit turut mendorong pertumbuhan sektor lain seperti pembangunan
dg_erah, penyediaan lapangan kerja, hingga peningkatan infrastruktur di wilayah
sentra produksi (Dermoredjo dkk., 2025).

tgj Namun demikian, dinamika produksi kelapa sawit di Riau tidak selalu stabil.
\ériabilitas iklim, terutama perubahan curah hujan dan suhu, sering kali menjadi

10
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faktor utama yang memengaruhi produktivitas tanaman. Fenomena iklim ekstrem
s@ertl El Nifio dapat menyebabkan kekeringan berkepanjangan yang berdampak
p@,da penurunan hasil panen, sementara La Nifia berpotensi meningkatkan curah
hp)]an yang berlebihan dan mengganggu proses pemupukan serta panen (Wardana,
Yuniasih, dan Wirianata, 2024). Selain faktor iklim, produktivitas kelapa sawit di
Riau juga dipengaruhi oleh umur tanaman, teknik budidaya, kesuburan tanah, serta
ketersediaan infrastruktur penunjang di daerah perkebunan (Hashemvand Khiabani
dan Takeuchi, 2020).

S Fluktuasi produksi kelapa sawit di Provinsi Riau memiliki implikasi lang-
s%g terhadap stabilitas pasokan nasional dan harga pasar, mengingat wilayah ini
menyumbang porsi terbesar dari total produksi kelapa sawit Indonesia (Maulidah
d%(., 2025). Oleh karena itu, kemampuan untuk memprediksi produksi kelapa sawit
d?;:-}{iau secara akurat menjadi hal yang sangat penting bagi pemerintah daerah, pe-
rusahaan perkebunan, maupun pelaku industri. Prediksi yang tepat dapat digunakan
sgbagai dasar dalam perencanaan produksi, pengaturan rantai pasok, hingga pe-
nentuan kebijakan ekspor dan harga jual. Dengan demikian, upaya pengembangan
model prediksi berbasis teknologi kecerdasan buatan, seperti Deep Learning, men-
jadi langkah strategis untuk mendukung keberlanjutan dan efisiensi sektor perke-
bunan kelapa sawit di Provinsi Riau.

2.4 Data Time Series

Data deret waktu (time series data) merupakan jenis data yang dikumpulkan
secara berurutan berdasarkan interval waktu tertentu, seperti harian, bulanan, atau
taflunan (Fungki Wahyu dan Billy Hendrik, 2023). Karakteristik utama dari data
d%ret waktu adalah adanya hubungan ketergantungan antara nilai pada suatu periode
dengan nilai pada periode sebelumnya, sehingga pola historis sangat berperan dalam
n;:nentukan nilai di masa mendatang (Choi, Yi, Park, dan Yoon, 2021). Dalam kon-
téks penelitian ini, data produksi kelapa sawit di Provinsi Riau termasuk dalam kat-
eg_(:)ri data deret waktu karena dicatat secara berkala dalam rentang waktu tertentu,

mencerminkan perubahan dan dinamika produksi dari waktu ke waktu.
=t

s Data produksi kelapa sawit memiliki karakteristik khas berupa adanya pola
ﬁfpsiman (seasonality), tren jangka panjang (trend), dan fluktuasi yang dipengaruhi
oleh faktor eksternal seperti kondisi iklim, curah hujan, dan praktik budidaya. Pola-
pela tersebut menunjukkan bahwa hasil produksi tidak bersifat acak, melainkan
n'.nanglkutl ritme tertentu yang dapat dianalisis untuk memprediksi nilai di masa

mendatang (Monzon dkk., 2021). Oleh karena itu, pemodelan data deret waktu
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menjadi langkah penting dalam memahami perilaku historis produksi kelapa sawit
di’Riau serta dalam memperkirakan potensi hasil produksi pada periode berikutnya.

5 Berbagai metode tradisional telah digunakan untuk menganalisis data deret
ngktu, seperti Autoregressive Integrated Moving Average (ARIMA) dan Seasonal
ARIMA (SARIMA). Meskipun efektif dalam menangkap pola linier dan musi-
n"i_rhn, metode tersebut memiliki keterbatasan dalam mempelajari pola non-linear
ygng kompleks, terutama pada data yang dipengaruhi oleh banyak faktor dinamis
(ﬁnaedi, Damastuti, dan Widodo, 2025). Seiring dengan perkembangan teknologi
keeerdasan buatan, pendekatan berbasis Deep Learning seperti Long Short-Term
A’Emory (LSTM) dan Gated Recurrent Unit (GRU) dinilai lebih unggul dalam
menangkap hubungan temporal jangka panjang serta variasi non-linear yang ser-
img muncul pada data produksi kelapa sawit.

ﬂ;; Dengan demikian, pemahaman terhadap karakteristik data deret waktu men-
jadi aspek penting dalam penelitian ini. Dengan memanfaatkan pola historis yang
aﬁa, model prediksi berbasis Deep Learning diharapkan mampu menghasilkan esti-
masi produksi kelapa sawit yang lebih akurat dan adaptif terhadap perubahan kon-

disi lingkungan di Provinsi Riau.

2.5 Artificial Intelligence dan Deep Learning

Artificial Intelligence (Al) atau kecerdasan buatan adalah bidang ilmu kom-
puter yang berfokus pada pengembangan sistem yang mampu meniru kecerdasan
manusia dalam melakukan tugas-tugas tertentu, seperti pengambilan keputusan,
pengenalan pola, pemrosesan bahasa alami, hingga prediksi (Nurazizah, 2025). Al
beétkembang pesat karena kemampuannya dalam mengolah data yang sangat besar
(%g data) dengan cepat dan akurat. Salah satu keunggulan Al adalah fleksibilitasnya
yang dapat diterapkan pada berbagai sektor, mulai dari kesehatan, industri, trans-
pinrtasi, hingga keuangan. Seiring dengan meningkatnya kebutuhan terhadap sistem
y?_‘r'lg lebih cerdas dan efisien, Al menjadi landasan penting dalam era transformasi
digital saat ini.
Salah satu cabang utama Al yang mendapat perhatian besar adalah Deep

oA

L%aming. Deep Learning merupakan bagian dari machine learning yang meng-
gLﬁnakan arsitektur jaringan saraf tiruan (artificial neural network) dengan banyak
liﬁisan (deep neural networks). Teknik ini memungkinkan sistem untuk mem-
pEE_-}ajari representasi data yang kompleks secara hierarkis, sehingga mampu meng-
hasilkan prediksi maupun klasifikasi dengan tingkat akurasi yang tinggi. Deep

L?aming terbukti efektif dalam berbagai aplikasi seperti pengenalan wajah, pem-

E
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rosesan citra medis, analisis sentimen, serta prediksi berbasis data deret waktu. De-
n&an kemampuannya mengatasi data yang tidak terstruktur dalam jumlah besar,
l%ep Learning kini menjadi salah satu pendekatan paling populer dalam pengem-
b;e‘f_ngan sistem berbasis Al (Raup, Ridwan, Khoeriyah, Supiana, dan Zaqiah, 2022).

Recurrent Neural Network (RNN)

Arsitektur jaringan saraf tiruan yang umum digunakan dalam deep learn-

1w E-E:d!o

ing adalah Recurrent Neural Network (RNN), yang dirancang khusus untuk men-
g@ah data berurutan (sequential data) seperti deret waktu (time series) (Wanditra,
Alamsyah, dan Nasution, 2025). RNN memiliki mekanisme feedback loop yang
memungkinkan informasi dari langkah waktu sebelumnya disimpan dan digunakan
pgda langkah berikutnya namun, RNN standar memiliki kelemahan berupa vanish-
inz gradient problem, yang menyebabkan model kesulitan dalam menangkap keter-
gﬁltungan jangka panjang (Pramunendar, Prabowo, dan Megantara, 2022).
ﬂcj Untuk mengatasi kelemahan tersebut, dikembangkan varian arsitektur RNN
seperti Long Short-Term Memory (LSTM) dan Gated Recurrent Unit (GRU). Kedua
algoritma ini dirancang untuk dapat menyimpan informasi penting dalam jangka
panjang serta mengabaikan informasi yang kurang relevan, sehingga menghasilkan
prediksi yang lebih akurat pada data time series yang kompleks (ArunKumar, 2022).
Dalam penelitian ini, deep learning dengan berbagai arsitektur berbasis
LSTM dan GRU dipilih karena kemampuannya dalam memodelkan pola tempo-
ral pada data produksi kelapa sawit, yang dipengaruhi oleh tren jangka panjang,

musiman, serta variabilitas iklim.

2 29

Aty a di+

A w - w L W _____
h | /T ’ " |
W
u u

Gambar 2.1. Arsitektur Recurrent Neural Network (RNN)

UB)[NG JO AJISIDATU[) JTWE[S] 2)€)S

Gambar 2.1 memperlihatkan arsitektur dasar Recurrent Neural Network
(ﬁNN) yang di-unfold sepanjang waktu. Pada setiap langkah waktu 7, jaringan

n:n:nerlma input x; dan menghasilkan aktivasi tersembunyi a; yang dihitung
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berdasarkan kombinasi bobot input U dan bobot koneksi rekuren W. Aktivasi
téfsembunyi ini kemudian digunakan untuk menghasilkan output §; melalui bobot
kéuaran V. Proses ini berlanjut dari waktu ke waktu, di mana setiap a; membawa
iriformasi konteks dari langkah sebelumnya, sehingga memungkinkan RNN untuk
menangkap dependensi temporal dalam data. Dengan demikian, arsitektur RNN
s%gat efektif digunakan untuk tugas-tugas prediksi deret waktu, seperti peramalan

pﬁ)duksi atau analisis tren.

ZE Long Short-Term Memory (LSTM)
—  Long Short-Term Memory (LSTM) adalah salah satu varian dari RNN yang
dikembangkan oleh Hochreiter dan Schmidhuber pada tahun 1997. LSTM diran-
cg:ng untuk mengatasi permasalahan vanishing gradient yang sering terjadi pada
Rpi;JN standar, sehingga lebih efektif dalam mempelajari ketergantungan jangka pan-
ja?ﬂg pada data berurutan (sequential data) (Tomar & Gupta, 2020).

ﬂcj Arsitektur LSTM memiliki unit memori khusus yang disebut cell state, yang
berfungsi sebagai jalur utama bagi aliran informasi. Jalur ini dilengkapi dengan
tiga komponen utama yang dikenal sebagai gates atau gerbang. Pertama, input gate
berperan dalam mengontrol informasi baru yang akan dimasukkan ke dalam cell
state. Kedua, forget gate bertugas untuk memutuskan informasi mana yang perlu
dibuang agar model tidak terbebani dengan data yang sudah tidak relevan. Terakhir,
output gate menentukan informasi apa yang akan dikeluarkan sebagai hasil (out-
put) pada setiap langkah waktu tertentu. Dengan adanya tiga gerbang ini, LSTM
mampu mengelola aliran informasi secara efektif sehingga dapat mengatasi masalah
lofig-term dependency yang sering muncul dalam pemrosesan data deret waktu (Van
I—%udt et al., 2020).

Kombinasi dari mekanisme tersebut membuat LSTM mampu menyimpan

51

ilgformasi penting dalam jangka panjang sekaligus mengabaikan informasi yang
tiﬁak relevan. Dengan demikian, LSTM sangat cocok digunakan untuk mem-
pEEdiksi data time series yang kompleks dan memiliki pola jangka panjang, seperti
pﬁﬁoduksi pertanian, harga saham, atau data iklim.

E_. Dalam penelitian ini, algoritma LSTM dipilih karena memiliki kemampuan
};gng unggul dalam menangkap pola musiman (seasonality) dan tren jangka panjang
(Eng—term trend) pada data produksi kelapa sawit. Arsitektur LSTM dirancang un-
t@_g mengatasi keterbatasan model deret waktu konvensional dengan memanfaatkan
nekanisme memori jangka panjang yang mampu mempertahankan informasi pent-

i%ug dari periode sebelumnya. Dengan kemampuan tersebut, LSTM diharapkan da-
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pat mempelajari dinamika historis produksi kelapa sawit secara lebih efektif dan

ménghasilkan prediksi yang lebih akurat serta stabil dibandingkan metode prediksi
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ﬁcj Gambar 2.2. Arsitektur Long Short-Term Memory (LSTM)

Seperti ditunjukkan pada Gambar 2.2, Long Short-Term Memory (LSTM)
memiliki struktur internal yang lebih kompleks dibandingkan RNN konvensional
karena terdiri atas tiga gerbang utama, yaitu forget gate (f;), input gate (i;), dan
output gate (0;). Forget gate berfungsi untuk menentukan informasi mana dari cell
state sebelumnya (C;_1) yang perlu dipertahankan atau dilupakan. Input gate meng-
atur seberapa besar informasi baru yang berasal dari input saat ini (X;) dan hidden
state sebelumnya (h,_;) yang akan ditambahkan ke memori kandidat (C,), yang
selanjutnya diperbarui menjadi cell state baru (C;). Sementara itu, output gate men-
gEntrol informasi yang akan diteruskan sebagai hidden state baru (h;) setelah mele-
wati fungsi aktivasi tanh. Melalui mekanisme ini, LSTM mampu menyimpan dan
n%mperbarui informasi jangka panjang secara lebih stabil, sehingga efektif dalam
ntenangkap pola temporal yang kompleks pada data deret waktu, seperti peramalan

peoduksi kelapa sawit.

2:313 Bidirectional LSTM (Bi-LSTM)
Lz" Bidirectional Long Short-Term Memory (Bi-LSTM) merupakan pengem-
bangan dari arsitektur dasar LSTM yang memungkinkan jaringan untuk mempela-
jz'i_ﬁ dependensi data dari dua arah sekaligus, yaitu arah maju (forward) dan arah
n;?lndur (backward). Tujuan utama pendekatan ini adalah agar model tidak hanya
niqmahami hubungan temporal berdasarkan urutan waktu sebelumnya, tetapi juga

rlfn:empertimbangkan informasi dari langkah waktu berikutnya dalam proses pem-
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belajaran. Dengan demikian, Bi-LSTM mampu menangkap konteks yang lebih
k&mprehensif dibandingkan LSTM satu arah (unidirectional LSTM) (Kwanda et

Gambar 2.3. Arsitektur Bidirectional Long-Short-Term Memory (Bi-LSTM)

Seperti ditunjukkan pada Gambar 2.3, arsitektur Bidirectional Long Short-
Term Memory (Bi-LSTM) terdiri dari dua lapisan LSTM yang berjalan secara par-
alel. Lapisan pertama memproses urutan input dari waktu #; hingga ¢, (arah maju),
sedangkan lapisan kedua memproses urutan input yang sama dari waktu #, hingga
t1 (arah mundur). Keluaran dari kedua arah tersebut kemudian digabungkan (con-
catenated) sebelum diteruskan ke lapisan output. Dengan mekanisme ini, Bi-LSTM
mampu menangkap pola hubungan temporal yang lebih kaya karena setiap keluaran
pEZ'ia waktu ¢ dipengaruhi oleh konteks masa lalu dan masa depan secara simultan.
m Dalam konteks peramalan deret waktu seperti prediksi produksi kelapa
s@vit, Bi-LSTM memberikan keunggulan dalam mengenali pola musiman dan tren
yg,ng kompleks, terutama ketika data menunjukkan hubungan timbal balik antarpe-
riode. Misalnya, produksi pada suatu tahun tidak hanya bergantung pada kondisi
tahun sebelumnya, tetapi juga dapat berkaitan dengan siklus hasil beberapa tahun
k§ depan. Oleh karena itu, Bi-LSTM sering digunakan untuk meningkatkan akurasi
p%diksi dibandingkan model LSTM konvensional, karena mampu memanfaatkan
iﬁormasi dua arah untuk pembelajaran yang lebih mendalam terhadap struktur tem-
pé}al data.

2;=3 Stacked LSTM
w Stacked LSTM merupakan pengembangan dari arsitektur LSTM dasar de-

=
ngan menumpuk beberapa lapisan (layers) LSTM secara berurutan untuk memben-
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tuk jaringan yang lebih dalam (deep recurrent network). Setiap lapisan LSTM pada
Stécked LSTM menerima hidden state dari lapisan sebelumnya sebagai input, dan
hél,:silnya kemudian diteruskan ke lapisan berikutnya. Struktur berlapis ini memung-
kzr_lkan model untuk mempelajari representasi data pada tingkat kompleksitas yang
lebih tinggi, di mana lapisan bawah menangkap pola jangka pendek, sementara
lgf;isan atas menangkap hubungan jangka panjang dan pola temporal yang lebih
agstrak (Sagheer dan Kotb, 2019).

nely eXsng NIN ¥

Gambar 2.4. Arsitektur Stacked Long Short-Term Memory

Seperti ditunjukkan pada Gambar 2.4, arsitektur Stacked LSTM biasanya
terdiri dari dua atau lebih lapisan LSTM yang saling terhubung secara hierarkis.
Input deret waktu pertama kali diproses oleh lapisan LSTM pertama, menghasilkan
hidden state yang kemudian menjadi masukan bagi lapisan LSTM kedua, dan
s&jerusnya. Proses ini menciptakan kemampuan jaringan untuk mengekstraksi fitur
t@_nporal yang semakin kompleks di setiap tingkat, sehingga meningkatkan kapa-
sgas generalisasi model terhadap pola data yang tidak linier.

E. Dalam konteks penelitian ini, penerapan Stacked LSTM bermanfaat untuk
n%mprediksi produksi kelapa sawit yang cenderung dipengaruhi oleh banyak fak-
t‘%‘ dan memiliki dinamika jangka panjang. Dengan kedalaman jaringan yang lebih
bEsar, Stacked LSTM dapat mengenali variasi musiman, tren pertumbuhan, serta pe-
r%ahan siklus produksi secara lebih akurat dibandingkan arsitektur LSTM tunggal.
M'_Eskipun membutuhkan waktu pelatihan yang lebih lama dan sumber daya kom-
putasi yang lebih besar, Stacked LSTM terbukti memberikan hasil prediksi yang

lg;'é'ih stabil dan akurat pada berbagai studi peramalan deret waktu.
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2.10 Gated Recurrent Unit (GRU)

© Gated Recurrent Unit (GRU) merupakan salah satu varian dari RNN yang
déxperkenalkan oleh Kyunghyun Cho dan rekannya pada tahun 2014 (Chung, Gul-
c{@jlre, Cho, dan Bengio, 2014). GRU dikembangkan sebagai penyederhanaan dari
arsitektur LSTM, dengan tujuan mempertahankan kemampuan menangani keter-

—

g%‘htungan jangka panjang namun dengan kompleksitas komputasi yang lebih ren-
dah (Niu dkk., 2023).
? Berbeda dengan LSTM yang memiliki tiga gerbang utama (input gate, for-
gbt gate, output gate), GRU hanya menggunakan dua gerbang utama, yaitu update
g%e dan reset gate. Update gate berfungsi untuk menentukan seberapa besar in-
fermasi dari masa lalu yang akan dipertahankan dan dibawa ke keadaan saat ini,
sgi{aligus mengatur seberapa banyak informasi baru yang akan ditambahkan. Se-
n;-:ejntara itu, reset gate mengontrol sejauh mana informasi dari masa lalu perlu dia-
baikan dalam perhitungan keadaan saat ini. Dengan struktur yang lebih sederhana
11(1:1, GRU mampu mengurangi kompleksitas perhitungan namun tetap efektif dalam
menangkap hubungan dependensi pada data deret waktu (Rehmer dan Kroll, 2020).
Dengan struktur yang lebih sederhana ini, GRU dapat dilatih lebih cepat
dibandingkan LSTM, namun tetap memiliki kemampuan yang baik dalam mem-
pelajari pola jangka panjang pada data deret waktu. Selain itu, GRU cenderung
membutuhkan lebih sedikit data pelatihan dan parameter, sehingga efisien ketika di-
gunakan pada dataset berukuran kecil hingga menengah (Rehmer dan Kroll, 2020).
Kesederhanaan arsitektur tersebut membuat GRU dapat dilatih lebih cepat
dibandingkan LSTM, namun tetap memiliki kemampuan yang baik dalam mem-
p@ajari pola jangka panjang pada data deret waktu. Selain itu, GRU cenderung
membutuhkan lebih sedikit data pelatihan dan parameter, sehingga efisien ketika
d;‘gunakan pada dataset berukuran kecil hingga menengah (Lim dan Handhayani,
2§25). Oleh karena itu, dalam penelitian ini GRU dipilih sebagai algoritma pem-
banding LSTM untuk memprediksi produksi kelapa sawit. Diharapkan dengan
k%rakteristiknya yang lebih ringan, GRU dapat memberikan kinerja yang setara atau
b&hkan lebih baik daripada LSTM dalam konteks dataset terbatas.

-
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Gambar 2.5. Arsitektur Gated Recurrent Unit (GRU)
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Gambar 2.5 menunjukkan bahwa Gated Recurrent Unit (GRU) memiliki
dua gerbang utama, yaitu reset gate dan update gate. Reset gate mengontrol se-
berapa besar informasi dari hidden state sebelumnya (h;_1) yang akan dilupakan
saat membentuk kandidat keadaan tersembunyi baru (h;). Sementara itu, update
gate menentukan proporsi antara informasi lama yang dipertahankan dan informasi
baru yang akan ditambahkan ke hidden state saat ini (h;). Berbeda dengan Long
Short-Term Memory (LSTM), GRU tidak memiliki cell state terpisah, sehingga
struktur arsitektur dan jumlah parameternya lebih sederhana. Kondisi ini men-
jadikan proses pelatihan model GRU lebih efisien secara komputasi, namun tetap
mampu menghasilkan performa prediksi yang kompetitif, khususnya dalam pemo-
dgan deret waktu seperti peramalan produksi kelapa sawit yang membutuhkan ke-

nrlﬁmpuan menangkap pola temporal tanpa kompleksitas komputasi yang tinggi.

w
21 Bidirectional GRU (Bi-GRU)

E' Bidirectional Gated Recurrent Unit (Bi-GRU) merupakan pengembangan
dgri arsitektur dasar GRU yang mengadopsi prinsip dua arah (bidirectional pro-
c%’s'sing) seperti pada Bi-LSTM. Tujuannya adalah agar jaringan tidak hanya mem-
pEl_ajari hubungan temporal dari urutan data masa lalu ke masa depan (forward di-
rection), tetapi juga mempertimbangkan pengaruh dari masa depan ke masa lalu
(tz?ckward direction). Dengan demikian, Bi-GRU dapat menangkap konteks infor-
nfasi yang lebih lengkap dari keseluruhan urutan data, sehingga meningkatkan ke-
ngampuan model dalam memahami pola dependensi jangka panjang maupun jangka
Qg’hdek (Kulkarni dkk., 2025).
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2 Gambar 2.6. Arsitektur Bidirectional Gated Recurrent Unit (Bi-GRU)
o
= Seperti ditunjukkan pada Gambar 2.6, arsitektur Bi-GRU terdiri atas dua

Iapisan GRU yang bekerja secara paralel. Lapisan pertama memproses urutan data
dalam arah maju, sedangkan lapisan kedua memproses urutan yang sama dalam
arah mundur. Hasil keluaran dari kedua arah tersebut kemudian digabungkan (con-
catenated atau summed) sebelum diteruskan ke lapisan output. Pendekatan dua
arah ini memungkinkan Bi-GRU untuk menggunakan seluruh konteks temporal
data dalam melakukan prediksi pada setiap titik waktu, bukan hanya berdasarkan
informasi dari masa lalu saja seperti pada GRU satu arah.

Dalam konteks penelitian peramalan produksi kelapa sawit, Bi-GRU mem-
berikan keunggulan dalam mengenali pola musiman dan tren kompleks yang
n;uéngkin tidak sepenuhnya terungkap melalui pemrosesan satu arah. Misalnya,
pala produksi suatu tahun dapat berkaitan tidak hanya dengan kondisi tahun-tahun
sgbelumnya, tetapi juga dengan tren umum yang terjadi setelahnya. Oleh karena
i@_, Bi-GRU sering digunakan untuk meningkatkan performa prediksi pada data
d%et waktu yang memiliki pola fluktuatif dan nonlinier. Selain itu, Bi-GRU juga
nEE:miliki struktur yang lebih sederhana dan efisien secara komputasi dibandingkan
Bi-LSTM, menjadikannya pilihan ideal untuk pemodelan dengan sumber daya ter-

m . .
batas namun tetap memerlukan akurasi tinggi.
et

241.1 Stacked GRU
Stacked GRU merupakan pengembangan dari arsitektur GRU dasar dengan

Hns

n?nambahkan lebih dari satu lapisan (layer) GRU secara bertingkat untuk mem-
bentuk jaringan yang lebih dalam (deep recurrent network). Pendekatan ini me-

@ngkinkan model untuk mempelajari representasi data yang lebih kompleks dan
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berlapis, di mana setiap lapisan GRU menangkap pola temporal dengan tingkat
k€dalaman yang berbeda. Lapisan pertama biasanya berfokus pada pola jangka
pg:ndek, sedangkan lapisan di atasnya mampu memahami hubungan jangka pan-
jg:ng dan dinamika temporal yang lebih abstrak (Melyani, Mustakim, Angraini, dan

Addal, 2025).
—
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Gambar 2.7. Arsitektur Stacked Gated Recurrent Unit

Seperti ditunjukkan pada Gambar 2.7, Stacked Gated Recurrent Unit
(Stacked GRU) terdiri atas beberapa lapisan GRU yang saling terhubung secara
berurutan. Hidden state (h;) yang dihasilkan oleh lapisan pertama digunakan seba-
gai input bagi lapisan GRU pada tingkat berikutnya, dan proses ini berlanjut hingga
mencapai lapisan tertinggi sebelum diteruskan ke lapisan output. Arsitektur bert-
ir%kat ini meningkatkan kemampuan model dalam mengekstraksi representasi fitur
dati data sekuensial, khususnya ketika pola data bersifat kompleks dan tidak linier.

"ET Dalam konteks penelitian ini, Stacked GRU diterapkan untuk memprediksi

produksi kelapa sawit berdasarkan data deret waktu. Dengan menambahkan kedala-

gl

mdn jaringan, model dapat mempelajari berbagai variasi pola produksi, baik yang
b%r-sifat musiman maupun jangka panjang, dengan akurasi yang lebih baik diband-
ilfgkan GRU tunggal. Selain itu, karena GRU memiliki struktur gerbang yang lebih
s“gderhana dibandingkan LSTM, versi Stacked-nya tetap efisien secara komputasi,
mgnjadikannya pilihan yang seimbang antara kompleksitas model dan performa
prediksi.

g Berikut tabel perbandingan setiap model seperti LSTM, GRU, dan vari-
a§fnya yang memiliki karakteristik tersendiri dalam memproses data urutan, baik

dggi arah pemrosesan maupun jumlah lapisan yang digunakan. Untuk memberikan
r
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gambaran yang lebih jelas dapat dilihat pada Tabel 2.3 berikut
®

— Tabel 2.3. Perbandingan Arsitektur dan Karakteristik Algoritma

%Algoritma Kepanjangan/ Arsitektur ~ Arah Pemrosesan Jumlah Lapisan

— Data (Layer)

LSTM Long Short-Term Memory Satu arah (forward Tunggal

%_ only)

Bi-LSTM Bidirectional LSTM Dua arah (forward Tunggal

c & backward)

GRU Gated Recurrent Unit Satu arah (forward ~ Tunggal

gj only)

Bi-GRU Bidirectional GRU Dua arah (forward Tunggal

= & backward)

Stacked Multi-layer LSTM Satu arah Multi-layer (>2

Lst™ (beberapa LSTM ditumpuk) lapisan LSTM)

Stacked GRU  Multi-layer GRU (beberapa  Satu arah Multi-layer (>2
GRU ditumpuk) lapisan GRU)

2.12 Optimizer

Optimizer merupakan komponen penting dalam proses pelatihan model
deep learning karena berperan dalam memperbarui bobot jaringan saraf guna mem-
inimalkan nilai loss function dan meningkatkan akurasi prediksi. Mekanisme kerja
ogﬁtimizer umumnya didasarkan pada metode gradient descent, yaitu dengan menye-
stiaikan bobot secara bertahap mengikuti arah gradien dari fungsi loss (Susetyo,
P’irhusip, Trihandaru, dan Susanto, 2025). Terdapat beberapa jenis optimizer yang
bg‘;nyak digunakan, seperti Stochastic Gradient Descent (SGD) yang sederhana na-
na=1m sering lambat dalam mencapai titik optimal, RMSProp dan Adagrad yang
1513111 adaptif terhadap perubahan skala gradien, serta Adaptive Moment Estimation
(EDAM) yang menggabungkan keunggulan momentum dan RMSProp sehingga
n:agmpu mempercepat proses pelatihan sekaligus menjaga kestabilan konvergensi.
]Engan kemampuannya yang efisien, Adam menjadi salah satu optimizer yang
paling sering digunakan dalam penelitian modern, termasuk pada model berbasis
I__QTM dan GRU untuk pemodelan deret waktu maupun prediksi (Cotrina-teatino,
hfarquina—araujo, dan Mamani, 2025).

=
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2.12.1 Adaptive Moment Estimation (Adam)

© Adaptive Moment Estimation (Adam) merupakan salah satu algoritma op-
ti%lisasi yang paling banyak digunakan dalam deep learning karena mampu meng-
g{a);%ungkan keunggulan dari dua metode populer sebelumnya, yaitu AdaGrad dan
RMSProp. Optimizer Adam bekerja dengan memanfaatkan rata-rata momentum
g;hdien orde pertama (mean) serta gradien kuadrat orde kedua (variance) untuk
n%mperbarui bobot jaringan. Dengan kata lain, Adam tidak hanya mempertim-
b%lgkan arah gradien seperti pada Stochastic Gradient Descent (SGD), tetapi juga
mengadaptasi laju pembelajaran (learning rate) untuk setiap hyperparameter se-
cara individual berdasarkan besarnya gradien yang diperoleh (Hospodarskyy, Mart-
sgjlyuk, Kukharska, Hospodarskyy, dan Sverstiuk, 2024).

> Keunggulan utama algoritma Adam terletak pada efisiensi komputasi dan
k%nampuan adaptifnya. Algoritma ini membutuhkan memori yang relatif kecil dan
sangat sesuai digunakan pada dataset berskala besar maupun model dengan jum-
lah parameter yang kompleks (Octavia Arianto dan Rohman Nudin, 2025). Selain
itu, Adam mampu menangani gradien yang jarang (sparse gradients) (Syifa dan
Dewi, 2022) serta menunjukkan performa yang stabil pada permasalahan dengan
distribusi data yang tidak stasioner (Hamida, Amalita, dan Permana, 2025). Secara
umum, Adam memperbarui bobot parameter 8 dengan memanfaatkan dua estimasi,
yaitu rata-rata gradien orde pertama (m;) dan rata-rata gradien kuadrat (v;), yang
dirumuskan sebagai berikut:

Rata-rata gradien orde pertama (1) dan rata-rata gradien kuadrat (v;) pada

algoritma Adam dihitung menggunakan persamaan berikut:

=]
2
= m; :Blmt—l+(1 _ﬁl)gt (2.1)
3
g v = Bavi_1 + (1 — Po)g? 2.2)
2

di mana g; merupakan gradien fungsi kerugian pada iterasi ke-#, sedangkan
ﬁ dan 3, adalah konstanta yang digunakan untuk mengatur laju peluruhan ekspo-
n:qflsial dari momen pertama dan momen kedua. Setelah dilakukan koreksi bias
téthadap estimasi momen, parameter bobot diperbarui menggunakan persamaan
betikut:

& N
= o ny
61 =6,— 2.3
'-L{j t+1 t 0+ € ( )
:"‘.
=
-~
Y
-
=
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dengan o sebagai learning rate, 1iy; dan ¥, masing-masing merupakan mo-

mién pertama dan kedua yang telah dikoreksi bias, serta € adalah konstanta kecil
u{:gﬁuk mencegah pembagian dengan nol (Hamida dkk., 2025).
g Dalam praktiknya, Adam banyak dipilih karena memiliki kemampuan kon-
vergensi yang cepat dan menghasilkan performa prediksi yang kompetitif diband-
iﬂrékan dengan optimizer lainnya. Nilai hiperparameter yang umum digunakan pada
a%oritma Adam meliputi learning rate (oc = 0,001), B; = 0,9, B, = 0,999, serta
82; 10~8. Dengan kombinasi keunggulan tersebut, Adam sangat efektif digunakan
dalam berbagai aplikasi, termasuk klasifikasi, pemrosesan bahasa alami (Natural
Lgnguage Processing), pengolahan citra, serta pemodelan deret waktu (Hamida
dfi‘ink., 2025), seperti prediksi produksi kelapa sawit pada penelitian ini.

> Seperti pada penelitian yang dilakukan oleh Riska Octavia Arianto dan
S‘;.J][amun Rohman Nudin (2025), melakukan perbandingan optimizer Adam, RM-
SProp dan SGD dalam memprediksi kepribadian berbasis openface, hasil peneli-
tian ini menunjukkan penggunaan optimizer Adam terbukti memberikan performa
yang lebih unggul dibandingkan optimizer lainnya (Octavia Arianto dan Rohman
Nudin, 2025). Pada penelitian lain yang dilakukan oleh Nur Faridah dan Bam-
bang Sugiantoro (2023), membandingkan optimizer Adam, SGD, RMSProp, Ada-
grad, Adamax, Adadelta, Nadam, dan Ftrl dengan hasil Optimizer Adam memiliki
akurasi tertinggi dalam memprediksi harga saham yaitu sebesar 98,88% (Faridah
dan Sugiantoro, 2023).

2.13 Python

- Python merupakan salah satu bahasa pemrograman tingkat tinggi yang pop-
u%r dan banyak digunakan dalam pengembangan perangkat lunak, analisis data,
kecerdasan buatan, serta machine learning dan deep learning. Python pertama kali
d;i:i(embangkan oleh Guido van Rossum pada tahun 1991 dengan filosofi desain yang
nﬁnekankan keterbacaan kode, kemudahan penulisan, serta fleksibilitas dalam pe-
nggambangan program. Bahasa ini bersifat open source sehingga dapat digunakan
sécara bebas, serta didukung oleh komunitas yang sangat besar yang terus mengem-
b@ngkan berbagai pustaka dan modul tambahan (Febby Wilyani, Qonaah Nuryan
;‘gif, dan Fitri Aslimar, 2024).

; Keunggulan utama Python terletak pada sintaksnya yang sederhana dan mu-
dzi_-_h dipahami, sehingga memudahkan peneliti maupun praktisi dalam mengimple-
mentasikan algoritma yang kompleks dengan lebih efisien. Python juga memiliki

eiéz)sistem pustaka yang sangat luas, seperti NumPy dan Pandas untuk analisis data,
=%}

24

NEIY WISEY JII



MVTH VHEAS NIN

JoHU

‘ney BXSNS NN Wzl edue) undede ynjuag wejep 1 siny eAiey yninjes neje ueibeges yefueqiadwaw uep ueywnwnbusw Buele)q 'z

Y

‘nery eysng Nin Jefem Guek ueBunuadey ueyiBniaw yepn uedpnBuad 'g

‘yejesew nmens uenelul neje YUy uesinuad ‘uesode| ueunsnfiuad ‘yeiw) efiey uesinuad ‘usyauad ‘ueyipipuad ueBunguadey ymun efuey uedynbued e

b

St

Jdaguuns UEH],I"IQ‘-’E!.-'EUBLU UEp ueylWnjueIUaLWw eduel |u s efuey yrinjas neje UE!EEQGS clunﬁuaw EUE‘JEHU “}

Buepun-Buepun 1Bunpuliig edid ey

Matplotlib dan Seaborn untuk visualisasi, serta TensorFlow, Keras, dan PyTorch
uﬁuk pembangunan model machine learning dan deep learning (Salah dan Din,
0). Dukungan pustaka yang lengkap ini membuat Python menjadi bahasa pem-

FoN .. .
rograman utama dalam penelitian modern, khususnya yang berkaitan dengan pe-
modelan deret waktu, pemrosesan data skala besar, hingga implementasi algoritma

prediksi berbasis LSTM dan GRU.
3
214 Penelitian Terdahulu

E Penelitian yang dilakukan oleh Sutijo et al. (2025) menggunakan data pro-
duksi Crude Palm Oil (CPO) di Indonesia dari tahun 2003 hingga 2022 untuk
membandingkan performa dua algoritma prediksi, yaitu Artificial Neural Network
(EiNN) dan Long Short-Term Memory (LSTM). Penelitian ini bertujuan untuk men-
egukan model prediksi yang akurat dengan menguji berbagai konfigurasi param-
efer. Hasil penelitian menunjukkan bahwa meskipun kedua model memberikan
aﬁurasi prediksi yang sangat baik, dengan nilai MAPE di bawah 10%, model LSTM
mencatatkan MAPE yang lebih rendah, yaitu 5,78%, dibandingkan dengan ANN
yang mencapai 6,87%. Temuan ini menunjukkan bahwa LSTM lebih unggul dalam
menangkap pola musiman dan ketergantungan temporal yang kompleks dalam pro-
duksi CPO, dan disarankan sebagai model prediksi yang lebih baik untuk produksi
CPO di Indonesia (Ulama dkk., 2025).

Penelitian oleh Dian Robbiati dkk. (2025) menerapkan algoritma Gated Re-
current Unit (GRU) untuk memprediksi harga harian CPO Indonesia menggunakan
data Bappebti. Dataset dibagi menjadi data training (April 2023—Mei 2024) dan
teSting (Juni—Juli 2024), kemudian diproses menggunakan RStudio dengan paket
'[%deeplearning. Setelah tahapan normalisasi dan pelatihan hingga epoch ke-10,
model dievaluasi menggunakan MAPE. Hasilnya menunjukkan bahwa GRU memi-
11;1 akurasi sangat baik, dengan MAPE 2,6% pada training dan 2,7% pada testing,
séi'ta mampu memprediksi harga rata-rata CPO Agustus 2024 sebesar Rp15.378.
P‘.Hnehtlan menyimpulkan bahwa GRU efektif untuk memprediksi fluktuasi harga
kﬁmodltas berbasis data deret waktu seperti CPO (Robbiati, Perdana, dan Intisari,
2@25).
Lg Penelitian yang dilakukan oleh Sutijo et al. (2025) menggunakan data harga
C&dee Palm Oil (CPO) dari Indonesia dan Rotterdam (2018-2023) untuk memband-
il?gkan performa dua algoritma prediksi, yaitu Long Short-Term Memory (LSTM)
dan Gated Recurrent Unit (GRU). Penelitian ini bertujuan untuk mengidentifikasi
I‘r%del prediksi yang paling efektif dalam memprediksi harga CPO melalui pen-
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gujian berbagai konfigurasi parameter. Hasil penelitian menunjukkan bahwa GRU
mémiliki performa terbaik dengan Mean Absolute Percentage Error (MAPE) sebe-
sng 3,05% dan R? mencapai 96,31%, sedangkan LSTM memperoleh MAPE 3,94%
d{ar)n R294,25%. Temuan ini menunjukkan bahwa GRU lebih unggul dalam menan-
gani data harga CPO dan direkomendasikan untuk prediksi harga komoditas perta-
nfan dengan pola musiman yang serupa (Tardini dan Suharjito, 2024).

3 Penelitian oleh Muhdan Syarovy dkk. (2023) menerapkan model RNN-
LﬁTM untuk memprediksi produksi kelapa sawit menggunakan data historis tahu-
nan selama 11 tahun pada tingkat divisi dan estate. Setelah melalui tahapan pra-
pgnrosesan seperti interpolasi linear dan normalisasi Min—Max, peneliti menguji
egpat jumlah input (3, 5, 7, 9). Hasilnya menunjukkan bahwa konfigurasi 9 in-
p; memberikan akurasi terbaik, dengan nilai error terendah (MSE 1.186, MAE
0‘%32, MAPE 0.030 pada validasi; dan MSE 4.538, MAE 1.681, MAPE 0.069 pada
exaluasi). Penelitian ini menyimpulkan bahwa model LSTM efektif untuk prediksi
p(r:oduksi kelapa sawit berskala besar dan disarankan untuk dikembangkan menggu-
nakan data bulanan agar akurasi semakin meningkat (Syarovy dkk., 2023).

Penelitian oleh Rahmadeyan dan Mustakim (2024) membandingkan per-
forma LSTM dan GRU dalam memprediksi data deret waktu dari berbagai domain.
Hasilnya menunjukkan bahwa kedua model mampu menghasilkan prediksi akurat,
namun GRU lebih efisien secara komputasi karena memiliki parameter lebih sedikit
dan waktu pelatihan lebih cepat, tanpa penurunan akurasi yang berarti. Sebaliknya,
LSTM lebih stabil ketika digunakan pada dataset dengan pola temporal jangka pan-
japg yang lebih kompleks. Penelitian ini menyimpulkan bahwa pemilihan model
sé_Baiknya disesuaikan dengan karakteristik dataset serta kebutuhan akurasi dan
eﬁsiensi (Rahmadeyan dan Mustakim, 2024).

;‘f Penelitian oleh Mohammad Sufa Ammar Habibi dkk. (2025) memband-
irggkan kinerja GRU dan SVR untuk prediksi harga emas jangka pendek di Indone-
std menggunakan 1.345 data historis harian (2020-2025) dari investing.com. Data
dﬁIormalisasi dengan Min—Max Scaler dan dibentuk menjadi sekuensial menggu-
n&kan window 60 hari. Hasil penelitian menunjukkan bahwa GRU unggul diband-
i@kan SVR, dengan RMSE 16.847,97, MAE 12.031,67, dan R? 0,99, sedangkan
SYR menghasilkan RMSE 30.106,13 dan R? 0,96. GRU dinilai lebih mampu
n,&_ugnangkap pola non-linear dan temporal, serta berhasil memprediksi harga emas
7'ET\/Iei 2025 sebesar Rp1.736.978 (Habibi, Abdillah, Idhom, dan Trimono, 2025).

3-;. Penelitian oleh Phumudzo Lloyd Seabe dkk. (2023) membahas peramalan
ﬂgrga cryptocurrency menggunakan tiga model deep learning: LSTM, GRU, dan
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Bi-LSTM. Data historis harga harian Bitcoin, Ethereum, dan Litecoin dinormal-
i§asi dan digunakan untuk melatih ketiga model, kemudian dievaluasi menggunakan
lﬁ/ISE, MAE, dan MAPE. Hasilnya menunjukkan bahwa Bi-LSTM memberikan
aglrasi terbaik dengan nilai error terendah karena mampu menangkap pola depen-
densi jangka panjang dari dua arah sekaligus. Penelitian ini menyimpulkan bahwa
BiLLSTM sangat efektif untuk memprediksi data deret waktu yang kompleks dan
fiaktuatif seperti harga kripto dan berpotensi diterapkan pada prediksi komoditas
na%upun hasil produksi pertanian (Seabe, Rodrigue, Moutsinga, dan Pindza, 2023).
- Penelitian oleh Nasya Amirah Melyani dkk. (2025) membandingkan per-
férma Bi-GRU dan Sracked GRU untuk prediksi harga saham BBRI menggu-
n{énkan data historis 2018-2024 dan 2023-2024 dari Yahoo Finance dengan rasio
d{;ta 80:20. Model diuji menggunakan berbagai kombinasi optimizer, batch size,
l%rning rate, dan time step, kemudian dievaluasi dengan MSE, RMSE, MAE, dan
MAPE. Hasilnya menunjukkan bahwa Bi-GRU dengan optimizer Nadam, batch
size 8, time step 10, dan learning rate 0.001 memberikan performa terbaik (MSE
7283.1848; RMSE 85.3416; MAE 65.0879; MAPE 1.2421%) dan unggul dari
Stacked GRU. Model terbaik memprediksi adanya penurunan harga saham BBRI
pada November 2024. Penelitian menyimpulkan bahwa Bi-GRU lebih efektif dalam
menangkap pola temporal dua arah dan bahwa penggunaan data jangka panjang
menghasilkan prediksi lebih akurat. Temuan ini menjadi referensi penting un-
tuk pemilihan arsitektur jaringan dalam analisis deret waktu di sektor keuangan
(Melyani dkk., 2025).
Penelitian oleh Diqi dkk. (2024) menggunakan model Stacked Long Short-
@m Memory (LSTM) untuk memprediksi harga saham menggunakan dataset yang
d&eroleh dari Yahoo Finance. Data yang digunakan mencakup harga saham 10 pe-
rui“sahaan teratas yang terdaftar di Indonesia Stock Exchange (IDX) dari 6 Juli 2015
hingga 14 Oktober 2021. Model ini dilatih dan dievaluasi menggunakan metrik
se})erti RMSE, MAE, MAPE, dan R2. Hasil penelitian menunjukkan bahwa model
S@cked LSTM dapat menangkap pola harga saham dengan baik, dengan RMSE
raa-rata sebesar 0,00885, MAE rata-rata sebesar 0,00800, MAPE rata-rata sebesar
Q§2496, dan R2 rata-rata sebesar 0,9597. Temuan ini menunjukkan bahwa Stacked
L'STM dapat digunakan secara efektif untuk memprediksi harga saham dan mem-
bg%ikan kontribusi pada bidang peramalan keuangan (Diqi, Ordiyasa, dan Hamzah,
2024).
3-;. Penelitian oleh Diqi dkk. (2023) menggunakan model Stacked Gated Re-
cgrrent Unit (GRU) untuk memprediksi cuaca dengan menggunakan dataset dari
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Denpasar Weather Data yang mencakup data suhu, tekanan, kelembaban, dan ke-
cépatan angin yang diambil setiap jam dari 1990 hingga 2020. Penelitian ini me-
nﬁ:njukkan bahwa model Stacked GRU dapat meningkatkan akurasi prediksi cuaca
d(f_:)rngan hasil RMSE rata-rata 0.03635, MAE rata-rata 0.02932, MAPE rata-rata
008818, dan R2 rata-rata 0.92034. Temuan ini menunjukkan bahwa model Stacked
C;l-{U efektif dalam memprediksi suhu, tekanan, kelembaban, dan kecepatan an-
gﬁL meskipun terdapat tantangan dalam memprediksi kelembaban dan beberapa
pébedaan pada prediksi kecepatan angin. Penelitian ini memberikan kontribusi
pada bidang peramalan cuaca dan menyoroti potensi teknik pembelajaran men-
datam dalam meningkatkan akurasi prediksi cuaca (Diqi, Wakhid, Ordiyasa, Wi-

w
jaya, dan Hiswati, 2023).
w

nery e
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3.1 Tahap Perencanaan Penelitian

4. Studi Literatur

Melakukan studi literatur bertujuan untuk mengumpulkan dan mengkaji ref-
erensi yang berkaitan dengan prediksi produksi pertanian dan metode deep
learning. Referensi yang digunakan berasal dari jurnal ilmiah, paper atau
penelitian terdahulu yang disusun oleh para ahli untuk melengkapi data yang
diperlukan dalam penelitian. Gap literatur yang diisi adalah komprehensif
membandingkan berbagai arsitektur berbasis LSTM dan GRU dalam kon-

teks prediksi produksi kelapa sawit di Provinsi Riau. Selain itu, penelitian

. ; & 91 Identifikasi Masalah
;‘E ] %’. 5 Mengidentifikasi masalah dilakukan dengan mengamati fenomena dan tan-
W =
@ @ & : tangan pada penelitian. Penelitian ini berangkat dari permasalahan fluktu-
g % E -E:.i asi produksi kelapa sawit di Riau sehingga menyulitkan proses perencanaan
e - é e produksi dan pengambilan keputusan di sektor perkebunan.
2D =ag
’3“ ?ﬂ S 32, Menentukan Tujuan
, 2 =
g E E - Menetap kan tujuan untuk memperjelas arah dan sasaran penelitian. Tu-
%‘ S & € juan dari penelitian ini adalah membandingkan kinerja berbagai algoritma
jas)
% g g = berbasis LSTM dan GRU dalam memprediksi produksi kelapa sawit.
L w
E 3 = 3. Penetapan Batasan Masalah
== =
3> E > Penulis menetapkan batasan-batasan agar ruang lingkup penelitian tetap
%] [11]
= g o fokus dan tidak melebar dari topik yang telah ditentukan. Penelitian ini
E g m  menggunakan dataset dari BPS dan PTPN. Model yang digunakan dibatasi
;El @ S pada LSTM, GRU, Bi-LSTM, Bi-GRU, Stacked LSTM dan Stacked GRU.
a4
é g; Penelitian ini hanya mencakup proses penerapan dan evaluasi model, tanpa
02_) § mencakup proses pembangunan sistem atau integrasi ke lingkungan perke-
% % bunan. Seluruh proses pelatihan dan pengujian dilakukan di Google Colab
s, % dengan menggunakan bahasa pemrograman Python.
ege
’ =]
o
= |
(=N
Y]
=
3
3
-
[41]
£
&
=3
=
=
g

ini memanfaatkan dua sumber data berbeda, yaitu data resmi dari Badan
Pusat Statistik (BPS) dan data aktual perusahaan seperti PTPN V dan untuk

dianalisis secara bersamaan.

-
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Tahap Pengumpulan Data

[E,

Observasi dan Wawancara

Observasi dan wawancara dilakukan untuk memahami proses teknis
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pengumpulan data. Pelaksanaan penelitian ini telah memperoleh izin resmi
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dari instansi terkait, sebagaimana tercantum pada (Lampiran A) dan (Lam-
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piran B). Melakukan kunjungan ke PT. Perkebunan Nusantara IV Regional
III dan melakukan wawancara dengan pihak PT. Perkebunan Nusantara IV
Regional III untuk memvalidasi data sekunder serta memahami tantangan
teknis pengumpulan data produksi. Proses pengumpulan data yang di-
lakukan melalui wawancara dibuktikan dengan berita acara dan dokumen-
tasi sebagaimana disajikan pada (Lampiran C) dan (Lampiran E).

Badan Pusat Statistik

Badan Pusat Statistik (BPS) adalah lembaga yang menyediakan data statis-
tik untuk berbagai keperluan. BPS mendapatkan data dari sensus dan survei
yang dilakukan sendiri serta data sekunder dari kemeterian atau lembaga

pemerintah lainnya.

Tahap Preprocessing Data

Pembersihan Data

Pembersihan data dilakukan dengan memeriksa adanya missing value (ni-
lai hilang) dalam dataset untuk memastikan kualitas data yang tinggi dan
menghindari gangguan pada proses pelatihan model.

Tranformasi Data

Setelah memastikan dataset terbebas dari missing value, dilakukan normal-
isasi menggunakan Min-Max Scaler untuk mengubah skala semua variabel
numerik ke dalam rentang [0,1]. Selanjutnya, dataset dibagi menjadi tiga
bagian menggunakan teknik Hold-Out, yaitu data latih (training data), data
validasi (validation data), dan data uji (testing data), di mana data latih di-
gunakan untuk membangun dan menyesuaikan parameter model, data vali-
dasi digunakan untuk mengevaluasi kinerja model selama proses pelatihan,
sedangkan data uji digunakan untuk mengevaluasi peforma akhir model
dalam memprediksi produksi kelapa sawit diluar data yang telah dikenali

sebelumnya.

Tahap Pemodelan

Arsitektur Model

Arsitektur model yang digunakan terdiri dari enam jenis, yaitu LSTM, Bi-
LSTM, Stacked LSTM, GRU, Bi-GRU, dan Stacked GRU. Model LSTM
dibangun dengan 120 unit neurons dan dropout 0.2 untuk mencegah overfit-
ting, lalu ditambah dengan lapisan Dense berisi satu neuron sebagai output
prediksi. Begitu juga pada arsitektur model berbasis GRU dibangun dengan

satu lapisan GRU berisi 120 unit neurons dan lapisan Dropout sebesar 0.2
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untuk mencegah overfitting, lalu diakhiri dengan lapisan Dense berisi satu
neuron sebagai output prediksi. Lalu untuk model Bidirectional LSTM dan
GRU dibangun dengan 2 hidden layers dengan masing-masing lapisan 120
unit neurons. Untuk model Stacked baik LSTM dan GRU dibangun dengan
dua lapisan yang masing-masing lapisan berisi 120 unit neurons.

Pelatihan Model

Proses pelatihan model dilakukan menggunakan data pelatihan dan validasi
dengan pengaturan epochs sebanyak 150 dan batch size sebesar 16 serta
loss function MSE. Hyperparameter ini memungkinkan model untuk belajar
pola data secara bertahap dalam 150 iterasi pembelajaran dengan pembaruan
bobot setiap 16 sampel. Selain itu, digunakan juga validation_data untuk
memantau kinerja model pada data yang tidak dilatih, sehingga membantu
mendeteksi overfitting. Proses pelatihan turut melibatkan callbacks, yang
biasanya digunakan untuk fungsi seperti early stopping atau penyimpanan

model terbaik selama pelatihan berlangsung.

3.5 Tahap Evaluasi & Analisis

.

0

[98)

DTWE]S] 2}B)Q

Metrik Evaluasi

Kinerja model diukur dengan MSE (Mean Squared Error Mean Squared
Error), RMSE (Root Mean Squared Error), MAE (Mean Absolute Error)
dan MAPE (Mean Absolute Percentage Error), untuk mengukur seberapa
jauh hasil prediksi model berbeda dengan nilai aktual.

Analisis Hasil

Analisis mendalam meliputi: (1) visualisasi prediksi vs aktual, (2) prediksi

pergerakan produksi kelapa sawit.

Tahap Dokumentasi

Tahap dokumentasi merupakan bagian akhir dari proses penelitian tugas

akhir yang bertujuan untuk mencatat secara sistematis seluruh rangkaian kegiatan

y%ng telah dilakukan, mulai dari tahap perencanaan, pengumpulan data, pengolahan

d?ita, hingga Implementasi model. Dokumentasi ini disusun dalam bentuk laporan

ifgiiah sebagai bentuk pertanggungjawaban akademik serta sebagai referensi untuk

pengembangan penelitian selanjutnya.

nery wisey] juedg uejng
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil evaluasi dan analisis yang telah dilakukan dalam peneli-

tian ini, beberapa kesimpulan dapat ditarik sebagai berikut.

3.

™

nely ejxsng NN 3!

Penerapan model deep learning dengan arsitektur LSTM dan GRU beserta
variannya dapat disimpulkan bahwa seluruh model mampu memprediksi
produksi kelapa sawit dengan tingkat akurasi yang baik. Arsitektur GRU
menunjukkan performa terbaik dibandingkan dengan model lain seperti
LSTM, Bi-LSTM, dan GRU dalam hal akurasi MAPE.

Hasil evaluasi menunjukkan bahwa model GRU memberikan akurasi
92,57% dan MAPE 7,34% pada dataset PTPN, serta 92,23% akurasi dan
7,77% MAPE pada dataset BPS, menunjukkan stabilitas dan kehandalan
model ini dalam menangani data produksi kelapa sawit dengan fluktuasi
musiman.

Hasil prediksi dari model GRU menunjukkan kesesuaian yang tinggi de-
ngan data produksi kelapa sawit aktual, meskipun ada perbedaan pada bebe-
rapa bulan. MAPE yang rendah dan selisih yang kecil menunjukkan bahwa
model ini dapat diandalkan untuk memprediksi produksi kelapa sawit di
masa depan.

5.2 Saran

o

-

Berdasarkan hasil penelitian ini, terdapat beberapa saran yang dapat diper-

&
tithbangkan untuk penelitian selanjutnya untuk memperoleh hasil yang lebih opti-

m:alz

-
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Disarankan agar proses analisis dan pembandingan dilakukan khusus meng-
gunakan data dari PTPN, misalnya dengan membandingkan tipe dataset
antar-kebun di lingkungan PTPN atau melakukan komparasi dengan data
PTPN se-Sumatera. Pendekatan ini membuat hasil perbandingan lebih kon-
sisten, karena sumber, standar pencatatan, dan karakteristik operasionalnya
relatif seragam.

Perbandingan sebaiknya dilakukan minimal pada dua dataset, namun pent-
ing untuk memastikan bahwa rentang periode waktunya identik (misalnya
sama-sama 2016-2023 atau sama-sama 2018-2023). Penyamaan rentang
waktu ini diperlukan agar hasil komparasi lebih adil, mengurangi bias

karena perbedaan kondisi musim, kebijakan, atau perubahan tren produksi
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pada tahun tertentu.

Dalam membangun model prediksi, jumlah batang perlu dijadikan variabel
acuan/indikator utama karena jumlah batang lebih merepresentasikan kapa-
sitas produksi kelapa sawit di lapangan. Artinya, model dapat diarahkan un-
tuk memprediksi keluaran berdasarkan perubahan jumlah batang (misalnya
sebagai fitur utama atau dasar normalisasi), sehingga hasil prediksi menjadi
lebih selaras dengan kondisi riil kebun, mengurangi bias akibat perbedaan
skala lahan, dan lebih relevan untuk evaluasi produktivitas.

Model GRU menunjukkan performa yang baik; oleh karena itu, penelitian
selanjutnya disarankan untuk menggunakan model GRU dengan variasi hy-

perparameter yang berbeda guna mencapai tingkat akurasi yang lebih tinggi.
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FACULTY OF SCIENCES AND TECHNOLOGY
JL. H.R Soebrantas KM.15 No. 155 Tuah Madani Kec. Tuah Madani- Pekanbaru 28298 PO Box. 1004
Fax (0761) 589 025Web: www uin-suska ac.id E-mail fasta@uin-suska ac i

} UNIVERSITAS ISLAM NEGERI SULTAN SYARIF KASIM RIAU

Nomor
Sifat
Hal

. B- 7663 / F.V/PP.009/11/2025
. Biasa
- Mohon Izin Penelitian dan Pengambilan Data

Pekanbaru, 10 November 2025

Tugas Akhir/Skripsi

Kepada Yth.
Pimpinan PT Perkebunan Nusantara [V Regional Il
JI. Rambutan No. 43 Pekanbaru — Riau 28294

Assalamualaikum Wr. Wb.

Dengan hormat, Sehubungan telah dimulainya mata kuliah Tugas Akhir
pada Fakultas Sains dan Teknologi UIN Suska Riau, kami bermaksud mengirimkan
mahasiswa:

Nama : Hanifatus Syahidah
NIM : 12250324302
Fakultas : Sains dan Teknologi
Program Studi’'Smt : Sistem Informasi/ 7
No. Hp/E-mail : 082287796585

untuk pengambilan data yang sangat dibutuhkan dalam Tugas akhir mahasiswa
tersebut yang berjudul “PREDIKS| PRODUKSI KELAPA SAWIT MENGGUNAKAN
PENDEKATAN DEEP LEARNING MULTI-ARSITEKTUR BERBASIS LONG
SHORT-TERM MEMORY DAN GATES RECURRENT UNIT”. Kami mohon kiranya
saudara berkenan memberikan izin dan fasilitas demi kelancaran Tugas Akhir
mahasiswa yang bersangkutan.

Demikian surat ini kami sampaikan, atas bantuan dan kerjasama Saudara
kami ucapkan terima kasih.

Wassalam
Dekan

Dr. Yuslenita Muda, M.Sc
NIP. 197701032007102001
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LAMPIRAN B
SURAT BALASAN PENERIMAAN PENELITIAN
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PTPN4
Nomor : [belum dikirim]

Lampiran : Ada
Hal ¢ Izin Penclitian dan Pengambilan Data Tugas Akhir/Skripsi an Hanifatus Syahidah

Pekanbaru, [belum dikirim]

Kepada Yth:
Dekan Fakultas Sains dan Teknologi UIN Suska Riau
di-

Tempat

Buepun-Buepun 1Bunpuliig edid ey

Menjawab Surat Saudara No B- 7663 / F.V/PP.009/11/2025 tanggal 10 November 2025 perihal Sural
tersebut di atas, dengan ini kami sampaikan sebagai berikut:
1. Pada prinsipnya Manajemen PTPN IV Regional 111 menyetujui Mahasiswa tersebut di bawah ini

untuk melakukan Izin Penclitian dan Pengambilan Data Tugas Akhir/Skripsi di PTPN 1V
Regional 111 sebagai berikut:

£ ei Fakultas/Program Tempat Pengambilan

Sy s Judul Penclitian Jangka Wakm
PREDIKSI  PRODUKSI KELAPA  SAWIT
MENGGUNAKAN PENDEKATAN DEEP

1 Hanifars Syahidah Sistem Informasi Bagiun Tanaman LEARNING MULTI-ARSITEKTUR BERBASIY 1 Bulan

LONG SHORT-TERM MEMORY DAN GATLS
RECURRENT UNIT

2. Mahasiswa tersebut agar melapor kepada Kepala Bagian Sumber Daya Manusia PTPN IV
Regional III sebelum dan sesudah melaksanakan Penelitian serta menjamin bahwa data yang
diperoleh hanya digunakan untuk kepentingan ilmiah pada Fakultas Sains dan Teknologi UIN
Suska Riau,.

3. Segala biaya yang timbul dan apabila terjadi kecelakaan pada saat melakukan Penelitian menjadi
tanggung jawab Mahasiswa yang bersangkutan. N o

4. Setelah melakukan Penelitian Mahasiswa yang bersangkutan wajib mengirimkan 1 (satu) set
laporan kepada PTPN 1V Regional I11.
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Demikian disampaikan dan terima kasih atas perhatian yang diberikan.

PTPN IV REGIONAL 111

Bagian SDM dan Sistem Manajemen
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Head Office :
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dung Agro Plaza Lantai 8 Regional ! 3 Pekanbaru
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LAMPIRAN C
BERITA ACARA WAWANCARA

BERITA ACARA WAWANCARA

Pada hari ini,

Telah dilaksanakan kegiatan wawancara dalam rangka penyusunan Tugas Akhir berjudul
“Prediksi Produksi Kelapa Sawit Menggunakan Pendekatan Deep Learning Multi-
Arsitcktur Berbasis Long Short-Term Memory dan Gated Recurrent Unit”, Wawancara ini
bertujuan untuk memperoleh informasi dan validasi data mengenai produksi kelapa sawit.

I. Identitas Mahasiswa/Peneliti

Nama : Hanifatus Syahidah

NIM 112250324302

Program Studi : Sistem Informasi

Fakultas : Sains dan Teknologi

Universitas : Universitas Islam Negeri Sultan Syarif Kasim Riau

11. Identitas Narasumber

Nama : Aamad A-fdnda ‘Hﬂr‘lllm.P

Jabatan/Posisi s Asitten Rerencuvomia Pdyus Klapa Sawit
Hari/Tanggal Senw [ (Y \Desemey  20°%

Waktu (130 - y2-us W

\
Lokasi Wawancara : PT. Vetgelounon Nwantafa 1N 2egion W

Demikian berita acara ini dibuat sebagai bukti pelaksanaan wawancara. Informasi yang
diperoleh akan digunakan sebagai data pendukung dalam penyusunan Tugas Akhir dan dijaga
kerahasiaannya sesuai etika penelitian.

Mengetahui,
Pckanbaru, 15 Desember 2025
Peneliti Narasumber

—

Hanifatus Syahidah (
12250324302
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Gambar C.1. Berita Acara Wawancara
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LAMPIRAN D
- TRANSKIP WAWANCARA
o
I-gri/Tanggal : Senin, 15 Desember 2025
Waktu 11.30 - 12.45 WIB
Lﬁékasi PT. Perkebunan Nusantara IV Regional III
Narasumber : Ahmad Afandy Harahap, S.P
J @atan Asisten Perencanaan Produksi Kelapa Sawit
=
E’ Tabel D.1. Transkrip Wawancara
%ode Pernyataan
AH  Bagaimana alur proses produksi kelapa sawit mulai dari panen sampai perhi-
ﬂc‘\ tungan total produksi bulanan?
N Sebelum masuk ke proses panen, kami ada proses perencanaan produksi.

AJISISATU) JTWIB[S] 2}E)S

Nah, perencanaan produksi itu namanya RKAP Produksi (Rencana Kerja
Anggaran Perusahaan) itu dibuat diawal semester 2, tahun sebelumnya. Mis-
alnya di tahun 2026, kita sudah mulai menghitung itu di Juli 2025, 6 bulan
sebelumnya, kita ambil pendekatan untuk menentukan produksi di tahun de-
pan dari tren mana yang paling mendekati tapi ada 2 faktor, tren realisasi pro-
duksi sama tren curah hujan, faktor pupuk, dan semua faktor-faktor koreksi
produksi kemudian kita ambil yang paling mendekati, yang tahun ini berjalan,
berarti semester 1 sudah terealisasi. Semester 2 kita ada namanya perhitungan
bunga buah, atau last estimate atau estimasi terakhir, dijumlahkan, dicer-
minkan di tahun depan, itu yang pertama. Muncul angka produksinya, baru
kita sebar per bulan disesuaikan dengan kebutuhan tenaga, alat panen, angku-
tan, anggarannya, biayanya, dll. Kemudia masuk ke proses panen, dalam
proses panen itu nanti ada namanya istilahnya perhitungan kerapatan buah
sehingga kita tau nih produksi hari ini berapa yang matang nah itu nanti ter-
tuang dalam SOP dan IKA panen, kemudian direncanakan kebutuhan tenaga

berapa, angkutannya berapa, tujuannya mana, itulah proses panen.
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Tabel D.1 Transkrip Wawancara

e
(=7
)
~
e
=]
<
)
=
)
&
=

Setelah dipanen, buah itu masuk ke TPH (Tempat Pemungutan Hasil), pe-
manen ini melapor ke mandor dari mandor didapatlah angka, dia buat dalam
administrasi nanti ada nama PB24A, PB24B, hitungan KCS nanti dimasukkan
dalam digital farming, jadi sistem panen kita adalah sistem digitalisasi, pela-
poran administrasinya langsung dari kebun, langsung dari hp si mandor panen
sama hp si KCS. KCS ini peran di Krani Cek Sawit yang hitung buah di TPH.
Dia input angkanya berapa, yang diinput itu nanti ada nama pemanen, blok
dia panen, jumlah janjang, jumlah berondolan, hari panen, status karyawan-
nya apa, absensinya, nanti tertuang disitu. Setelah dia kunci, dia bisa kirim
langsung ke web, dari web nanti masuk ada namanya digital farming.

an)

Izin Pak, itu dilakukan perhari?

nNely eYsnNsS NN A!jlw e1dio yey

z

Perhari, setiap hari dilakukan. Sebelumnya dilakukan manual, cuman potensi
kadang-kadang orang salah blok, kemudian banyaklah potensi-potensinya.
Kemudian setelah itu kita integrasikan ke SAP. Jadi sistem bank data kita itu
semua di SAP. Masuk di SAP nanti diolah. Setelah itu nanti dikirim ke pabrik,
hasilnya diolah, keluar hasil timbangan langsung dihitung preminya hari itu
juga berapa, premi itu pendapatan si pemanen lebih dari basis borongnya.
Jadi, setiap pemanen itu punya basis borong atau basis tugas. Misalnya nih,
Hanifah manen di topografi berapa, ada basisnya berapa, lebih dari basis, ada
pengitungan tarifnya berapa. Nanti itu yang direkap secara bulanan, jadi sete-
lah itu nanti ada laporan manajemen, itu yang dapat bulanan, itu yang nanti
kita rekap. Jadi itu lalurnya panjang sih, sampai nanti kepenjualan dan lain-
lain tapi yang konsisten di operasional sampai disitulah, sampai di laporan

manajemen bulanan.

s

Berarti diakhir masuknya di SAP ya Pak?

-

Z

Iya, sebenarnya di SAP itu per hari itu masuk. Jadi nanti di dalam itu ada
dua yang kita masukkan, ada BKM (Buku Kerja Mandor), disinilah absensi,
diamanin berapa, tandannya berapa. Ada SPBS, nah BKM dan SPBS ini yang
dilagang. SPBS ini yang di input sama Krani Cek Sawit tadi, BKM ini yang
di input sama mandor, jadi disitulah nanti dapat berapa proporsi kilogramnya

sampai dengan rupiah yang didapatnya.

T

Berarti ada dua ya Pak?

Z

Iya, Panjang sih prosesnya, tapi itulah flowchart singkatnya.

nery wisey jureg pejng jo AJIsIaAtup) [d1Ie[s] 2je3S
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Tabel D.1 Transkrip Wawancara

gode Pernyataan

il I
wH

Lanjut ke pertanyaan keduannya, berarti siapa yang bertanggung jawab

melakukan pencatatan produksi di lapangan?

Z

Mandor sama KCS, tapi penanggung jawab utamanya tetap asisten, disini na-
manya asisten afdeling, itu yang dilapangan, jadi 1 afdeling itu punya satu
asisten, dial ah penanggung jawab utamanya. Ada tingkatannya, tapi yang
menanggung jawabin afdeling itu termasuk laporan, jadi di akhir, BKM dan

SPBS itu tetap si asisten afdeling yang menanggu jawabnya.

an)

Pertanyaan ketiganya, bagaimana proses verifikasi atau pengecekan ulang

data sebelum disimpan atau dilaporkan?

Z

neiry exsns NIiN dilw ejdio y

Per hari kita cek, kita verifikasi. Jadi nanti ada dashboard digital farming itu,
pengawasannya bertingkat, berjenjang. Asisten afdeling bisa ngeliat juga be-
rapa tandan yang dikirim, berapa kilogram berondolan, berapa hasil timbang,
itu ada. Kemudian nanti berjenjang juga ke ASKEP, ke manajer untuk unit
kebun. Dari distrik juga ada pengawasannya sampai ke kami, nanti kami ada
di bagian produksi ngecek juga, saya buat laporan hariannya, kilogramnya
berapa, berondolannya berapa, tandannya berapa sampai ke hk semua, kemu-

dian kita evaluasi dari administrasi juga ada. Jadi pengawasannya berjenjang.

Pertanyaan keempat, jenis data apa saja yang dicatat dalam proses pro-

duksinya?

-

Yang utama sih Tanda Buah Segar (TBS), tandannya berapa, bloknya dimana,
luas panen, luas blok juga, umur tanaman juga termasuk itu ada termasuk di
nama blok. Jadi nama blok, ada namanya masterfil, amsterfil ini kayak pro-
fil blok lah, misalnya blok Hanifah, kapan Hanifah ditanam, luasnya berapa,
topografinya termasuk datar, berbukit atau apa, varietasnya apa kalau kita di
varietas berarti sukunya. Misalnya varietas ini ada PPKS, ada Asia Nagria,
jadi ada jenisnya, kayak di manusia ada jenisnya ada keturunan Indonesia, ada
Portugis dll, jadi tau nih trennya. Di masterfil itu udah terangkum semua, be-
gitu kita sebut blok A, di sistem SAP udah ada masterfil itu, keturunan siapa,
dia tahun tanamnya berapa, kapan ditanam, luasnya berapa, jumlah pokoknya
berapa, begitu kita inputkan tandan, nanti dia langsung nge-link, jadi lang-
sung ngebagi, dapat BTR nya, dapat hektar cover, siapa yang manggil, disitu

udah nge-link lah semua.

ney wise)] jueAg pejng jo AJIsIaAtun) JIWE[S] 2}E}S
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Tabel D.1 Transkrip Wawancara

e
(=7
(¢

Pernyataan

sl

Kelima, bagaimana metode pencatatannya? Apakah menggunakan sistem

digital, manual, atau kombinasi keduanya?

Z

Kombinasi, udah hampir 85% lah kita bilang digital, verifikasi pun kita udah
digital, paling sekitar 15% lagi masih ada yang pake manual.

s

Pertanyaan keenam, apa saja kendala yang umum terjadi dalam proses pen-

catatan atau pemrosesan data produksi?

neiry ejxsns Nin i eydio ey
Z,

Di digital sih banyak, sinyal. Kita kan site area, luasan kita kan hampir 80
ribu hektar itu ga semuanya ada sinyal. Kemudian di gadget, di user lah yang
dominankan mandor, kcs itu kan rata-rata usianya udah bukan milenial lah
kita bilangnya. Jadi, waktu pas proses Kkita transisi ke digital, disitu sulitnya
ngajarinnya lagi, apa ini, fungsinya apa, jadi kita coba nyesuaikan di aplikasi
itu semudah mungkin, kayak mana lah nyamannya, jadi banyak improvisasi

lah di aplikasinya.

Berarti kendala seperti untuk di hasil produksinya tidak ada ya Pak?

Ada juga kendala, kadang-kadang gini, usernya salah masukkan blog, se-
hingga begitu angkanya ga sinkron, evaluator mulai dari tingkat afdeling
sampe tingkat regional nemukan nih kok error ya? Kok ga klop ya? bias,
ternyata salah masukkan blog, salah melebihi inputan luasan dan lain hal
akhirnya kita evaluasi sehingga itulah mungkin kendala-kendalanya, kadang-
kadang sinyal juga, kadang-kadang petir, kesambar petir pabriknya, ngga
ada tower jadi inputan SOP nya terlambat, h+1, kadang-kadang h+2 itu sih

kendalanya.

an

Pertanyaan ketujuhnya sejak tahun berapa data produksi tersedia secara

lengkap?

-

Z

Sebenarnya dari 2001 ada lengkap cuman mungkin karena perbedaan for-
mat, kemudian saya cek di data SOP mungkin di 2015 ke atas adanya.
Walaupun mungkin kadang-kadang kualitasnya belum terlalu akurat karena
masih proses transisi tapi kalau di drive komputer lama itu dari tahun 2000-
an ada, datanya ada namun mungkin kadang formatnya ga lengkap atau apa

sehingga harus disusun ulang, cleansing data kan agak apa.

Yang lengkapnya berarti dari tahun berapa adanya Pak?

Z| T

Kalau yang saya punya sekarang 2014 ada, itu udah di cleansing 93% udah

oke.
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Tabel D.1 Transkrip Wawancara

gode Pernyataan

il I
wH

Apakah data tersebut tersedia dalam format harian, bulanan, atau tahunan?

Z

Bulanan, yang sudah di cleansing bulanan.

Seberapa sering data direkap atau diperbarui?

Setiap hari

T | Z| T~

Bagaimana konsistensi dan kelengkapan data historis produksi yang dimiliki?

Z

Nely e}snsS NIN A 1w epdifo

Sebenarnya konsisten sih, maksudnya kan kita evaluasi harian, kadang-
kadang pun sudah 1 bulan itu kita nyocokkan lagi jadi kayak ada koordinasi
antar bagian. Paling banyak kita ke tekpol sama ke keuangan. Jadi nyocokkan
kan kita ada penjualan nih, CPO berapa, rendemennya berapa, jadi pasti kita
perminggu itu pasti ada konsolidasi sama koordinasi dengan bagian lain un-
tuk mengklopkan angka karena nanti begitu tutup buku, ga repot, jadi angka

itu udah sesuai.

s

Apakah pernah terjadi kehilangan data atau missing record? Jika iya,

bagaimana penanganannya?

z

Pasti pernah, paling sering terjadi karena kita ada titip olah di PKS swasta, ada
beberapa kebun yang ga sanggup masuk ke pabrik kita teralalu jauh jaraknya,
jadi kita titip olah ke PKS swasta. Kadang-kadang terjadi data yang hilang
lah, missing record namun ga terlalu repot karena udah pencatatannya digital,
sudah terdata, karena banyak tingkatannya, evaluasinya perjenjangnya juga
banyak sehingga missing record nya itu pasti gampang nemu, kalau misalnya

ada yang ga sesuai, clearing nya ga terlalu lama.

s

Masuk ke faktor yang mempengaruhi produksinya, menurut Bapak, faktor

utama apa yang menyebabkan produksi kelapa sawit naik dan turun?

z

Iklim, curah hujan itu paling dominan, pupuk sama operasional kebun.
Kadang-kadang gini, produksi ada tenaga ga ada, bermasalah, produksi ada
angkutannya bermasalah, bermasalah juga, kalau secara kultur teknis itu di
pupuk, faktor lingkungan itu di curah hujan dan iklim, faktor operasional itu
yang tadi kalau tiga-tiga itu komplit, aman Insyaallah.

-

an

Lanjut ya Pak ke pertanyaan ketigabelas nya, apakah terdapat pola musiman
produksi? Jika iya, pada bulan apa produksi biasanya berada di titik tertinggi

dan terendah?

nery wisey] jiuIeAg uejng jo AJIsIaAtup) d1we|s| ajejs
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Tabel D.1 Transkrip Wawancara

gode Pernyataan

il I
w N

Bervariasi, namun itu biasanya di Agustus sampai di November itu tinggi, itu
berkolerasi langsung sama curah hujan. Nah, biasa puncak curah hujan itu
disitulah puncak produksi yang tinggi. Jadi dia intervalnya ada 1-2 bulan, nah
misalnya di bulan ini tinggi, sebulan ke depan itu pasti produksinya tinggi atau
kadang-kadang dia berbarengan, tapi yang paling puncak itu kita biasanya 5
tahun belakang ya di Agustus sampai di November. Kadang di Agustus nya
kadang di Septembernya, nah itu yang kalau berpengaruh karena iklim. Ada
juga pengaruh libur, ada, itu biasanya libur lebaran. Pasca libur lebaran pasti
buahnya tinggi, kenapa? karena rotasinya tinggi, waktu pas libur lebaran itu
kan 3-1 minggu itu kan tenaga kerja itu banyak yang cuti, sehingga pasca libur

lebaran produksi meningkat, 2 itu aja cuma faktornya.

mely exysns NN A!tw ejdio y

Kalau bulan terendah biasanya di bulan apa Pak?

Z| =

Bulan terendah itu biasa kita di Februari, karena hari kerjanya rendah. Febru-
ari itu kan hari kerja cuma kadang-kadang 18, 20 hari, 21 hari, umumnya kita
25 hari, karena hari kerja yang rendah sehingga produksinya rendah di bulan

Februari.

an

Berarti tidak ada faktor di luar iklim atau yang lain ya Pak?

Z

Kalau di iklim ada juga produksi rendah, begitu musim kering pasti produksi

rendah.

an

Itu biasanya di bulan apa Pak?

Z

April, Maret. Karena kan kita tetap acuan perkebunan itu manen buah matang,
walaupun buahnya ada di pokok tapi tidak matang, tidak bisa dipanen.

-

llue[sl B1e)S

s

Lanjut bagaimana pengaruh perubahan iklim, seperti musim hujan, musim

kemarau, atau fenomena seperti El Nifio/LLa Nifia terhadap produksi sawit?

Z

El Nifio itu pengaruh sih, 2016 tapi waktu saya di swasta ya, itu produksinya
hampir 15-20% di bawah anggaran, di bawah yang sudah dianggarkan. Jadi
orang yang menganggarkan itu sudah berdasarkan tren, mungkin dulu pakai
machine learning apa lah misalnya gitu, SPSS atau lainnya. Biasa pakai R
sih, orang di situ pakai R, begitu terjadi El Nifio,musim kering yang sangat
panjang, tegas terjadi defisit air, produksi juga terganggu. Karena dia penyer-
bukan terganggu, produksi terganggu, BTR-nya turun, pasti produksinya tu-

run.

an

Berarti sangat berpengaruh ya Pak?

nery wisey jureldg uejng jo Ajrsiaatup) or
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Tabel D.1 Transkrip Wawancara

gode Pernyataan
51{ N  Sangat, 2016 sih, tapi waktu saya di swasta. Di sini di 2018 kayaknya ada
Z juga, 2018-2019 itu ada juga efek El Nifo tapi yang paling tinggi itu 2016
©H  Bagaimana pengaruh umur tanaman pada hasil produksi?
YN Sangat, sangat berpengaruh. Jadi level optimum dari sawit itu dia dari mulai
i remaja, di remaja lah titik puncak produksinya, remaja ke dewasa.
=H Itu sudah bisa dipanen ya Pak?
S Bukan, bukan bisa dipanen, tapi titik puncak produksinya, jadi dia kayak
i kurva point, dia naik tajam baru turun landau, nah begitu sampai level de-
= wasa, dia nanti sampai level tua itu turun pelahan, ga bisa terus muncak, nah
] itu memang yang rata-rata dominan.
wH  Itu biasanya dalam rentang waktu berapa lama Pak?
2N  Puncaknya?

H Iya

N 6 tahun kayaknya, eh 6-8 lah kita bilang. Biasanya pokok tanaman sawit.

H  Biasanya pokok tanaman sawit itu berapa lama Pak?

N 1 siklus 25 tahun.

H  Berarti di titik puncak biasanya di 6 tahun ya Pak?

N  Enggak, maksudnya rentang puncak itu 6-8 tapi dia biasanya ya kurang lebih

gitulah, dia di TM, di TM 8 itu sampai TM 14 itulah puncak-puncaknya, jadi
dia naik tajam, baru turun landai, rata-rata seperti itu, mau semua varietas pun

gitu juga

an

Apakah faktor pemupukan, pemeliharaan, atau jumlah tenaga kerja memiliki
pengaruh signifikan?

Sangat, sangat berpengaruh

Apakah hama atau penyakit tanaman sering mempengaruhi produksi?

Sangat berpengaruh

Contohnya seperti apa Pak?

Ajisfaafup) d>1uefsy 2je)s

Z|T|Z| | Z

Ya kalau ada serangan hama, untuk pulih itu minimal 2 tahun, apalagi kalau
udah sampai serangan berat ya, contoh kayak pernah kejadian di kebun kami
itu serangan ulat kantong, jadi daunnya habis tu, efek pemulihannya tuh butuh
waktu 2 tahun, itu udah paling cepet, kalau serangan berat, serangan sedang

aja mungkin setahun, setahun setengah itu baru pemulihan.
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Tabel D.1 Transkrip Wawancara

gode Pernyataan

il I
wH

Bagaimana biasanya penaganannya Pak untuk serangan hama?

Z

nely e)xsns NN Yilw ejdio y

Pertama sih pengendalian, jadi begitu terjadi serangan hama, di level ringan
kita akan ada early warning system, EWS, begitu di deteksi ada hama, di
atas ambang batas, kita lakukan pengendalian, mau itu pengendalian sifat-
nya pengutipan atau kimiawi, ataupun penyemprotan kimiawi dan lain-lain
hal, trauma injection, itu pasti untuk membatasi peningkatan level maksudnya
dari yang ringan jangan sampe ke sedang ataupun ke berat. Kalau pun sudah
kejadian terjadi serangan hama ke level berat, yang pertama kita kendalikan
dulu hamanya, begitu masuk masa pemulihan, biasanya kita kasih bubuk ek-
stra mau itu organik ataupun anorganik, kemudian untuk antisipasinya lain-
nya kita lakukan perlindungan hama terpadu, budidaya musuh alami, buat
tanaman beneficial plant, tanaman-tanaman yang bisa jadi inangnya predator
untuk pengendalian dari level pengendalian biologi lah jadi kita buat musuh-

musuh dari hama itu apa saja, itu yang penting.

Apa saja kendala utama yang sering mempengaruhi stabilitas produksi di

afdeling/kebun ini?

Balik lagi sih, masuk di yang tadi, iklim, tenaga kerja, hari kerja sih dan

bencana alam.

Kendala apa yang paling sulit diprediksi sebelumnya Pak?

Yang paling sulit iklim, dia pengaruhnya sangat tinggi dan sangat sulit untuk
diprediksi. Karena kan kita cuma baca pola, kadang-kadang BMKG pun salah
prediksi, kan? Kita cuma baca histori, trendnya seperti apa, sama pergeseran.
Kita udah join juga sih sebenarnya sama BMKG tapi memang itu yang paling
sulit diprediksi.

am

Masuk ke validasi dan perbandingan data, apakah perusahaan mengetahui
data statistik produksi kelapa sawit yang diterbitkan oleh BPS Provinsi Riau?

z

Tahu, karena kami nginput juga, dia minta juga. Ya, kami nginput juga tiap

bulan

-

s

Berarti data BPS itu termasuk data dari perusahaan PTPN juga ya Pak?

Iya, dari kami juga, karena kalau engga kami ngisi, ya kami kena sanksi juga

s

Menurut Bapak, apakah data BPS tersebut menggambarkan kondisi riil pro-
duksi di lapangan?

Z

Sangat, karena sama datanya dan dia lebih lengkap dari berbagai perusahaan.

nery wisey] JugAg uejng jo AJIsiaAun dJ1e[s] 2)€3S
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Tabel D.1 Transkrip Wawancara

Pernyataan

Jika terdapat perbedaan antara data internal perusahaan dan data BPS, menu-

rut Bapak penyebabnya apa?

Belum pernah kejadian sih, karena sumber data mereka ya dari kami juga.

Berarti tidak ada terjadi perbedaan data ya Pak Menurut Bapak, apakah data
BPS layak digunakan sebagai referensi pembanding dalam penelitian prediksi
produki?

Z

Sangat layak

s

Lanjut ke relevansi, pandangan dan masukkan pakar, apakah perusahaan
pernah melakukan prediksi produksi sebelumnya? Jika iya, menggunakan

metode apa?

Z

NEely EYISNS NIMN AW

Setiap tahun pasti, kita tetap belajar, kami tetap belajar juga, jadi kami bi-
asanya pakai pola baca standar pervarietas, kita lihat growth-nya berapa, per-
pindahan per tahun tanam berapa, kita juga lihat tren 5 tahun, 3 tahun, 2
tahun yang paling mendekati. Kami masih belajar lagi, ini kami belajar pakai
R-statistik. Ini masih belajar sama ada dosen dari politik Kampar kemudian
kemarin kami juga belajar sama anak statistik UNRI pakai metode Arima.
Kemarin kami juga ada diskusi juga sama PPKS, mereka pakai Python juga,
cuma belum dapat hasilnya.

am

Bagaimana akurasi prediksi produksi yang selama ini dilakukan secara man-

ual atau sistem?

Z

Kami batas toleransi perusahaan plus minus 5%, secara total gak sampai 5%
terkadang juga dapat. Paling kadang begitu ada anomali cuaca, faktor ko-
resinya jauh.

Tidak sesuai ya Pak?

Aj1siaArup) >1jue|s| 2je)s
z| =

Iya, galatnya jauh, faktor koresinya jauh, deviasinya jauh. Kalau untuk skala
kebun ada juga yang jauh sih, kayak tahun ini ada 2 kebun tuh yang jauh dari
20 sih. Dari 20 kebun tuh ada 2 kebun yang deviasinya agak lumayan jauh
tapi secara total kita tahun ini aja masih deviasinya 2,8%, tidak sesuai dengan

angka prediksi.

s

Menurut Bapak, bagaimana pendapat tentang penggunaan teknologi seperti
Artificial Intelligence, khususnya model deep learning seperti LSTM dan
GRU untuk memprediksi produksi?
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Tabel D.1 Transkrip Wawancara

gode Pernyataan
5"1{ N  Sangat bermanfaat, karena saya kalau script bingung, ya terpaksa harus pakai
: chat gpt atau gemini untuk tau scriptnya yang mana, kan bahasa pemprogra-
© man ya Hanifah paham sendiri kan?
“H  IyaPak
iN Susah, salah koma, salah spasi, salah huruf kecil, huruf besar, error.
=H Menurut Bapak, apakah penelitian ini berpotensi dalam membantu opera-
& sional perusahaan/kebun? Jika ya, mengapa?
;N Sangat, makanya nanti saya minta hasilnya sama Hanifah, saya minta python
£ nya sama hasilnya.
o H  Masuk ke harapan dan rekomendasi, apakah ada saran tambahan terkait
0 penelitian saya agar hasilnya lebih bermanfaat bagi perusahaan?
ﬂc-‘ N  Sarannya nanti paling ya di point, nanti kan kita udah dapat hasilnya, nanti
setelah kita cek, kan metodenya beda nih, Hanifah kan cuma ambil hasil akhir,
lihat pola bulanan beberapa tahun ke belakang, dimasukkan datanya tanpa ada
faktor koreksi. Mungkin nanti disitu kita diskusinya, nanti kan saya punya
data nih, oh rupanya Hanifah mungkin trend tahun ini dia agak turun karena
faktor ini, faktor ini gitu. Itu koordinasi sih.
H  Berarti tidak dimasukkan ke Hanifah dulu ya Pak?
N  Nggausah
H  Apabila suatu saat saya membutuhkan klarifikasi tambahan, apakah saya

boleh menghubungi Bapak kembali?

Z

Ya boleh dong, karena pun saya butuh Hanifah juga, butuh hasilnya juga.
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