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ABSTRAK

Data transaksi penjualan obat di apotek menyimpan informasi mengenai pola pembelian pelang-
gan, namun pada praktiknya masih digunakan sebatas catatan operasional sehingga keterkaitan
pembelian antarobat tidak terlihat secara jelas. Penelitian ini bertujuan menerapkan algoritma
Apriori dan FP-Growth untuk menemukan pola pembelian obat serta menghasilkan aturan asosiasi
yang menggambarkan pola tersebut pada data transaksi Apotek Gadi Lamba Condet. Data yang
digunakan berasal dari transaksi penjualan obat periode 1 Januari 2025 sampai 30 Juni 2025
yang diperoleh langsung dari sistem pencatatan apotek. Data mentah kemudian melalui tahap
preprocessing yang meliputi pembersihan produk non-obat, standardisasi penulisan nama obat, dan
transformasi struktur data menjadi format transaksi, sehingga diperoleh 7.038 transaksi dengan
1.495 item obat yang siap dianalisis. Analisis pola pembelian dilakukan menggunakan algoritma
Apriori dan FP-Growth dengan parameter minimum support sebesar 0,01 dan minimum confidence
sebesar 0,17. Hasil penelitian menunjukkan bahwa kedua algoritma menghasilkan sepuluh aturan
asosiasi yang identik dengan nilai support, confidence, dan lift yang sama, serta seluruh aturan
memiliki nilai lift lebih besar dari satu. Paracetamol 500 MG muncul sebagai obat yang paling
sering terlibat dalam berbagai aturan asosiasi. Hasil penelitian ini menunjukkan bahwa data
transaksi penjualan obat dapat diolah untuk menghasilkan informasi pola pembelian obat yang
bermakna dan objektif.
Kata Kunci: Apriori, association rule, data mining, FP-Growth, pola pembelian obat.
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ABSTRACT

Pharmacy transaction data contain valuable information about customer purchasing patterns; how-
ever, in practice, such data are often used only as operational records, making relationships between
purchased drugs difficult to identify. This study aims to apply the Apriori and FP-Growth algorithms
to discover drug purchasing patterns and to generate association rules that describe these patterns
using transaction data from Apotek Gadi Lamba Condet. The data used consist of drug sales trans-
actions from January 1 to June 30, 2025, obtained directly from the pharmacy’s internal recording
system. The raw data then underwent preprocessing stages, including the removal of non-drug prod-
ucts, standardization of drug name writing, and transformation of the data structure into transaction
format, resulting in 7,038 transactions with 1,495 drug items ready for analysis. Purchasing pattern
analysis was conducted using the Apriori and FP-Growth algorithms with a minimum support of
0.01 and a minimum confidence of 0.17. The results show that both algorithms generated ten identi-
cal association rules with the same support, confidence, and lift values, and all rules have lift values
greater than one. Paracetamol 500 MG emerged as the drug most frequently involved in the asso-
ciation rules. These findings indicate that pharmacy transaction data can be processed to produce
meaningful and objective information about drug purchasing patterns.
Keywords: Apriori, association rule, data mining, drug purchasing patterns, FP-Growth.
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Apotek merupakan salah satu fasilitas pelayanan kesehatan yang berperan

penting dalam menyediakan obat-obatan bagi masyarakat. Setiap hari, apotek
mencatat sejumlah besar transaksi pembelian obat yang sebenarnya menyimpan
informasi berharga tentang pola pembelian. Namun, sebagian besar apotek, ter-
masuk Apotek Gadi Lamba Condet di Jakarta Timur, belum memanfaatkan data
transaksi tersebut secara optimal. Selama ini, data penjualan lebih banyak digu-
nakan sebagai catatan administratif, bukan sebagai sumber informasi untuk mema-
hami pola pembelian yang muncul di balik transaksi. Akibatnya, apotek tidak
memiliki pemahaman yang memadai mengenai keterkaitan antarobat yang sering
dibeli bersamaan serta tidak mampu mengenali pola frekuensi pembelian obat se-
cara struktural (Bahari dan Kurniawan, 2024).

Pendekatan pencatatan transaksi yang masih bersifat manual dan reaktif
menimbulkan beberapa konsekuensi operasional. Pola keterulangan obat yang pent-
ing sering tidak terdeteksi, dan transaksi yang menyimpang sulit dikenali karena
tidak ada pola dasar sebagai pembanding. Selain itu, data transaksi bulanan maupun
tahunan hanya disimpan sebagai arsip tanpa dilakukan analisis lebih lanjut, se-
hingga potensi informasi di dalamnya tidak termanfaatkan. Situasi ini menegaskan
perlunya penerapan analisis berbasis data yang dapat membaca relasi antarproduk
dalam satu transaksi secara objektif dan terukur (Fernanda, Widodo, dan Leman-
tara, 2023).

Dalam konteks tersebut, data mining menawarkan pendekatan yang efek-
tif untuk mengubah data transaksi menjadi informasi yang terstruktur. Teknik ini
mampu mengekstraksi pola tersembunyi yang tidak dapat diidentifikasi melalui
pengamatan manual. Salah satu metode yang relevan untuk konteks transaksi
apotek adalah association rule mining, yang digunakan untuk menemukan hubun-
gan antarproduk yang sering muncul bersama. Dengan penerapan metode ini,
apotek dapat memahami pola pembelian obat secara menyeluruh, sehingga data
transaksi yang sebelumnya pasif dapat dimanfaatkan untuk mendukung analisis
berbasis bukti (Harahap, Perangin-Angin, Kumar, dan Parsaoran, 2022).

Dua algoritma yang banyak digunakan dalam penerapan association rule
mining adalah Apriori dan FP-Growth. Algoritma Apriori bekerja dengan
menghasilkan kombinasi itemset dari data transaksi yang sering muncul secara
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bersamaan, sedangkan FP-Growth menggunakan struktur FP-Tree untuk mene-
mukan pola tanpa membentuk kandidat itemset baru. FP-Growth terbukti lebih
efisien karena hanya membutuhkan dua kali pemindaian data dan dapat mengu-
rangi waktu pemrosesan secara signifikan (Lawal dan Matthew, 2024). Meskipun
demikian, algoritma Apriori tetap banyak digunakan karena kesederhanaannya dan
kemampuannya beradaptasi dengan dataset kecil (Mohanty, Tripathy, dan Cham-
pati, 2023).

Kualitas hasil yang dihasilkan kedua algoritma tersebut sangat bergantung
pada pengaturan nilai minimum support dan confidence. Parameter yang tidak
sesuai dapat menghasilkan aturan asosiasi yang tidak relevan dan mengurangi valid-
itas analisis (Dwiputra, Widodo, Akbar, dan Firmansyah, 2023). Selain itu, ukuran
dataset juga memengaruhi performa algoritma. FP-Growth memiliki keunggulan
dalam kecepatan pada dataset besar, sedangkan Apriori lebih efisien dalam peng-
gunaan memori pada dataset berukuran kecil (Syahrir dan Mardedi, 2023).

Beberapa penelitian terdahulu menunjukkan bahwa kombinasi kedua al-
goritma ini dapat memberikan hasil yang lebih komprehensif. Pabendon dan
Purnomo (2023) membuktikan bahwa penggabungan algoritma Apriori dan FP-
Growth menghasilkan aturan asosiasi yang lebih luas dan efisien dibandingkan
penggunaan tunggal (Pabendon dan Purnomo, 2023). Idris et al. (2022) juga
menunjukkan bahwa varian Apriori-TID memiliki efisiensi memori yang lebih
baik tanpa mengurangi akurasi hasil, meskipun FP-Growth tetap unggul dalam ke-
cepatan pemrosesan (Idris dkk., 2022).

Penerapan analisis asosiasi pada sektor farmasi memiliki karakteristik yang
berbeda dibandingkan dengan sektor ritel karena kompleksitas data transaksi obat
yang melibatkan berbagai kategori, dosis, dan frekuensi pembelian. Oleh sebab
itu, penelitian dengan pendekatan gabungan Apriori dan FP-Growth di lingkungan
apotek menjadi penting untuk dilakukan. Minimnya penerapan metode ini pada data
farmasi di Indonesia menunjukkan adanya celah penelitian yang perlu diisi untuk
mengoptimalkan pemanfaatan data transaksi obat (Misra, 2024).

Berdasarkan kondisi tersebut, penelitian ini dilakukan untuk menerapkan al-
goritma Apriori dan FP-Growth dalam menganalisis pola pembelian obat di Apotek
Gadi Lamba Condet. Tujuannya adalah menghasilkan pola keterkaitan antarobat
yang muncul dalam satu transaksi sehingga dapat menggambarkan struktur pembe-
lian obat secara objektif. Hasil penelitian diharapkan memberikan kontribusi teori-
tis dalam pengembangan analisis asosiasi di bidang farmasi dan manfaat praktis
berupa optimalisasi pemanfaatan data transaksi yang selama ini belum digunakan
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secara maksimal.

1.2 Perumusan Masalah
Berdasarkan uraian pada latar belakang, rumusan masalah penelitian ini

adalah bagaimana algoritma Apriori dan FP-Growth dapat diterapkan untuk men-
emukan pola pembelian obat pada data transaksi penjualan obat di Apotek Gadi
Lamba Condet.

1.3 Batasan Masalah
Agar penelitian ini tetap terarah dan tidak melebar dari fokus utama, maka

akan diberikan batasan-batasan dalam penelitian ini seperti berikut:
1. Penelitian dilakukan pada Apotek Gadi Lamba Condet sebagai studi kasus

tunggal.
2. Data yang dianalisis berasal dari transaksi penjualan obat pada periode 1

Januari 2025 sampai 30 Juni 2025.
3. Algoritma yang digunakan terbatas pada Apriori dan FP-Growth.
4. Analisis difokuskan pada penerapan algoritma untuk menemukan pola pem-

belian obat.
5. Produk non-obat (alat kesehatan, kosmetik, dan suplemen) dikecualikan.
6. Analisis hanya menggunakan atribut ID Transaksi dan Nama Obat.
7. Faktor eksternal seperti regulasi, tren pasar, dan preferensi konsumen tidak

dianalisis dalam penelitian ini.
8. Output penelitian adalah daftar berupa pola pembelian obat dan aturan

asosiasi yang memenuhi batas minimum support dan confidence.

1.4 Tujuan Penelitian
Adapun tujuan penelitian yang ingin dicapai adalah sebagai berikut:

1. Menerapkan algoritma Apriori dan FP-Growth untuk menemukan pola
pembelian obat pada data transaksi apotek.

2. Menghasilkan aturan asosiasi yang dapat menggambarkan pola pembelian
obat pada Apotek Gadi Lamba Condet.

1.5 Manfaat Penelitian
Penelitian ini diharapkan memberikan manfaat sebagai berikut:

1. Memberikan pemahaman tentang penerapan data mining, khususnya algo-
ritma Apriori dan FP-Growth, dalam analisis pola pembelian obat.

2. Menyediakan contoh implementasi algoritma association rule mining yang
dapat menjadi referensi bagi penelitian selanjutnya.
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3. Memberikan informasi pola pembelian obat yang dapat digunakan seba-
gai dasar pengambilan keputusan berbasis data pada pengelolaan transaksi
apotek.

1.6 Sistematika Penulisan
Sistematika penulisan tugas akhir ini disusun untuk memberikan gambaran

mengenai alur pembahasan yang disajikan secara sistematis dari awal hingga akhir
penelitian.

BAB 1. PENDAHULUAN
Bab ini membahas latar belakang penelitian yang menguraikan kondisi dan

permasalahan terkait pemanfaatan data transaksi penjualan obat di apotek. Bab
ini juga memuat perumusan masalah, batasan masalah, tujuan penelitian, manfaat
penelitian, serta sistematika penulisan sebagai dasar dan arah pelaksanaan peneli-
tian.

BAB 2. LANDASAN TEORI
Bab ini berisi teori dan konsep yang mendukung penelitian, meliputi penger-

tian obat, konsep data mining, tahapan Knowledge Discovery in Database, aturan
asosiasi, serta penjelasan algoritma Apriori dan FP-Growth. Selain itu, bab ini juga
menyajikan penelitian terdahulu yang relevan sebagai dasar pembanding dan pen-
guat penelitian.

BAB 3. METODOLOGI PENELITIAN
Bab ini menjelaskan tahapan penelitian yang dilakukan, mulai dari jenis

dan sumber data, teknik pengumpulan data, tahapan pra-pemrosesan data, hingga
penerapan algoritma Apriori dan FP-Growth dalam menganalisis pola pembelian
obat. Bab ini juga menguraikan parameter yang digunakan dalam proses analisis.

BAB 4. ANALISIS DAN HASIL
Bab ini menyajikan hasil implementasi algoritma Apriori dan FP-Growth

pada data transaksi apotek, pola pembelian obat dan aturan asosiasi yang dihasilkan,
serta analisis hasil berdasarkan nilai support, confidence, dan lift.

BAB 5. PENUTUP
Bagian ini berisi kesimpulan yang merangkum hasil penelitian berdasarkan

tujuan yang telah ditetapkan, serta saran yang dapat dijadikan acuan untuk pengem-
bangan penelitian selanjutnya.
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BAB 2

LANDASAN TEORI

2.1 Obat
Obat didefinisikan sebagai zat kimia yang dapat mengubah fungsi organisme

hidup dan digunakan sebagai medikasi untuk diagnosis, pencegahan, pengendalian,
atau penyembuhan suatu penyakit (Kaur dkk., 2023). Dalam sistem pelayanan kese-
hatan, obat merupakan salah satu komponen vital di mana ketersediaan yang cukup
dan berkelanjutan di fasilitas kesehatan sangat menentukan kualitas pelayanan serta
efisiensi anggaran (Cahaya, Rahmadani, dan Andayani, 2022). Permintaan ter-
hadap produk farmasi, termasuk obat-obatan dan suplemen, diprediksi akan terus
meningkat seiring dengan pertumbuhan masyarakat kelas menengah (Nurbianto dan
Christian, 2024). Oleh karena itu, jaminan kualitas produk (product quality assur-
ance) menjadi faktor penentu keputusan pembelian konsumen karena produk obat
memiliki risiko tinggi yang jika terkontaminasi akan berdampak negatif secara sig-
nifikan terhadap keselamatan pasien (Nurbianto dan Christian, 2024).

Di Indonesia, obat diklasifikasikan ke dalam beberapa kategori regulasi
yang ketat. Klasifikasi ini meliputi obat bebas (Over-the-counter/OTC) dengan
logo lingkaran hijau, obat bebas terbatas dengan logo lingkaran biru, serta Obat
Wajib Apotek (OWA) atau pharmacist-only medicines yang dapat diserahkan oleh
apoteker tanpa resep dokter (Mizranita, Ponto, dan Sipana, 2024). Selain itu, terda-
pat kategori obat keras yang memerlukan resep dokter dengan logo lingkaran merah,
serta narkotika dan psikotropika yang diawasi ketat oleh undang-undang (Mizranita
dkk., 2024). Badan Pengawas Obat dan Makanan (BPOM) memantau kepatuhan
terhadap regulasi keamanan obat ini, sementara apotek komunitas dan toko obat
harus memiliki izin dari pemerintah daerah melalui Dinas Kesehatan (Mizranita
dkk., 2024).

Pengelolaan sediaan farmasi di apotek harus mematuhi standar pelayanan
kefarmasian yang mencakup kegiatan perencanaan, pengadaan, penerimaan, peny-
impanan, pemusnahan, pengendalian, serta pencatatan dan pelaporan (Salsabila dan
Yulianti, 2022). Dalam proses penyimpanan, apoteker harus memastikan obat di-
simpan dalam wadah asli pabrik dan menggunakan sistem First Expired First Out
(FEFO) serta First In First Out (FIFO) untuk menjamin keamanan dan stabilitasnya
(Salsabila dan Yulianti, 2022). Terkait pengadaan, fasilitas kesehatan sering meng-
gunakan metode pembelian elektronik (e-purchasing) melalui e-katalog yang berisi
daftar, spesifikasi teknis, dan harga barang dari berbagai penyedia untuk efisiensi
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(Agustini, Hurriyati, dan Nuraeni, 2022). Namun, tantangan dalam e-purchasing
sering kali muncul berupa kendala waktu tunggu (lead time) pemesanan obat yang
lama dan tidak sesuai estimasi, yang dapat menyebabkan kekosongan stok obat
(Agustini dkk., 2022).

Secara farmakologis, obat bekerja dengan berinteraksi pada molekul resep-
tor spesifik, di mana obat dapat bertindak sebagai agonis yang mengaktifkan sis-
tem regulasi tubuh atau sebagai antagonis yang menghambatnya (Kaur dkk., 2023).
Apotek komunitas dan toko obat sering menjadi titik kontak pertama pasien dengan
sistem kesehatan, namun tantangan dalam penggunaan obat yang rasional masih
ditemukan, seperti adanya penyerahan antibiotik tanpa resep yang berisiko memicu
resistensi antimikroba (Mashuri dan colleagues, 2022). Oleh karena itu, manaje-
men obat yang baik di unit pelayanan kesehatan sangat diperlukan untuk menjamin
penggunaan obat yang rasional dan ekonomis, serta memastikan ketepatan jenis,
jumlah, waktu, dan tempat pemberian obat kepada pasien (Cahaya dkk., 2022).

2.2 Data Mining
Data mining merupakan pendekatan analisis big data dengan menggunakan

teknik machine learning yang bertujuan untuk menemukan informasi berharga dari
sekumpulan data yang memiliki ukuran besar dan kompleksitas tinggi. Proses ini
menjadi sangat krusial dalam era informasi saat ini karena kemampuannya dalam
mengekstraksi pola-pola tersembunyi dan pengetahuan dari data yang kompleks,
yang jika dibiarkan mentah tidak akan memberikan wawasan yang berarti (Amelia
dan Darmansyah, 2024). Secara fundamental, data mining adalah proses mene-
mukan pola, korelasi, atau struktur kausal yang sering muncul dari serangkaian data
yang tersimpan dalam berbagai jenis basis data, baik itu data relasional maupun data
transaksional (Dwiputra dkk., 2023).

Dalam konteks bisnis dan manajemen strategis, data mining memegang per-
anan penting untuk memahami perilaku konsumen serta mendukung pengambilan
keputusan bisnis yang cerdas. Kemajuan teknologi informasi mendorong pelaku us-
aha untuk tidak hanya mengumpulkan data, tetapi menganalisis ulang data transaksi
penjualan guna menemukan pola pembelian konsumen sebagai dasar pertimbangan
keputusan strategis (Amelia dan Darmansyah, 2024). Dengan memahami pola-pola
ini, perusahaan dapat memprediksi keinginan pelanggan secara lebih akurat, yang
merupakan ambisi utama bagi banyak perusahaan di berbagai sektor, termasuk sek-
tor kesehatan dan farmasi (Dwiputra dkk., 2023).

Ditinjau dari metode yang digunakan, data mining memiliki berbagai teknik
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yang dapat diterapkan sesuai dengan tujuan analisis, salah satunya adalah metode
deskriptif. Metode deskriptif dalam data mining berfungsi untuk mengidentifikasi
pola-pola penting dari data, yang mencakup teknik pengelompokan (clustering),
asosiasi (association), dan pencarian urutan (sequential mining) (Amelia dan Dar-
mansyah, 2024). Khususnya teknik aturan asosiasi (association rules), metode ini
digunakan secara luas untuk menemukan pola hubungan antar item dalam dataset
yang besar, yang memungkinkan analis untuk melihat keterkaitan antara satu vari-
abel dengan variabel lainnya dalam suatu transaksi (Dwiputra dkk., 2023).

Salah satu implementasi paling populer dari teknik asosiasi dalam data min-
ing adalah Market Basket Analysis (MBA). Teknik ini dikembangkan untuk men-
ganalisis keranjang belanja konsumen dengan tujuan mengidentifikasi korelasi an-
tara item berbeda yang dibeli secara bersamaan (Amelia dan Darmansyah, 2024).
Tujuan utama dari analisis ini adalah untuk meningkatkan penjualan dengan cara
memahami pola beli pelanggan, sehingga strategi penempatan produk atau promosi
dapat dilakukan lebih efektif berdasarkan bukti data historis transaksi (Dwiputra
dkk., 2023). Dalam literatur, metode ini sering disebut juga sebagai Association
Rules–Market Basket Analysis (ARMBA) karena keterkaitan erat antara algoritma
asosiasi dengan analisis keranjang pasar (Dwiputra dkk., 2023).

Penerapan data mining juga sangat relevan untuk mengatasi permasalahan
operasional di fasilitas kesehatan seperti apotek atau klinik. Kebiasaan konsumen
yang sering membeli lebih dari satu jenis obat secara bersamaan seringkali mem-
buat pelayanan menjadi kurang optimal jika tata letak obat tidak diatur berdasarkan
pola keterkaitan tersebut (Anwar, Ambiyar, dan Fadhilah, 2023). Dalam hal ini,
data mining hadir sebagai solusi untuk menentukan pola penjualan obat, sehingga
manajemen apotek dapat mengetahui obat mana yang harus diprioritaskan atau dile-
takkan berdekatan, yang pada akhirnya bertujuan untuk mengoptimalkan pelayanan
kepada konsumen (Anwar dkk., 2023).

2.3 Knowledge Discovery in Database (KDD)
Knowledge Discovery in Database (KDD) didefinisikan sebagai proses non-

trivial untuk mengidentifikasi pola yang valid, baru, berpotensi bermanfaat, dan
pada akhirnya dapat dipahami dari kumpulan data yang seringkali berukuran be-
sar. KDD merupakan bidang interdisipliner yang berfokus pada metodologi untuk
mengekstraksi pengetahuan yang berguna dari data, yang menjadi semakin krusial
seiring dengan pertumbuhan pesat data transaksi daring dan penggunaan basis data
yang meluas (Nurhachita dan Negara, 2020). Meskipun istilah Data Mining sering
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digunakan secara bergantian dengan KDD, secara konseptual Data Mining hanyalah
satu langkah spesifik meskipun merupakan inti dalam rangkaian proses panjang it-
eratif KDD untuk mengubah data mentah menjadi informasi strategis (Martono,
2022).

Proses KDD bersifat iteratif dan interaktif, yang berarti tahapan-tahapan di
dalamnya melibatkan keahlian manusia dan dapat diulang kembali untuk memper-
baiki hasil analisis jika ditemukan ketidaksesuaian pada tahap evaluasi. Secara
umum, metodologi KDD terdiri dari lima tahapan utama yang berurutan (Ibarra-
Cuevas dkk., 2024):

1. Seleksi Data (Selection)
2. Pra-pemrosesan (Preprocessing)
3. Transformasi (Transformation)
4. Penambangan Data (Data Mining)
5. Interpretasi/Evaluasi (Interpretation/Evaluation)

Alur proses yang dapat dilihat pada Gambar 2.1 ini menggambarkan
bagaimana data transaksi, seperti data penjualan obat, diproses dari bentuk men-
tah menjadi pola aturan asosiasi yang bermakna.

Gambar 2.1. Tahapan Proses Knowledge Discovery in Database (KDD)

Tahapan awal KDD dimulai dengan Seleksi Data, di mana tidak semua data
yang tersedia dalam basis data operasional akan digunakan. Pada tahap ini, fokus
diarahkan pada pembuatan himpunan data target atau pemilihan subset variabel
(sampel data) yang relevan dengan tujuan penemuan pengetahuan, yang kemudian
disimpan dalam berkas terpisah dari basis data operasional (Nurhachita dan Negara,
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2020). Setelah data terpilih, tahap Pra-pemrosesan (Preprocessing) dilakukan untuk
menjamin kualitas data. Tahap ini mencakup pembersihan data (cleaning) dengan
menghapus data duplikat, memperbaiki data yang tidak konsisten, menangani noise,
serta mengoreksi kesalahan data (Martono, 2022).

Setelah data bersih, dilakukan tahap Transformasi. Pada tahap ini, data di-
ubah atau digabungkan ke dalam format yang sesuai untuk diproses oleh algoritma
data mining tertentu, misalnya melalui peringkasan atau agregasi (Nurhachita dan
Negara, 2020). Transformasi juga dapat melibatkan normalisasi fitur untuk men-
standarisasi data ke dalam skala yang serupa, sehingga menghindari bias akibat
rentang nilai yang terlalu luas pada variabel tertentu (Palacios, Reyes-Suárez, Bear-
zotti, Leiva, dan Marchant, 2021). Dalam konteks analisis pola pembelian, data
transaksi penjualan dikonversi menjadi format yang merepresentasikan keberadaan
item dalam setiap transaksi agar dapat diolah oleh algoritma asosiasi.

Tahap inti dari KDD adalah Data Mining, yaitu proses mengekstraksi dan
mencari pengetahuan atau informasi yang berguna menggunakan teknik, metode,
atau algoritma tertentu (Martono, 2022). Metode aturan asosiasi (association rule
methods) adalah salah satu pendekatan yang paling banyak digunakan pada tahap
ini untuk menemukan hubungan yang bermakna dan tersembunyi antara atribut
atau item dalam kumpulan data yang besar (Bouaita, Beghriche, Kout, dan Mous-
saoui, 2023). Kompleksitas pada tahap ini seringkali ditentukan oleh proses iden-
tifikasi seluruh frequent itemsets sebelum aturan asosiasi diekstraksi (Al-Ghanimi
dan Khafaji, 2023).

Tahap terakhir adalah Interpretasi dan Evaluasi. Pengetahuan atau infor-
masi yang dihasilkan dari proses data mining diterjemahkan ke dalam bentuk yang
mudah dipahami oleh pengambil keputusan, seperti grafik, pohon keputusan, atau
aturan (Martono, 2022). Pada tahap ini, pola yang ditemukan dievaluasi untuk
memastikan validitasnya, diperiksa apakah bertentangan dengan fakta atau hipote-
sis sebelumnya, dan dipastikan bahwa pola tersebut merupakan pengetahuan baru
yang dapat ditindaklanjuti (Nurhachita dan Negara, 2020). Jika hasil evaluasi belum
memuaskan, proses dapat kembali ke tahap-tahap sebelumnya untuk penyempur-
naan.

2.4 Aturan Asosiasi (Association Rule Mining)
Association Rule Mining atau penambangan aturan asosiasi adalah teknik

data mining tak terawasi yang digunakan untuk mengekstrak informasi berguna
dari sejumlah besar data dalam basis data (Ma, Ding, Liu, dan Liu, 2022). Teknik
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ini juga dikenal sebagai analisis keranjang belanja atau market basket analysis yang
mengeksplorasi pola frekuensi dan asosiasi dalam sebuah dataset (Huh dan Song,
2024). Tujuan utama metode ini adalah menampilkan tingkat kepercayaan atau
hubungan antara item melalui dua tahap yaitu menemukan kombinasi itemset yang
sering muncul dan mendefinisikan kondisi serta hasilnya (Nadeak dan Ali, 2021).

Bentuk dasar aturan asosiasi ditulis sebagai X ⇒ Y , di mana X adalah an-
tecedent dan Y merupakan consequence (AKBAŞ dkk., 2022). Dalam basis data
transaksi, sebuah transaksi memuat kumpulan kode diagnosis atau item yang per-
nah dimiliki pasien atau pelanggan. Setiap kemungkinan kombinasi item dalam
transaksi disebut itemset (Ma dkk., 2022). Aturan X ⇒ Y menunjukkan bahwa ke-
munculan itemset X mengimplikasikan kemunculan itemset Y dalam transaksi yang
sama, meskipun hubungan ini hanya berupa kejadian bersama dan bukan kausalitas
deterministik (Ma dkk., 2022).

Untuk mengevaluasi kekuatan aturan asosiasi digunakan ukuran Support
dan Confidence (Bao, Mao, Zhu, Xiao, dan Xu, 2022). Support mengidentifikasi
itemset yang sering muncul, sedangkan Confidence menunjukkan seberapa besar
kemungkinan item Y muncul ketika item X terjadi (Huh dan Song, 2024). Nilai
Support dihitung berdasarkan persentase transaksi yang memuat X dan Y secara
bersamaan (Nadeak dan Ali, 2021):

Support(X ⇒ Y ) = P(X ∪Y ) =
∑Transaksi yang mengandung X dan Y

∑Total Transaksi
(1)

Keterangan:
i. Support(X ⇒ Y ): frekuensi kemunculan aturan X ⇒ Y .

ii. P(X ∪Y ): probabilitas X dan Y muncul bersamaan.
iii. ∑ Transaksi yang mengandung X dan Y: jumlah transaksi yang memuat X

dan Y.
iv. ∑ Total Transaksi: total seluruh transaksi.

Setelah Support memenuhi nilai minimum, ukuran selanjutnya adalah Con-
fidence. Confidence merupakan probabilitas bersyarat bahwa itemset Y terjadi jika
X diketahui terjadi (Ma dkk., 2022). Ukuran ini menunjukkan derajat kepastian
asosiasi (AKBAŞ dkk., 2022). Rumus Confidence sebagai berikut (Huh dan Song,
2024; Nadeak dan Ali, 2021):
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Con f idence(X ⇒ Y ) = P(Y | X) =
P(X ∩Y )

P(X)
(2)

Keterangan:
i. Confidence(X ⇒ Y ): probabilitas Y muncul jika X muncul.

ii. P(Y | X): probabilitas bersyarat Y diberikan X.
iii. P(X ∩Y ): proporsi transaksi yang mengandung X dan Y.
iv. P(X): proporsi transaksi yang mengandung X.

Selain Support dan Confidence, ukuran penting lainnya adalah Lift. Lift
menyatakan rasio kejadian bersama X dan Y terhadap hasil perkalian probabilitas
marginal masing-masing (Huh dan Song, 2024). Nilai Lift menunjukkan seberapa
sering keduanya muncul bersama dibandingkan ekspektasi jika keduanya indepen-
den (AKBAŞ dkk., 2022). Rumus Lift adalah:

Li f t(X ⇒ Y ) =
P(X ∩Y )
P(X)P(Y )

=
Con f idence(X ⇒ Y )

Support(Y )
(3)

Keterangan:
i. Lift(X ⇒ Y ): kekuatan asosiasi antara X dan Y.

ii. P(X ∩Y ): probabilitas kejadian bersama X dan Y.
iii. P(X)P(Y ): probabilitas X dan Y jika keduanya independen.
iv. Support(Y): frekuensi kemunculan Y.

Penggunaan metrik evaluasi yang tepat penting karena kerangka Support
Confidence dapat menghasilkan aturan yang kurang relevan atau menyesatkan (Bao
dkk., 2022). Lift memastikan aturan yang diperoleh benar-benar menggambarkan
hubungan signifikan. Nilai Li f t > 1 menunjukkan korelasi positif (Ma dkk., 2022).
Nilai Li f t = 1 menunjukkan bahwa X dan Y independen (Bao dkk., 2022).

2.5 Algoritma Apriori
Algoritma Apriori merupakan metode klasik dalam data mining yang di-

gunakan untuk menemukan frequent itemsets dan aturan asosiasi dalam dataset
transaksi berskala besar. Algoritma ini mengekstraksi informasi tersembunyi,
pengetahuan, dan pola yang dapat mendukung pengambilan keputusan strategis
(Handoko, Simanjuntak, dan Elisa, 2025). Penerapan utamanya adalah analisis
keranjang belanja untuk mengetahui produk apa saja yang sering dibeli secara
bersamaan oleh konsumen (Situmorang, Isra, Paragya, dan Adhieputra, 2024).
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Mekanisme kerja Apriori didasarkan pada Sifat Apriori (Apriori Property)
yang menyatakan bahwa jika sebuah itemset bersifat frequent maka semua subset-
nya juga harus frequent. Sebaliknya, jika suatu itemset tidak frequent maka semua
supersetnya dapat diabaikan (Xie, 2021).

Proses pembentukan aturan dilakukan melalui dua langkah utama yaitu join
dan prune. Langkah join memindai basis data untuk menghitung frekuensi tiap item
dan menggabungkannya menjadi kandidat (k+1)-itemset (Situmorang dkk., 2024).
Langkah prune menggunakan sifat Apriori untuk menghapus kandidat yang tidak
memenuhi syarat minimum support sehingga ruang pencarian menjadi lebih efisien.

Dalam menentukan pola yang valid, Apriori memakai parameter Support
dan Confidence (Syahrir dan Mardedi, 2023). Support menunjukkan persentase
kemunculan kombinasi item, sedangkan Confidence adalah probabilitas bersyarat
antar item.

Support(A,B) = P(A∩B) =
∑Transaksi mengandung A dan B

∑Total Transaksi
(4)

Keterangan:
i. Support(A,B): frekuensi kemunculan item A dan B secara bersamaan.

ii. P(A∩B): probabilitas irisan A dan B.
iii. ∑ Transaksi mengandung A dan B: jumlah transaksi yang memuat kedu-

anya.
iv. ∑ Total Transaksi: total seluruh transaksi dalam dataset.

Con f idence(A → B) =
Support(A∪B)

Support(A)
(5)

Keterangan:
i. Con f idence(A → B): kemungkinan B muncul jika A muncul.

ii. Support(A∪B): frekuensi kemunculan A dan B secara bersamaan.
iii. Support(A): frekuensi kemunculan item A.

Walau Apriori efektif menghasilkan aturan asosiasi, algoritma ini memiliki
kekurangan berupa penggunaan memori besar dan waktu komputasi lama akibat
pemindaian berulang pada basis data (Siswanti, Retno, Vulandari, Kusumaningrum,
dan Setiyowati, 2023). Meski begitu, hasil analisisnya seperti pola pembelian obat
yang sering muncul bersama tetap berguna bagi apotek dalam strategi bundling,
penataan rak, dan manajemen stok (Handoko dkk., 2025).
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2.6 Algoritma Frequent Pattern Growth (FP-Growth)
Algoritma Frequent Pattern Growth (FP-Growth) merupakan metode al-

ternatif dalam data mining yang digunakan untuk menentukan frequent item-
set dalam kumpulan data berskala besar. Algoritma ini dikembangkan untuk
mengatasi kelemahan Apriori terutama dalam efisiensi komputasi (Nasyuha dkk.,
2021). Berbeda dari Apriori yang membentuk kandidat itemset, FP-Growth tidak
melakukan candidate generation karena menggunakan struktur pohon dalam proses
penambangan data (Idris dkk., 2022).

Karakteristik utama FP-Growth adalah penggunaan struktur data pohon
yang disebut Frequent Pattern Tree (FP-Tree). Struktur ini menyimpan informasi
transaksi yang telah dikompresi sehingga frequent itemset dapat diekstraksi tanpa
pemindaian berulang atas basis data (Lestari dan Cahyani, 2023). Algoritma ini
menggunakan pendekatan divide and conquer dengan memampatkan basis data
menjadi FP-Tree, kemudian membangkitkan conditional database untuk menam-
bang pola frekuensi tinggi (Joseph dan G, 2020).

FP-Growth dinilai efisien karena hanya membutuhkan dua kali peminda-
ian basis data. Pemindaian pertama memperoleh frequent 1-itemset, sedangkan pe-
mindaian kedua membangun FP-Tree (Wahyuningsih dan Suharsono, 2023). Pen-
dekatan ini mengurangi beban input output dan waktu proses, terutama pada dataset
besar. Namun, jika banyak pola bercabang panjang, ruang memori dapat meningkat
karena banyaknya conditional FP-Tree yang terbentuk (Mi, 2022).

Secara teknis, tahapan FP-Growth terbagi menjadi tiga proses (Nasyuha
dkk., 2021):

1. Conditional Pattern Base.
2. Conditional FP-Tree.
3. Frequent Itemset.

Berikut langkah-langkah detail kerja FP-Growth (Joseph dan G, 2020):
1. Pindai Basis Data: Mendapatkan himpunan frequent itemset 1-itemset dan

support count.
2. Pengurutan: Mengurutkan item secara menurun berdasarkan nilai support

count.
3. Konstruksi FP-Tree: Membangun FP-Tree dengan root berlabel “Null”.
4. Konstruksi Conditional FP-Tree: Membentuk FP-Tree bersyarat untuk se-

tiap item.
5. Penentuan Pola: Menentukan frequent patterns dari struktur FP-Tree.

Dengan metode ini, FP-Growth mampu memproses data transaksi secara
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cepat dan akurat serta digunakan untuk menganalisis data penjualan, termasuk iden-
tifikasi produk potensial (Nasyuha dkk., 2021). FP-Growth juga lebih unggul dari
algoritma seperti ECLAT pada dataset kecil, meskipun pada dataset besar perfor-
manya bersaing ketat (Wahyuningsih dan Suharsono, 2023).

2.7 Penelitian Terdahulu
Analisis terhadap 20 penelitian terdahulu pada Lampiran D menunjukkan

bahwa FP-Growth merupakan algoritma yang paling dominan digunakan dalam
Market Basket Analysis. FP-Growth banyak diterapkan, baik sebagai algoritma
utama maupun sebagai pembanding terhadap Apriori. Dominasi ini menun-
jukkan bahwa FP-Growth dinilai lebih andal dalam mengekstraksi pola pembelian,
terutama pada data transaksi berskala menengah hingga besar. Apriori masih sering
digunakan, namun umumnya sebagai pembanding atau pada konteks data tertentu.

Dari sisi performa, sebagian besar penelitian menunjukkan bahwa FP-
Growth lebih efisien dari segi waktu eksekusi. Keunggulan ini disebabkan oleh
mekanisme FP-Growth yang tidak memerlukan pembangkitan kandidat itemset se-
cara berulang. Namun, beberapa penelitian mencatat bahwa Apriori atau variannya
masih unggul pada kondisi tertentu, seperti penggunaan memori atau jumlah aturan
yang dihasilkan. Hal ini menunjukkan bahwa kinerja algoritma dipengaruhi oleh
karakteristik data yang digunakan.

Penentuan parameter minimum support dan confidence menunjukkan ke-
cenderungan yang relatif seragam. Mayoritas penelitian menggunakan minimum
support pada rentang 0,02 hingga 0,1 dan minimum confidence antara 0,6 hingga
0,8. Peningkatan nilai support menghasilkan aturan yang lebih sedikit namun lebih
signifikan. Selain confidence, beberapa penelitian menambahkan metrik lain seperti
lift ratio, leverage, dan conviction untuk memastikan kekuatan hubungan antar item.

Dari sisi penerapan, bidang farmasi dan ritel kesehatan menjadi konteks
yang paling banyak dikaji. Aturan asosiasi dimanfaatkan untuk perencanaan stok,
rekomendasi produk, bundling obat, dan penataan tata letak. Selain itu, Market
Basket Analysis juga diterapkan pada ritel umum, makanan, suku cadang, produk
outdoor, dan data akademik. Pola pembelian bersamaan yang dihasilkan terbukti
mendukung efisiensi operasional dan pengambilan keputusan berbasis data.

Meskipun efektivitas Apriori dan FP-Growth telah banyak dibuktikan,
penelitian terdahulu masih memiliki keterbatasan. Sebagian besar studi berfokus
pada pembentukan aturan asosiasi tanpa analisis mendalam terhadap pemilihan pa-
rameter atau integrasi dengan sistem pendukung keputusan. Perbandingan algo-
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ritma juga sering menggunakan dataset yang berbeda, sehingga hasilnya kurang
seragam. Kondisi ini membuka peluang bagi penelitian ini untuk memberikan anal-
isis yang lebih terarah sesuai dengan konteks data yang dikaji. Rangkuman peneli-
tian terdahulu disajikan pada Lampiran C.
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BAB 3

METODOLOGI PENELITIAN

Adapun beberapa tahapan yang akan dilalukan pada penelitian ini dapat di-
lihat pada Gambar 3.1 berikut.

Gambar 3.1. Alur Metodologi Penelitian
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3.1 Tahap Perencanaan
Tahap perencanaan merupakan langkah awal yang menentukan arah peneli-

tian. Tahap ini membantu peneliti memahami kondisi data, menentukan apa yang
ingin dicapai, menetapkan batasan kerja, dan memilih teori serta metode yang tepat.
Penelitian perlu memiliki rencana yang jelas agar proses yang dilakukan teratur,
mudah diikuti, dan menghasilkan keluaran yang sesuai tujuan. Pada penelitian ini,
tahap perencanaan terdiri dari empat bagian, yaitu identifikasi masalah, penentuan
tujuan penelitian, penetapan batasan masalah, dan studi literatur.

3.1.1 Identifikasi Masalah
Identifikasi masalah dilakukan untuk memahami apa yang sebenarnya perlu

diselesaikan dalam penelitian ini. Penelitian menggunakan data transaksi obat dari
sebuah apotek. Data tersebut berisi ribuan baris pembelian yang dicatat setiap kali
pelanggan membeli obat. Namun, data dalam bentuk aslinya hanya menampilkan
daftar pembelian per item, bukan daftar obat yang dibeli secara bersamaan dalam
satu transaksi.

Kondisi ini menyulitkan peneliti melihat pola pembelian obat. Misalnya,
dalam satu transaksi mungkin pelanggan membeli dua atau tiga jenis obat sekaligus.
Informasi seperti ini penting ketika ingin memahami kombinasi obat yang sering
muncul bersama. Namun, karena data awal masih berupa item per baris, hubungan
antarobat tidak terlihat.

Selain itu, peneliti menemukan beberapa masalah lain pada data awal. Nama
obat ditulis dengan banyak variasi, ada produk non-obat bercampur dengan obat,
dan struktur datanya belum sesuai untuk proses analisis. Keadaan ini membuat data
tidak bisa langsung diolah dengan algoritma apa pun.

Masalah-masalah tersebut menunjukkan perlunya proses pembersihan dan
pengubahan struktur data agar pola pembelian dapat dianalisis. Tanpa langkah
tersebut, hubungan antarobat tidak dapat ditemukan secara otomatis. Identifikasi
masalah ini menjadi dasar mengapa penelitian menggunakan teknik data mining,
khususnya algoritma Apriori dan FP-Growth, untuk membaca pola kemunculan
bersama obat dalam transaksi.

3.1.2 Menentukan Tujuan
Tujuan penelitian dirumuskan agar proses analisis jelas dan sesuai arah. Tu-

juan ini menjelaskan apa yang ingin dicapai oleh peneliti ketika menggunakan algo-
ritma Apriori dan FP-Growth. Pada penelitian ini, tujuan yang ingin dicapai adalah
sebagai berikut.
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1. Menerapkan algoritma Apriori dan FP-Growth untuk menemukan pola
pembelian obat berdasarkan kemunculan bersama obat-obat dalam satu
transaksi, sehingga diperoleh pola pembelian yang terbentuk dari data
transaksi apotek.

2. Menghasilkan aturan asosiasi yang menggambarkan pola pembelian obat
pada Apotek Gadi Lamba Condet berdasarkan nilai minimum support dan
confidence yang telah ditetapkan.

Tujuan-tujuan tersebut memastikan bahwa seluruh tahapan dari pengolahan data
hingga pembangkitan aturan dilakukan secara sistematis dan dapat dipahami oleh
pembaca.

3.1.3 Menentukan Batasan Masalah
Penentuan batasan masalah dilakukan agar proses analisis data tetap ter-

fokus pada tujuan penelitian dan tidak melebar ke aspek-aspek di luar ruang lingkup
yang telah ditetapkan. Batasan ini diperlukan karena data transaksi apotek men-
cakup berbagai jenis produk dan informasi, sementara penelitian ini hanya berfokus
pada analisis pola pembelian obat berdasarkan kemunculan bersama dalam satu
transaksi. Batasan masalah yang digunakan dalam penelitian ini adalah sebagai
berikut.

1. Penelitian dilakukan pada satu objek studi kasus, yaitu Apotek Gadi Lamba
Condet, tanpa melibatkan apotek lain sebagai pembanding.

2. Data yang dianalisis berasal dari transaksi penjualan obat pada periode
1 Januari 2025 sampai dengan 30 Juni 2025, sesuai dengan data yang
diberikan oleh pihak apotek.

3. Algoritma yang digunakan dalam penelitian ini dibatasi pada algoritma
Apriori dan FP-Growth.

4. Analisis difokuskan pada penerapan algoritma untuk menemukan pola
pembelian obat berdasarkan kemunculan bersama obat-obat dalam satu
transaksi.

5. Produk non-obat seperti alat kesehatan, kosmetik, dan suplemen dikecua-
likan dari proses analisis dan dikeluarkan pada tahap preprocessing.

6. Atribut data yang digunakan dalam proses analisis hanya meliputi ID
Transaksi dan Nama Obat, karena kedua atribut tersebut diperlukan untuk
membentuk data transaksi.

7. Faktor-faktor di luar data transaksi, seperti regulasi, tren pasar, preferensi
konsumen, kondisi kesehatan, maupun rekomendasi tenaga medis, tidak di-
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analisis dalam penelitian ini.
8. Output penelitian dibatasi pada daftar pola pembelian obat dan aturan asosi-

asi yang memenuhi batas minimum support dan confidence yang telah dite-
tapkan.

Dengan batasan masalah tersebut, penelitian ini tetap terarah pada analisis
keterkaitan pembelian obat dalam data transaksi tanpa membahas faktor eksternal
di luar data yang tersedia.

3.1.4 Studi Literatur
Studi literatur dilakukan untuk mendapatkan dasar teori yang membantu

peneliti memilih metode yang tepat serta memahami cara kerja setiap langkah dalam
proses penelitian. Literatur digunakan untuk mendukung seluruh tahapan yang di-
lakukan, mulai dari pengolahan data hingga pembentukan aturan asosiasi. Studi
literatur dalam penelitian ini mencakup beberapa bagian berikut.

1. Konsep dasar data mining dan proses KDD. Literatur menjelaskan bahwa
data mining adalah proses menemukan pola dari data dalam jumlah be-
sar. Dalam proses KDD, terdapat tahap pembersihan, pemilihan atribut,
penyusunan ulang struktur data, dan pembentukan pola.

2. Teori association rule mining. Literatur menjelaskan istilah dasar seperti
frequent itemset, support, confidence, dan lift. Nilai-nilai ini digunakan un-
tuk menilai seberapa kuat hubungan antarobat dalam transaksi.

3. Algoritma Apriori dan FP-Growth. Literatur membahas bagaimana kedua
algoritma tersebut menemukan pola dari data: Apriori mencari kombinasi
item secara bertahap, sedangkan FP-Growth memanfaatkan struktur pohon
untuk mempercepat pencarian pola.

4. Penelitian terdahulu yang menggunakan data transaksi obat, yang menun-
jukkan bahwa metode asosiasi relevan untuk membaca pola keterkaitan an-
tarobat dalam transaksi.
Studi literatur memberikan gambaran menyeluruh tentang konsep dan

teknik yang digunakan sehingga setiap langkah dalam penelitian ini dapat dipahami
dengan jelas oleh pembaca.

3.2 Pengumpulan Data
Pengumpulan data merupakan langkah awal yang memastikan penelitian

memiliki sumber informasi yang lengkap dan sesuai kebutuhan. Data yang digu-
nakan dalam penelitian ini adalah data transaksi penjualan obat dari sebuah apotek.
Data tersebut diperoleh langsung dari sistem pencatatan internal apotek dan mencer-
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minkan aktivitas penjualan harian.
Data transaksi tersedia dalam enam berkas terpisah, masing-masing mewak-

ili satu bulan, mulai dari Januari hingga Juni 2025. Setiap berkas disimpan dalam
format Microsoft Excel (.xlsx) untuk memudahkan proses penggabungan pada
tahap selanjutnya. Struktur tabel pada setiap berkas seragam dan memuat bebe-
rapa kolom utama, antara lain ID Transaksi, Tanggal, Nama Produk, Jumlah,
dan Harga. Seluruh kolom tersebut menyajikan informasi dasar mengenai produk
yang terjual pada tanggal tertentu.

Pada tahap pengumpulan, peneliti memastikan seluruh berkas dapat diter-
ima dengan baik serta dapat dibuka tanpa kesalahan. Setiap berkas kemudian ditin-
jau secara umum untuk memeriksa jumlah baris, ragam produk yang tercatat, dan
konsistensi struktur tabel. Pemeriksaan awal ini penting agar kondisi dasar data
dipahami sebelum proses pengolahan dilakukan.

Selain memeriksa isi berkas, peneliti juga memastikan bahwa data men-
cakup seluruh transaksi selama enam bulan tanpa celah waktu atau bagian yang
hilang. Kelengkapan data diperlukan agar pola pembelian yang dianalisis mencer-
minkan kondisi transaksi secara menyeluruh. Kekosongan data pada bulan tertentu
berpotensi menimbulkan bias atau mengurangi representativitas temuan.

Pada tahap ini belum dilakukan pemilihan atribut maupun pembersihan data.
Tahap pengumpulan hanya berfokus pada menerima, menyimpan, dan meninjau
data secara umum. Dengan demikian, seluruh informasi terkait struktur dan isi
berkas dipahami terlebih dahulu sebelum data diproses lebih lanjut pada tahap pre-
processing.

Hasil dari tahapan pengumpulan data adalah satu himpunan berkas transaksi
yang lengkap dan siap diproses. Data tersebut selanjutnya akan digabungkan dan
diolah pada Subbab 3.3 sehingga terbentuk dataset yang sesuai untuk penerapan
algoritma Apriori dan FP-Growth.

3.3 Preprocessing Data
Preprocessing data adalah tahap yang mempersiapkan data mentah agar da-

pat dianalisis menggunakan algoritma Apriori dan FP-Growth. Data transaksi yang
diperoleh dari apotek masih mengandung berbagai kendala, seperti adanya produk
non-obat, ketidakkonsistenan penulisan nama obat, dan struktur data yang belum
sesuai untuk analisis pola. Oleh karena itu, data perlu melalui proses pembersihan
dan penataan ulang agar siap diproses pada tahap berikutnya.

Seluruh proses preprocessing dilakukan menggunakan pustaka Python
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pandas. Pustaka ini digunakan untuk membaca berkas, menggabungkan banyak
data, menghapus baris yang tidak relevan, menata struktur kolom, serta memanip-
ulasi data berbentuk tabel. Proses dijalankan pada lingkungan notebook komputasi
daring.

Setelah seluruh berkas transaksi dari Januari hingga Juni 2025 digabungkan,
data awal menunjukkan terdapat 8.269 transaksi unik dengan 1.632 item unik. Kon-
disi ini belum ideal karena masih banyak item non-obat dan penulisan nama item
yang bervariasi. Setelah seluruh proses preprocessing selesai diterapkan, jumlah
transaksi berubah menjadi 7.038 transaksi unik, sedangkan jumlah item unik berku-
rang menjadi 1.495 item. Penurunan ini menunjukkan bahwa data telah disaring,
distandardisasi, dan diformat ulang sehingga lebih bersih dan konsisten.

Preprocessing dilakukan melalui dua tahap utama, yaitu pembersihan data
dan transformasi data. Kedua tahapan tersebut dijelaskan pada bagian berikut.

3.3.1 Pembersihan Data
Pembersihan data dilakukan untuk memastikan bahwa dataset hanya berisi

informasi yang relevan dengan tujuan penelitian, yaitu menganalisis pola pembe-
lian obat. Langkah pertama adalah menggabungkan seluruh berkas transaksi bu-
lanan dari Januari sampai Juni 2025 menggunakan pandas. Data mentah berjumlah
puluhan ribu baris karena satu transaksi dapat terdiri dari beberapa baris item.

Setelah data digabungkan, peneliti melakukan penyaringan untuk mengha-
pus produk non-obat. Produk seperti masker, alat kesehatan, susu, kosmetik, dan
barang umum lainnya dikeluarkan dari dataset karena tidak termasuk kategori obat.
Penyaringan dilakukan dengan mencocokkan nama produk terhadap daftar kata
kunci non-obat. Langkah ini penting agar pola yang ditemukan nantinya benar-
benar berasal dari obat.

Langkah berikutnya adalah memilih atribut yang akan digunakan. Dari be-
berapa kolom yang tersedia, hanya dua kolom yang dipertahankan:

• ID Transaksi, sebagai identitas transaksi; dan

• Nama Obat, sebagai item yang dianalisis.

Kolom lain seperti jumlah pembelian, harga, dan tanggal tidak digunakan
karena tidak berpengaruh pada pencarian pola keterkaitan antarobat.

Setelah pemilihan atribut, peneliti melakukan standardisasi nama obat. Data
awal menunjukkan bahwa satu obat dapat ditulis dalam banyak bentuk, misalnya:

• PARACETAMOL 500 MG STRIP
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• PARACETAMOL TABLET 500 MG

• PARA 500 TAB

Jika tidak diseragamkan, variasi ini akan dianggap sebagai item berbeda.
Karena itu, pandas digunakan untuk menghapus informasi kemasan, memperbaiki
format penulisan, dan mengubah seluruh nama obat menjadi huruf kapital. Stan-
dardisasi ini berhasil mengurangi jumlah item unik dari 1.632 menjadi 1.495.

Tahap pembersihan menghasilkan dataset yang lebih ringkas, bebas dari
item yang tidak diperlukan, dan memiliki nama obat yang konsisten. Dataset hasil
pembersihan kemudian digunakan pada tahap transformasi data.

3.3.2 Transformasi Data
Transformasi data merupakan proses mengubah struktur data mentah men-

jadi bentuk yang dapat diproses oleh algoritma Apriori dan FP-Growth. Pada data
awal, setiap baris hanya berisi satu item obat. Artinya, satu transaksi bisa terdiri
dari beberapa baris dengan ID Transaksi yang sama. Struktur ini belum dapat
digunakan untuk membaca pola pembelian.

Agar perubahan struktur mudah dipahami, berikut contoh bentuk data se-
belum transformasi: Sebelum Transformasi (item per baris)

T001 -- PARACETAMOL 500 MG

T001 -- ANTASIDA TABLET

T001 -- VITAMIN C 500 MG

T002 -- AMOXSAN 500 MG

T002 -- IBUPROFEN 400 MG

T003 -- PARACETAMOL 500 MG

Setelah Transformasi (daftar item per transaksi)

T001 -- [PARACETAMOL 500 MG, ANTASIDA TABLET, VITAMIN C 500 MG]

T002 -- [AMOXSAN 500 MG, IBUPROFEN 400 MG]

T003 -- [PARACETAMOL 500 MG]

Berikutnya, transaksi yang hanya berisi satu item dihapus karena tidak dapat
membentuk aturan asosiasi. Setelah transaksi satu-item dihapus, jumlah transaksi
unik berkurang dari 8.269 menjadi 7.038 transaksi.

Seluruh dataset hasil transformasi kemudian disimpan dalam satu berkas
final. Berkas ini berisi daftar transaksi yang sudah bersih, konsisten, dan ter-
struktur sehingga siap digunakan pada tahap penerapan algoritma Apriori dan FP-
Growth. Dengan demikian, proses preprocessing selesai seluruhnya. Dataset
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yang dihasilkan telah memenuhi syarat untuk dianalisis lebih lanjut dan diharap-
kan menghasilkan pola pembelian obat yang valid pada tahap berikutnya.

3.4 Penerapan Algoritma
Tahap penerapan algoritma merupakan inti dari penelitian ini. Pada tahap

ini, dataset hasil preprocessing dianalisis menggunakan dua algoritma association
rule mining, yaitu Apriori dan FP-Growth, untuk menemukan pola pembelian obat
yang sering muncul bersama dalam transaksi.

Seluruh proses komputasi dilakukan dengan bahasa pemrograman Python
pada lingkungan Google Colab. Beberapa pustaka yang digunakan pada tahap ini
adalah sebagai berikut.

1. pandas, untuk membaca dan memuat dataset hasil preprocessing.
2. TransactionEncoder, untuk mengubah daftar transaksi menjadi bentuk

matriks biner.
3. mlxtend.frequent patterns, untuk menjalankan fungsi apriori(),

fpgrowth(), dan association rules().
Dataset yang digunakan pada tahap ini merupakan hasil transformasi dari Subbab
3.3.2. Setiap baris data mewakili satu transaksi, dan setiap transaksi berisi daftar
obat yang dibeli bersamaan. Dataset ini kemudian diubah menjadi matriks biner.
Pada bentuk matriks ini, setiap kolom mewakili satu obat, sedangkan setiap baris
mewakili satu transaksi. Nilai 1 menunjukkan obat tersebut muncul dalam transaksi,
dan nilai 0 menunjukkan obat tersebut tidak muncul.

Penelitian ini menggunakan dua parameter utama, yaitu minimum support
dan minimum confidence. Nilai minimum support yang digunakan adalah 0,01.
Artinya, suatu kombinasi obat dianggap cukup sering muncul apabila muncul pada
sedikitnya 1 persen dari seluruh transaksi. Nilai minimum confidence yang digu-
nakan adalah 0,17. Artinya, suatu aturan asosiasi dianggap memenuhi syarat apabila
peluang kemunculan obat konsekuen setelah obat anteseden mencapai sedikitnya 17
persen. Nilai parameter tersebut diperoleh dari hasil uji coba terhadap dataset agar
jumlah aturan yang terbentuk masih realistis dan dapat dianalisis.

Setelah data berada dalam bentuk matriks biner dan parameter ditetapkan,
algoritma Apriori dan FP-Growth dijalankan pada dataset yang sama. Hasil dari ke-
dua algoritma kemudian disimpan dalam bentuk tabel aturan asosiasi untuk dianal-
isis lebih lanjut pada bab berikutnya. Tahap penerapan masing-masing algoritma
dijelaskan pada subbab berikut.
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3.4.1 Penerapan Algoritma Apriori
Algoritma Apriori digunakan untuk mencari kombinasi obat yang ser-

ing muncul bersama dalam transaksi. Kombinasi tersebut disebut frequent item-
set. Berdasarkan frequent itemset ini, algoritma membentuk aturan asosiasi yang
menggambarkan hubungan antarobat.

Langkah pertama adalah memuat dataset hasil preprocessing menggunakan
pandas. Dataset ini berisi 7.038 transaksi dengan daftar obat per transaksi. Dataset
kemudian diubah menjadi matriks biner menggunakan TransactionEncoder.
Proses ini menghasilkan tabel yang berisi nilai 0 dan 1 untuk setiap obat pada setiap
transaksi.

Setelah matriks biner terbentuk, fungsi apriori() dari
mlxtend.frequent patterns dijalankan dengan nilai min support = 0.01 dan
use colnames = True. Fungsi ini menghitung frekuensi kemunculan setiap obat
dan setiap kombinasi obat dalam seluruh transaksi. Kombinasi obat yang memiliki
nilai support lebih besar atau sama dengan 0,01 dinyatakan sebagai frequent
itemset.

Tahap berikutnya adalah pembentukan aturan asosiasi. Aturan ini diben-
tuk dari frequent itemset menggunakan fungsi association rules() dengan pa-
rameter metric = "confidence" dan min threshold = 0.17. Fungsi ini meng-
hasilkan aturan dalam bentuk pasangan anteseden → konsekuen, beserta nilai sup-
port, confidence, dan lift untuk setiap aturan.

Nilai support menunjukkan seberapa sering pola muncul dalam seluruh
transaksi. Nilai confidence menunjukkan seberapa besar peluang konsekuen muncul
ketika anteseden muncul. Nilai lift menunjukkan seberapa kuat hubungan antara an-
teseden dan konsekuen jika dibandingkan dengan kemunculan acak. Aturan dengan
nilai lift lebih besar dari 1 menunjukkan adanya hubungan yang lebih kuat daripada
kebetulan.

Seluruh aturan asosiasi hasil algoritma Apriori disimpan dalam sebuah
berkas hasil. Aturan-aturan tersebut menjadi salah satu dasar dalam analisis pada
Bab 4.

3.4.2 Penerapan Algoritma FP-Growth
Algoritma FP-Growth digunakan sebagai alternatif dari Apriori untuk men-

cari frequent itemset dan aturan asosiasi. FP-Growth dirancang untuk bekerja lebih
efisien pada dataset yang besar karena tidak melakukan pembangkitan kandidat
kombinasi item secara eksplisit. Algoritma ini menggunakan struktur pohon yang
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disebut FP-Tree untuk merepresentasikan data transaksi secara terkompresi.
FP-Growth menggunakan dataset dan matriks biner yang sama seperti pada

algoritma Apriori. Dengan demikian, perbedaan hasil yang muncul hanya dise-
babkan oleh perbedaan cara kerja algoritma, bukan perbedaan data.

Penerapan FP-Growth dimulai dengan memanggil fungsi fpgrowth()

dari mlxtend.frequent patterns dengan parameter min support = 0.01 dan
use colnames = True. Fungsi ini menghasilkan daftar frequent itemset dengan
cara memanfaatkan struktur FP-Tree. Frequent itemset yang dihasilkan memiliki
interpretasi yang sama dengan frequent itemset pada algoritma Apriori, yaitu kom-
binasi obat yang sering muncul bersama dalam transaksi.

Setelah frequent itemset diperoleh, fungsi association rules() kembali
digunakan untuk membentuk aturan asosiasi dengan nilai minimum confidence 0,17.
Bentuk aturan yang dihasilkan sama, yaitu anteseden → konsekuen dengan nilai
support, confidence, dan lift untuk setiap aturan.

Pada penelitian ini, algoritma Apriori dan FP-Growth menghasilkan aturan
asosiasi yang konsisten satu sama lain. Jumlah aturan yang terbentuk dan nilai
metrik (support, confidence, dan lift) pada setiap aturan bersifat identik. Hal ini ter-
jadi karena kedua algoritma menggunakan dataset yang sama dan parameter mini-
mum yang sama. Perbedaan utama kedua algoritma terdapat pada mekanisme pen-
carian frequent itemset dan efisiensi komputasi, bukan pada pola yang dihasilkan.

Seluruh aturan asosiasi hasil FP-Growth juga disimpan dalam berkas hasil
dan digunakan bersama dengan hasil Apriori pada tahap analisis di Bab 4.

3.5 Analisis Hasil
Tahap analisis hasil dilakukan untuk menilai keluaran yang dihasilkan

oleh algoritma Apriori dan FP-Growth setelah keduanya diterapkan pada dataset
transaksi obat. Analisis berfokus pada dua aspek utama, yaitu bagaimana kedua al-
goritma bekerja pada dataset penelitian dan bagaimana kualitas aturan asosiasi yang
dihasilkan. Penilaian menggunakan tabel hasil Apriori dan FP-Growth yang telah
disimpan setelah proses komputasi. Jumlah aturan, nilai metrik yang dihasilkan,
serta pola obat yang muncul menjadi dasar evaluasi. Tahap ini tidak menilai aspek
di luar data, seperti alasan pembelian atau interpretasi klinis, karena fokus peneli-
tian berada pada pola keterkaitan obat berdasarkan data transaksi.

3.5.1 Evaluasi Performa Algoritma
Evaluasi performa algoritma menilai bagaimana kedua algoritma bekerja

dalam menemukan pola pembelian obat. Keduanya menggunakan dataset yang
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sama dan parameter minimum yang identik, yaitu minimum support 0,01 dan min-
imum confidence 0,17. Dengan kondisi tersebut, performa dapat dibandingkan
berdasarkan hasil frequent itemset, jumlah aturan asosiasi, serta kecepatan proses.

Hasil evaluasi menunjukkan bahwa Apriori dan FP-Growth menghasilkan
jumlah frequent itemset dan aturan asosiasi yang sama. Persamaan ini muncul
karena pola yang dicari berada pada tingkat support yang rendah dan dataset hasil
preprocessing sudah rapi dan seragam. Dengan struktur data yang teratur dan pa-
rameter yang sama, keduanya mendeteksi kombinasi obat yang sama sebagai fre-
quent itemset.

Perbedaan utama kedua algoritma terletak pada mekanisme kerja internal.
Apriori mencari kombinasi item secara bertahap, mulai dari satu item hingga dua
item dan seterusnya, sehingga beban komputasi meningkat ketika jumlah item unik
besar. Sebaliknya, FP-Growth menggunakan struktur FP-Tree untuk menyimpan
frekuensi kemunculan item sehingga pencarian pola dapat dilakukan lebih cepat.
Pada dataset penelitian ini, kedua algoritma berjalan dengan baik tanpa perbedaan
waktu proses yang signifikan. Dengan demikian, hasil aturan asosiasi dari keduanya
dapat digunakan secara setara pada tahap analisis berikutnya.

3.5.2 Evaluasi Rules
Evaluasi rules menilai kualitas aturan asosiasi yang dihasilkan oleh Apri-

ori dan FP-Growth. Aturan dinilai menggunakan tiga metrik utama, yaitu sup-
port, confidence, dan lift. Nilai support menunjukkan seberapa sering pola muncul
dalam seluruh transaksi; pola dengan support di bawah 0,01 tidak disertakan karena
tidak memenuhi batas minimum. Nilai confidence menunjukkan peluang kemuncu-
lan konsekuen ketika anteseden muncul dan pada penelitian ini harus berada di
atas 0,17. Nilai lift mengukur kekuatan hubungan antara anteseden dan konsekuen
dibandingkan dengan kemunculan acak; nilai lift lebih besar dari 1 menunjukkan
hubungan yang lebih kuat daripada kebetulan.

Aturan-aturan yang memenuhi ketiga kriteria tersebut dianggap sebagai pola
pembelian yang signifikan dalam dataset. Pada penelitian ini, aturan yang di-
hasilkan oleh Apriori dan FP-Growth memiliki nilai support, confidence, dan lift
yang identik. Hal ini menunjukkan bahwa pola pembelian obat stabil meskipun
dianalisis menggunakan dua algoritma berbeda. Aturan-aturan tersebut kemudian
digunakan sebagai dasar untuk memahami kombinasi obat yang sering muncul
bersama dalam data transaksi dan dinyatakan valid secara statistik untuk analisis
pada bab selanjutnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Penelitian ini memanfaatkan data transaksi penjualan obat di Apotek Gadi

Lamba Condet periode Januari sampai Juni 2025 untuk memahami pola pembe-
lian obat yang terjadi dalam aktivitas penjualan sehari-hari. Data transaksi yang
sebelumnya hanya digunakan sebagai catatan operasional diolah melalui tahapan
pembersihan dan penataan ulang agar dapat dianalisis secara sistematis. Setelah
proses tersebut, data siap digunakan untuk mengidentifikasi keterkaitan pembelian
obat dalam satu transaksi.

1. Penerapan algoritma Apriori dan FP-Growth untuk menemukan pola pem-
belian obat pada data transaksi apotek telah berhasil dilakukan setelah data
transaksi dibersihkan dan diubah ke dalam format yang sesuai. Data mentah
yang awalnya terdiri dari puluhan ribu baris item diproses sehingga menjadi
7.038 transaksi valid yang masing-masing memuat daftar obat yang dibeli
secara bersamaan. Pada kondisi ini, algoritma Apriori dan FP-Growth dit-
erapkan menggunakan parameter yang sama, yaitu minimum support sebe-
sar 0,01 dan minimum confidence sebesar 0,17. Penerapan kedua algoritma
ini memungkinkan identifikasi kombinasi obat yang sering muncul bersama
dalam transaksi pelanggan. Hasil analisis menunjukkan bahwa kedua algo-
ritma mampu bekerja secara efektif pada data transaksi apotek dan berhasil
menemukan pola pembelian obat yang terbentuk dari kebiasaan pembelian
pelanggan selama enam bulan pengamatan. Dengan demikian, tujuan per-
tama penelitian untuk menerapkan algoritma Apriori dan FP-Growth dalam
menemukan pola pembelian obat dapat dinyatakan telah tercapai.

2. Menghasilkan aturan asosiasi yang dapat menggambarkan pola pembe-
lian obat di Apotek Gadi Lamba Condet juga telah tercapai melalui pem-
bentukan sepuluh aturan asosiasi yang konsisten. Algoritma Apriori dan
FP-Growth menghasilkan aturan yang sama, baik dari sisi pasangan obat
maupun nilai ukurannya, yang menunjukkan bahwa pola pembelian yang
ditemukan bersifat stabil dan tidak bergantung pada metode perhitungan
yang digunakan. Aturan-aturan tersebut menggambarkan kecenderungan
pembelian obat secara bersamaan dalam satu transaksi, seperti keterkaitan
Paracetamol 500 MG dengan Cetirizine 10 MG Tablet, Voltadex 50 MG,
Asam Mefenamat 500 MG, dan Simvastatin 10 MG, serta hubungan pem-
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belian bersama antara Metformin dan Amlodipin. Seluruh aturan yang di-
hasilkan memiliki hubungan yang bermakna dan tidak terjadi secara kebetu-
lan, sehingga mampu menggambarkan struktur pembelian obat berdasarkan
data transaksi yang nyata. Hal ini menunjukkan bahwa tujuan kedua peneli-
tian untuk menghasilkan aturan asosiasi yang menggambarkan pola pembe-
lian obat telah terpenuhi.

Secara keseluruhan, penelitian ini menunjukkan bahwa data transaksi pen-
jualan obat dapat diolah untuk menghasilkan informasi yang lebih bermakna me-
ngenai kebiasaan pembelian pelanggan. Melalui penerapan algoritma Apriori dan
FP-Growth, pola pembelian obat yang sebelumnya tidak terlihat dapat diidentifikasi
secara terstruktur dan dapat digunakan untuk memahami keterkaitan pembelian obat
di apotek secara lebih jelas.

5.2 Saran
Berdasarkan hasil penelitian dan keterbatasan yang ditemui selama proses

analisis, terdapat beberapa saran yang dapat dijadikan bahan pertimbangan untuk
pengembangan penelitian selanjutnya serta pemanfaatan hasil penelitian di ling-
kungan apotek.

1. Penelitian selanjutnya disarankan menggunakan data transaksi dengan peri-
ode waktu yang lebih panjang agar pola pembelian obat yang dihasilkan da-
pat menggambarkan kebiasaan pembelian yang lebih stabil dan tidak dipen-
garuhi oleh kondisi sementara pada periode tertentu. Penambahan atribut
seperti jumlah pembelian atau pengelompokan kategori obat juga dapat
memberikan gambaran pola yang lebih beragam.

2. Dari sisi metode analisis, penelitian berikutnya dapat mempertimbangkan
penggunaan algoritma asosiasi lain atau melakukan pengujian dengan ni-
lai parameter yang berbeda untuk melihat pengaruhnya terhadap jumlah
serta kualitas aturan asosiasi yang dihasilkan. Pendekatan ini dapat mem-
berikan perbandingan yang lebih luas mengenai efektivitas metode analisis
pola pembelian obat.

Secara keseluruhan, saran-saran tersebut diharapkan dapat menjadi acuan
dalam pengembangan penelitian di masa mendatang serta mendorong pemanfaatan
data transaksi secara lebih optimal dalam mendukung pengambilan keputusan di
apotek.
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Gambar B.4. Sample Data Mentah April 2025

Gambar B.5. Sample Data Mentah Mei 2025

B - 3
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Gambar C.9. Kode Visualisasi Aturan Asosiasi Berdasarkan Nilai Lift (Apriori)
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Gambar C.11. Kode Penerapan Algoritma FP-Growth
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LAMPIRAN D

PENELITIAN TERDAHULU

No Peneliti &
Tahun

Judul Algoritma Hasil

1 Carlos, Lee, dan
Costa (2025)

Empowering Phar-
maceutical Retail
Storefronts: An
Exploratory Study
on Classification
and Association
Techniques

Kombinasi
Apriori
dan FP-
Growth;
min-
support
0.05, min-
confidence
0.7

Penerapan algoritma dalam
penelitian ini difokuskan
pada pembangunan sistem
rekomendasi storefront ritel
farmasi. Peneliti mener-
apkan FP-Growth yang
diintegrasikan dengan teknik
clustering untuk mengelom-
pokkan transaksi sebelum
proses mining. Hasil pen-
erapan menunjukkan bahwa
algoritma mampu meng-
hasilkan rekomendasi item
dengan tingkat keberhasi-
lan rata-rata di atas 30%
berdasarkan transaksi masa
lalu. Selain itu, algoritma
klasifikasi MLP yang dit-
erapkan berhasil mencapai
akurasi 97,97% dalam
memprediksi transaksi yang
memerlukan resep dok-
ter, memberikan wawasan
krusial bagi petugas apotek.
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2 Chopvitayakun,
Jitsakul, dan
Aukkanit (2024)

Analyzing Pur-
chase Behavior
Using FP-Growth
Technique to Find
Association Rules

FP-
Growth;
min-
support
0.1, con-
fidence
0.8

Penelitian ini menerapkan
teknik FP-Growth untuk
menggali pola co-purchasing
(pembelian bersamaan) yang
tersembunyi. Algoritma dit-
erapkan untuk menghitung
probabilitas pembelian item
konsekuen berdasarkan item
antiseden. Hasil penerapan
menemukan aturan asosiasi
dengan confidence sangat
tinggi (0,92), yang menun-
jukkan bahwa pelanggan
yang membeli kombinasi es
krim dan yogurt memiliki
probabilitas 92% lebih tinggi
untuk membeli roti diband-
ingkan pelanggan lain. Hasil
ini membuktikan efektivitas
algoritma dalam merancang
strategi penempatan produk
(product placement) yang
strategis.

3 Islam, Rahman,
dan Paul (2024)

Exploring
Bangladesh’s
Pharmaceutical
Purchase Trends

Apriori;
min-
support
0.08, con-
fidence
0.6

Penelitian ini menerap-
kan konsep FP-Growth
pada dataset besar (30.947
transaksi) untuk menganal-
isis tren pembelian farmasi
dalam periode 29 bulan.
Penerapan algoritma di-
fokuskan untuk melihat
dampak variasi parame-
ter terhadap pembentukan
aturan.
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Hasilnya menunjukkan
bahwa penerapan nilai
support yang lebih tinggi
menghasilkan jumlah aturan
yang lebih sedikit namun
dengan signifikansi yang
lebih besar, mengindikasikan
penerimaan produk yang
spesifik. Temuan ini diap-
likasikan untuk menyusun
taktik pemasaran dan mana-
jemen stok yang lebih efisien
di industri ritel kesehatan.

4 Ardiansyah,
Harahap, dan
Ah (2024)

Utilizing FP-Tree
and FP-Growth
Algorithms for
Data Mining on
Medicine Sales
Transactions at
Khanina’s

FP-
Growth;
min-
support
0.05, con-
fidence
0.75

Penelitian ini menerapkan al-
goritma FP-Growth menggu-
nakan tools RapidMiner 5
untuk memetakan pola pem-
belian obat yang terjadi se-
cara bersamaan. Algoritma
bekerja dengan membangun
struktur FP-Tree yang efisien
dari data transaksi penjualan
obat. Penerapan algoritma
ini berhasil mengungkap at-
uran asosiasi spesifik, di
mana ditemukan pola kuat:
jika konsumen membeli obat
Ditiazem HCL, maka kon-
sumen tersebut cenderung
membeli Ketoconazole.
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Selain itu, algoritma berhasil
mengidentifikasi klaster
obat terlaris (Fungoral,
Allopurinol, Batugin) yang
digunakan pemilik apotek
sebagai dasar pengam-
bilan keputusan strategi
penyetokan barang.

5 Dwiputra dkk.
(2023)

Evaluating the
Performance
of Association
Rules in Apriori
and FP-Growth
Algorithms

Apriori
& FP-
Growth;
min-
support
0.06, con-
fidence
0.7

Studi ini melakukan kom-
parasi kinerja (performansi)
antara algoritma Apriori
dan FP-Growth pada dataset
transaksi perusahaan farmasi
PT XYZ. Hasil penera-
pan menunjukkan bahwa
meskipun kedua algoritma
menghasilkan jumlah aturan
dan nilai support/confidence
yang identik, terdapat
perbedaan signifikan dalam
efisiensi komputasi. FP-
Growth terbukti jauh lebih
cepat dalam waktu eksekusi
(84 detik berbanding 168
detik milik Apriori), namun
Apriori lebih unggul dalam
efisiensi penggunaan mem-
ori. Hasil ini memberikan
panduan pemilihan algoritma
berdasarkan sumber daya
komputasi yang tersedia.
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6 Nugraha dan
Purnamawati
(2023)

Application of
the Association
Method Using FP-
Growth Algorithm
to Find Pattern of
Medicine Purchas-
ing Transactions
at Pharmacy

FP-
Growth;
min-
support
0.1, con-
fidence
0.6

Penelitian ini mengim-
plementasikan algoritma
FP-Growth pada 20.266 data
transaksi Apotek Keluarga
untuk keperluan pengadaan
stok (procurement). Al-
goritma diterapkan untuk
menyaring pola pembe-
lian yang kuat. Hasilnya
terbentuk 7 aturan asosi-
asi dengan nilai lift ratio
yang tinggi (2,683), yang
mengindikasikan hubungan
yang sangat kuat. Salah
satu pola dominan yang
ditemukan adalah jika
konsumen membeli obat
Platogrix, maka sistem
merekomendasikan pembe-
lian Santagesik Tab, yang
kemudian dijadikan acuan
utama dalam perencanaan
stok obat bulanan.

7 R. dan Putri
(2022)

Association Rule
Analysis of FP-
Growth Algorithm
on Drug Purchase
Patterns

FP-
Growth;
min-
support
0.07, con-
fidence
0.8

Penelitian ini memanfaatkan
algoritma FP-Growth dengan
bantuan tools Weka untuk
menganalisis data transaksi
klinik selama dua tahun.
Penerapan algoritma di-
fokuskan pada pembentukan
struktur data FP-Tree yang
efisien. Hasil eksperimen
menghasilkan 118 aturan
asosiasi yang valid.
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Beberapa aturan memiliki
tingkat kepastian (confi-
dence) mutlak 100%, seperti
pola pembelian: ”Jika
membeli INJ Piralen, maka
pasti membeli INJ Raniti-
dine” dan ”Jika membeli
Genoint, maka membeli
Genoint SK”. Informasi ini
digunakan pemilik klinik
untuk menentukan strategi
bundling produk yang paling
laris.

8 Anwar dkk.
(2023)

Application of
the FP-Growth
Method to Deter-
mine Drug Sales
Patterns

FP-
Growth;
min-
support
0.05, con-
fidence
0.7

Penelitian ini menerapkan
algoritma FP-Growth untuk
mengatasi masalah tata letak
obat yang kurang optimal di
klinik. Penerapan algoritma
difokuskan pada pemben-
tukan frequent itemset dari
data transaksi. Hasil analisis
berhasil mengungkap pola
asosiasi spesifik dengan
tingkat kepercayaan yang
bervariasi, di mana dite-
mukan aturan: ”Jika Dexa
terjual, maka Cefadroxil juga
terjual” (Confidence 35,8%)
dan ”Jika Dexa terjual, maka
Paracetamol juga terjual”
(Confidence 49,38%).
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Temuan ini diaplikasikan un-
tuk menata ulang rak obat
agar pelayanan kepada kon-
sumen menjadi lebih cepat.

9 Amine, Ali,
dan Hammami
(2022)

Association Rule
Mining for Market
Basket Analysis in
Retail Data

Apriori
& FP-
Growth;
min-
support
0.02, con-
fidence
0.6

Studi ini berfokus pada eval-
uasi komparatif dan teknis
antara penerapan algoritma
Apriori dan FP-Growth
dalam lingkungan ritel mod-
ern. Dalam penerapannya,
algoritma Apriori dideskrip-
sikan menggunakan pen-
dekatan level-wise yang
membangkitkan kandidat
secara iteratif, yang efektif
namun memakan biaya
komputasi tinggi pada data
besar. Sebaliknya, penerapan
FP-Growth menggunakan
struktur data FP-Tree (pohon
prefix) yang memadatkan
data transaksi sehingga
meminimalkan pemindaian
basis data (database scans).
Hasil analisis menunjukkan
bahwa FP-Growth jauh
lebih unggul dalam efisiensi
memori dan waktu eksekusi
untuk dataset berskala besar
dibandingkan Apriori.
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Penelitian ini juga meny-
oroti pentingnya metrik eval-
uasi lanjutan seperti lever-
age dan conviction dalam
penerapan algoritma untuk
memastikan aturan yang di-
hasilkan benar-benar strate-
gis bagi keputusan bisnis.

10 Lufiah, Indah,
dan Firdaus
(2025)

Apriori Algo-
rithm Analysis to
Determine Pur-
chasing Patterns
at Beleven Farma
Pharmacy

Apriori,
meng-
gunakan
Rapid-
Miner;
support ∼
4% untuk
aturan
seperti
“hemavi-
ton →
vice” dan
“amoxi-
cillin →
paraceta-
mol”

Penelitian ini menerapkan
algoritma Apriori dengan
menggunakan kerangka
kerja Knowledge Discovery
in Database (KDD) pada
data transaksi penjualan
obat. Penerapan algoritma
dilakukan melalui tahapan
pembentukan candidate
itemset mulai dari 1-itemset
hingga 3-itemset dengan
batasan parameter minimum
support 4% dan confidence
50%. Algoritma diap-
likasikan menggunakan
tools RapidMiner untuk
menyaring pola transaksi
yang valid berdasarkan nilai
Lift Ratio. Hasil penerapan
algoritma berhasil mengi-
dentifikasi aturan asosiasi
yang kuat, seperti pola
pembelian ”Jika membeli
Hemaviton Stamina Plus,
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maka kemungkinan besar
membeli Vicee 500” de-
ngan tingkat kepercayaan
(confidence) mencapai
91%. Informasi pola yang
dihasilkan algoritma ini ke-
mudian diaplikasikan secara
langsung untuk strategi pen-
empatan produk (layout) dan
pembuatan paket bundling di
apotek.

11 Madani, Masa,
dan Setyadi
(2024)

Perbandingan
Metode Apriori
dan Frequent
Pattern Growth
Dalam Menge-
tahui Pola Pembe-
lian Konsumen

Apriori
dan FP-
Growth;
FP-
Growth
meng-
hasilkan
confi-
dence
47,06
persen dan
lift 3,79

Penelitian ini menerapkan
komparasi teknis antara
dua algoritma pada dataset
600 transaksi belanja di
Toko Alwi Jaya. Penerapan
algoritma difokuskan untuk
mengukur efektivitas aturan
yang terbentuk. Hasil pen-
gujian menunjukkan bahwa
FP-Growth lebih unggul
dalam menghasilkan aturan
asosiasi yang berkualitas
tinggi dibandingkan Apriori.
Secara spesifik, FP-Growth
menghasilkan nilai confi-
dence tertinggi sebesar 47,06
persen dan lift ratio 3,79,
sedangkan algoritma Apriori
hanya mampu menghasilkan
confidence 41,18 persen dan
lift ratio 3,32.
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Pola pembelian paling
dominan yang ditemukan
oleh FP-Growth adalah
aturan asosiasi “Jika kon-
sumen membeli Wafer,
maka konsumen juga akan
membeli Biskuit”. Temuan
ini kemudian diaplikasikan
untuk menyusun strategi
prioritas penempatan kate-
gori produk secara berurutan
(Wafer–Biskuit–Snack–Susu)
guna meningkatkan pen-
jualan.

12 Hartanto dan
Aribowo (2023)

Perancangan Tata
Letak Toko Ritel
Berdasarkan Pola
Belanja Konsumen
Dengan Market
Basket Analysis

Apriori
dan FP-
Growth;
meng-
gunakan
WEKA

Studi ini mengintegrasikan
algoritma data mining de-
ngan perancangan fasilitas
toko menggunakan 360 data
transaksi. Algoritma diter-
apkan menggunakan WEKA
untuk menghasilkan aturan
asosiasi yang kemudian
dipetakan ke dalam Peta
Keterkaitan Aktivitas. Hasil
analisis komparatif membuk-
tikan bahwa tata letak yang
dirancang berdasarkan pola
dari algoritma FP-Growth
jauh lebih efisien diband-
ingkan Apriori. Efisiensi ini
dibuktikan melalui uji jarak
rectilinear,
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di mana desain berbasis
FP-Growth menghasilkan
total jarak tempuh 2.353,5,
lebih pendek dibandingkan
desain berbasis Apriori yang
mencapai 2.519,5. Penelitian
ini menyimpulkan bahwa
pola yang dihasilkan FP-
Growth lebih optimal dalam
mendekatkan produk-produk
yang memiliki keterkaitan
kuat sehingga memudahkan
mobilitas konsumen.

13 Sapitri, Elisya,
Mustafa, dan
Badrul (2022)

Penerapan Data
Mining Menggu-
nakan Algoritma
Apriori Untuk
Menentukan Minat
Customer Parfume
Dari Riwayat Data
Penjualan

Apriori;
minimum
support
40 persen
dan confi-
dence 80
persen

Penelitian ini berfokus
pada implementasi algo-
ritma Apriori menggunakan
RapidMiner untuk men-
ganalisis minat pelanggan
terhadap varian parfum.
Proses mining dilakukan de-
ngan menetapkan parameter
minimum support 40 persen
dan minimum confidence
80 persen. Penerapan algo-
ritma ini berhasil menyaring
kombinasi itemset yang sa-
ngat signifikan dari riwayat
penjualan tahunan. Aturan
asosiasi final menunjukkan
hubungan timbal balik yang
kuat: “Jika membeli parfum
Nagita (N), maka membeli
Aigner Blue (AB)”
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dengan support 66,67 persen
dan confidence 80 persen,
serta sebaliknya “Jika mem-
beli AB maka membeli N”
dengan confidence mutlak
100 persen. Pola ini di-
gunakan oleh manajemen
untuk pengelolaan stok agar
menyesuaikan preferensi
pelanggan dan mencegah
penumpukan stok mati.

14 Nurmayanti
dkk. (2021)

Market Basket
Analysis with
Apriori Algorithm
and Frequent
Pattern Growth
(FP-Growth) on
Outdoor Product
Sales Data

Apriori
dan FP-
Growth

Penelitian ini menerapkan
Market Basket Analysis
pada data penjualan perala-
tan outdoor menggunakan
RStudio untuk melihat
perbedaan karakteristik atu-
ran yang dihasilkan. Apriori
menghasilkan sepuluh atu-
ran, sedangkan FP-Growth
menghasilkan empat aturan
yang lebih ringkas namun
tetap kuat. Salah satu pola
asosiasi utama yang dite-
mukan konsisten adalah
“Jika konsumen membeli
Kompor Portable, maka
kemungkinan besar membeli
Gas Portable”. Pada FP-
Growth, aturan ini memiliki
support 0,296, confidence
0,750, dan lift 1,90.
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Penelitian menyimpulkan
bahwa meskipun kedua
algoritma menemukan pola
serupa, FP-Growth lebih
efisien dalam menyajikan
aturan inti yang paling
berdampak bagi strategi
penyusunan paket bundling
peralatan mendaki gunung.

15 Mardedi,
Syahrir, dan
Mataram (2024)

Analisis Per-
bandingan Algo-
ritma FP-Growth
dan TPQ-Apriori
Dalam Menen-
tukan Rule Based
Terbaik Untuk Sis-
tem Rekomendasi
Produk

FP-
Growth
dan TPQ-
Apriori

Penelitian ini melakukan
eksperimen komparasi an-
tara algoritma FP-Growth
menggunakan tools Rapid-
Miner dan algoritma pe-
ngembangan baru bernama
TPQ-Apriori pada dataset
penjualan CV. Charandita
Kusuma NTB. Penerapan
algoritma difokuskan untuk
melihat konsistensi jumlah
aturan yang terbentuk. Hasil
pengujian menunjukkan
anomali di mana FP-Growth
pada RapidMiner kurang
optimal menangani dataset
tertentu sehingga bebe-
rapa aturan potensial tidak
muncul. Sebaliknya, al-
goritma TPQ-Apriori yang
menggunakan pendekatan
format data
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vertikal mampu meng-
hasilkan jumlah aturan yang
jauh lebih lengkap, yakni
173 aturan untuk kombinasi
2-itemset, sedangkan FP-
Growth hanya menghasilkan
54 aturan. Temuan ini
membuktikan bahwa untuk
karakteristik data tertentu,
varian algoritma Apriori
yang dimodifikasi dapat bek-
erja lebih efektif daripada
FP-Growth standar.

16 P, Iskandar, dan
Nazir (2021)

Implementasi
Algoritma FP-
Growth untuk
Menemukan Pola
Keterkaitan An-
tara Matakuliah
Pemrograman
dan Matakuliah
Matematika

FP-
Growth

Studi ini menerapkan al-
goritma FP-Growth untuk
menggali pola hubungan an-
tar nilai mata kuliah pada
1.227 data mahasiswa. Al-
goritma dijalankan dengan
parameter minimum support
0,5 dan confidence 0,7 se-
hingga menghasilkan 52.250
pola kombinasi. Hasil anali-
sis menemukan aturan asosi-
asi yang sangat kuat de-
ngan confidence mencapai
98 persen dan lift ratio
1,1941. Pola spesifik yang
ditemukan adalah “Jika ma-
hasiswa lulus Dasar Pem-
rograman, Aljabar Linear,
Struktur Data, dan Metode
Numerik
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maka kemungkinan besar
mereka juga lulus Kalkulus,
Matematika Diskrit, dan
Algoritma Pemrograman”.
Hasil ini membuktikan
bahwa FP-Growth efektif
untuk memetakan korelasi
kurikulum yang kompleks.

17 Putra dan Eniy-
ati (2022)

Analisis Pola
Pembelian Kon-
sumen pada
Data Transaksi
Penjualan Suku
Cadang Mobil
dengan Algoritma
FP-Growth

FP-
Growth

Penelitian ini berfokus pada
implementasi algoritma
FP-Growth menggunakan
Python pada dataset Kaggle
untuk menganalisis transaksi
penjualan suku cadang
selama satu tahun. Tahap
preprocessing dilakukan
menggunakan Transaction
Encoder agar data dapat
terbaca oleh mesin. Dengan
minimum support 0,01, algo-
ritma mengidentifikasi lima
kombinasi itemset utama
yang sering dibeli bersama,
seperti “Grease/Vit Paslin
dengan Filter Oli Canter”
dan “Oli Mesin Diesel L300
dengan Ring Oli”. Pola ini
dimanfaatkan tidak hanya
untuk promo konsumen
tetapi juga sebagai dasar
bagi cabang perusahaan
dalam menentukan kebu-
tuhan restock agar lebih
efisien.

D - 15



18 Fahrudin,
Maulana, dan
Barmawi (2024)

Optimasi Bundling
Produk Toko
Roti berbasis
Waktu menggu-
nakan Algoritma
FP-Growth

FP-
Growth

Penelitian ini menerap-
kan algoritma FP-Growth
dengan pendekatan seg-
mentasi waktu Morning,
Afternoon, dan Evening
untuk meningkatkan akurasi
rekomendasi bundling pro-
duk. Dataset dibagi ke dalam
enam segmen dan algoritma
dijalankan dengan parameter
support 0,02–0,06 serta
confidence 0,3–0,6. Hasil
analisis menunjukkan pola
konsumsi yang berbeda pada
tiap waktu. Pada segmen
Morning-Weekday muncul
pola “Jika membeli Toast
maka membeli Coffee” de-
ngan confidence 71 persen,
sedangkan pada Evening-
Weekend pola berubah
menjadi “Jika membeli
Postcard maka membeli
Tshirt” dengan confidence
60 persen. Semua aturan
yang dipilih memiliki nilai
lift ratio di atas 1 sehingga
hubungan antar produknya
valid dan tidak bersifat
kebetulan.
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19 Wadanur dan
Sari (2022)

Implementasi
Algoritma Apriori
dan FP-Growth
pada Penjualan
Spareparts

Apriori
dan FP-
Growth

Penelitian ini melakukan
komparasi performa an-
tara algoritma Apriori
dan FP-Growth menggu-
nakan dataset 9.907 record
transaksi suku cadang
bengkel Toyota. Pener-
apan algoritma diawali
dengan preprocessing yang
mereduksi redundansi data
menjadi 1.459 dataset valid
untuk meningkatkan akurasi
mining. Hasil eksperimen
menggunakan WEKA me-
nunjukkan bahwa kedua
algoritma berhasil mengi-
dentifikasi sepuluh aturan
asosiasi terbaik yang identik
pada minimum support 25
persen dan confidence 90
persen. Salah satu pola
terkuat adalah pembelian
item P390 dan P425 yang
konsisten diikuti pembelian
P459 dengan confidence 98
persen dan lift ratio 2,03.
Studi ini menyimpulkan
bahwa FP-Growth lebih
efisien dalam kecepatan
eksekusi karena mekanisme
tree yang tidak memerlukan
pembangkitan kandidat
itemset berulang.
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20 Sulianta dan
Prayogo (2024)

Aturan Asosiasi
Menggunakan
Algoritma Apriori
untuk Mencip-
takan Strategi
Pemasaran Pada
Apotek

Apriori Penelitian ini mengimple-
mentasikan algoritma Apri-
ori pada dataset berskala be-
sar berisi 600.000 transaksi
penjualan obat selama pe-
riode 2014 hingga 2019.
Proses dilakukan melalui
tahapan preprocessing yang
mencakup transformasi dan
seleksi fitur guna memas-
tikan kualitas data sebelum
mining. Hasil eksperimen
mengungkap pola asosiasi
yang sangat kuat dengan
nilai confidence di atas 90
persen. Temuan utama me-
nunjukkan hubungan timbal
balik yang signifikan antara
obat berkode M01AB dan
N02BE, dengan persentase
pembelian bersama menca-
pai 98 persen. Selain itu,
penelitian menemukan pola
pembelian berulang yang
menunjukkan bahwa obat
M01AB lebih efektif jika
dikonsumsi bersama obat
lain untuk meminimalkan
efek samping. Informasi
ini digunakan untuk strategi
manajemen stok dan per-
ancangan bundling produk
yang lebih efektif.

Tabel D.1. Penelitian Terdahulu
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