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ABSTRAK

Peningkatan volume transaksi digital menyebabkan institusi keuangan menghadapi risiko penipuan
kartu kredit yang semakin kompleks, dengan karakteristik data yang sangat tidak seimbang.
Penelitian ini bertujuan membandingkan kinerja tiga algoritma boosting modern, yaitu XGBoost,
LightGBM, dan CatBoost pada skenario data sangat tidak seimbang, sekaligus mengkaji peran
Synthetic Minority Over-sampling Technique (SMOTE), hyperparameter tuning GridSearchCV,
dan explainable artificial intelligence (XAI) berbasis SHapley Additive exPlanations (SHAP).
Dataset yang digunakan merupakan data sintetis transaksi kartu kredit dari Kaggle yang berisi
1.852.394 juta transaksi dengan fraud rate sekitar 0,52%. Ketidakseimbangan kelas ditangani
menggunakan Synthetic Minority Over-sampling Technique (SMOTE) dengan rasio 10% pada data
latih, diikuti hyperparameter tuning berbasis GridSearchCV dan penyesuaian decision threshold
berbasis F1-score. Hasil menunjukkan bahwa seluruh model mencapai AUC-ROC di atas 0,996 dan
F1-score sekitar 0,90 pada data uji. CatBoost menghasilkan kombinasi terbaik antara F1-score dan
Recall, sedangkan XGBoost mencapai Precision tertinggi. Analisis SHAP mengonfirmasi bahwa
model bergantung pada kombinasi fitur jumlah transaksi, pola waktu transaksi, perilaku historis
kartu, dan tingkat risiko merchant dalam keputusan klasifikasi fraud, sehingga meningkatkan
transparansi dan akuntabilitas sistem deteksi penipuan yang dihasilkan.
Kata Kunci: Deteksi penipuan kartu kredit, XGBoost, LightGBM, CatBoost, kelas tidak seimbang,
SMOTE, hyperparameter tuning, SHAP.
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ABSTRACT

The increase in digital transaction volume has caused financial institutions to face increasingly
complex credit card fraud risks, with highly imbalanced data characteristics. This study aims to
compare the performance of three modern boosting algorithms, namely XGBoost, LightGBM, and
CatBoost in a highly imbalanced data scenario, while also examining the role of Synthetic Minority
Over-sampling Technique (SMOTE), hyperparameter tuning GridSearchCV, and explainable
artificial intelligence (XAI) based on SHapley Additive exPlanations (SHAP). The dataset used
is synthetic credit card transaction data from Kaggle, containing 1,852,394 million transactions
with a fraud rate of approximately 0.52%. Class imbalance was addressed using the Synthetic
Minority Over-sampling Technique (SMOTE) with a ratio of 10% on the training data, followed
by hyperparameter tuning based on GridSearchCV and decision threshold adjustment based on
F1-score. The results show that all models achieved an AUC-ROC above 0.996 and an F1-score
of around 0.90 on the test data. CatBoost produced the best combination of F1-score and Recall,
while XGBoost achieved the highest Precision. SHAP analysis confirmed that the model relied
on a combination of transaction amount, transaction time patterns, historical card behavior, and
merchant risk level in fraud classification decisions, thereby improving the transparency and
accountability of the resulting fraud detection system.
Keywords: Credit card fraud detection, XGBoost, LightGBM, CatBoost, imbalanced classes,
SMOTE, hyperparameter tuning, SHAP.
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Perkembangan machine learning selama satu dekade terakhir menunjukkan

peningkatan yang signifikan dalam kemampuan pemodelan prediktif (Chakraborty,
Bhattacharya, Pal, dan Lee, 2024) (Zandieh, Kazemi, dan Ahmadi, 2021). Ke-
majuan ini didorong oleh peningkatan kapasitas komputasi dan tersedianya data
dalam skala besar, memungkinkan penyelesaian masalah klasifikasi dan predik-
si yang kompleks melalui berbagai pendekatan algoritmik, mulai dari supervised
learning untuk klasifikasi transaksi (Afriyie dkk., 2023), dan deep learning digu-
nakan secara lebih efektif pada berbagai domain analitik (R. Chen dkk., 2023).
Studi oleh (Valencia-Arias dkk., 2025) menekankan bahwa machine learning ki-
ni telah meluas melintasi berbagai bidang, dengan analisis tren yang memetakan
adanya persimpangan lintas disiplin (interdisciplinary intersections) yang berkem-
bang pesat untuk menjawab tantangan keberlanjutan global. Di antara berbagai
sektor tersebut, sektor keuangan menjadi salah satu arena penerapan yang paling
krusial, mengingat institusi finansial menghadapi pola penipuan yang berkembang
secara dinamis (Husnaningtyas dan Dewayanto, 2023).

Sektor keuangan mengalami tekanan yang semakin kuat akibat pertum-
buhan transaksi digital dan e-commerce. Data yang dirilis oleh Federal Trade Com-
mission (Consumer Sentinel Network Data Book 2021, 2022) mencatat lebih dari
2,4 juta kasus penipuan dengan total kerugian mencapai 8,8 miliar dolar, meningkat
sekitar 30% dari tahun sebelumnya dan mencakup berbagai bentuk penyalahgu-
naan akses pembayaran digital, termasuk fraud berbasis kartu. Di Indonesia, lapo-
ran Survei (Survei FICO, 2025) menunjukkan bahwa sekitar 1 dari 4 konsumen di
Indonesia (23%) melaporkan mengalami kerugian akibat scam melalui sistem pem-
bayaran real-time pada tahun 2024, serta mengalami lonjakan kerugian kategori
besar yang melebihi Rp 70 juta. Temuan ini konsisten dengan analisis Flagright
dalam artikel (Fraud Detection in Indonesia’s Financial Sector, 2025) yang mela-
porkan peningkatan card-not-present fraud, identity theft, dan social-engineering
fraud seiring pertumbuhan pesat transaksi digital dan e-commerce nasional. Selain
itu, laporan Tempo dalam artikel (“OJK Receives 153,000 Financial Scam Report-
s”, 2025) menyebutkan bahwa Otoritas Jasa Keuangan menerima lebih dari 153.000
laporan penipuan keuangan, terutama terkait transaksi digital dan penyalahgunaan
data pribadi, memperlihatkan meningkatnya kerentanan konsumen terhadap keja-
hatan finansial berbasis teknologi. Kondisi ini memperlihatkan bahwa sistem de-
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teksi penipuan harus mampu mengidentifikasi pola transaksi secara presisi pada
lingkungan yang berubah sangat cepat.

Data transaksi keuangan memiliki karakteristik teknis yang menuntut
metode analisis yang cermat. Setiap transaksi umumnya dipengaruhi oleh perilaku
pengguna, jenis dan lokasi merchant, waktu transaksi, dan nilai pembayaran. Selain
itu, ketidakseimbangan kelas (class imbalance) antara transaksi normal dan transak-
si penipuan sangat signifikan, sehingga berpotensi menghasilkan model yang terlalu
adaptif terhadap kelas mayoritas dan tidak cukup sensitif terhadap pola penipuan
(Pozzolo, Boracchi, Caelen, Alippi, dan Bontempi, 2018) Studi oleh (Afriyie dkk.,
2023) dan (Hafez, Hafez, Saleh, El-Mageed, dan Abohany, 2025) juga menegaskan
bahwa metode konvensional berbasis aturan tidak lagi memadai untuk mengiku-
ti perubahan pola fraud yang semakin adaptif, sehingga diperlukan pendekatan
machine learning yang mampu menangani data berdimensi tinggi, distribusi kelas
tidak seimbang, dan pola non-linear.

Berbagai algoritma supervised learning telah diterapkan dalam deteksi
penipuan, termasuk logistic regression (Irawan, 2025),support vector machine
(Gyamfi dan Abdulai, 2020), dan decision tree (Afriyie dkk., 2023), gradient
boosting tree (Taha dan Malebary, 2020), dan deep learning (Raghavan dan Ga-
yar, 2019). Di antara pendekatan tersebut, metode Gradient Boosting Decision
Tree (GBDT) menunjukkan kinerja yang konsisten pada data berdimensi tinggi
dan pola non-linear (Liu, Li, Gruyer, dan Tu, 2025). Tiga algoritma yang paling
menonjol adalah XGBoost, LightGBM, dan CatBoost. XGBoost dikenal karena
stabilitas prediksi dan kemampuan menangani dataset berukuran besar (Gupta dkk.,
2023). LightGBM menggunakan strategi pertumbuhan pohon berbasis leaf-wise
yang memberikan keunggulan dari sisi efisiensi komputasi (Xiao, Tan, dan Liu,
2025). CatBoost dirancang untuk menangani fitur kategorikal secara langsung tan-
pa melakukan one-hot encoding, sehingga menghasilkan struktur model yang sta-
bil pada data transaksi keuangan (Babu, Maliakal, V, dan Babu, 2024). Dengan
karakteristik tersebut, ketiga algoritma ini menjadi kandidat kuat untuk tugas detek-
si penipuan pada data yang kompleks dan tidak seimbang.

Salah satu sumber data yang banyak dimanfaatkan untuk kajian deteksi
penipuan kartu kredit adalah Credit card Transactions Dataset yang dikembangkan
oleh (Shenoy, 2020) dengan lebih dari 1,8 juta baris data. Dataset ini merepresen-
tasikan perilaku transaksi secara rinci, mencakup waktu transaksi, jenis merchant,
karakteristik pengguna, dan nilai pembayaran, sehingga memungkinkan evaluasi
kinerja model secara lebih realistis. Meskipun tidak secara spesifik merepresen-
tasikan transaksi di Indonesia, struktur fiturnya yang kaya menjadikannya studi ka-
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sus yang representatif untuk mengevaluasi algoritma deteksi penipuan pada ling-
kungan transaksi yang kompleks dan tidak seimbang.

Penelitian yang dilakukan oleh (Alkhozae, 2025) mengembangkan sistem
deteksi penipuan real-time berbasis XGBoost, LightGBM, dan model ensemble
lainnya yang dipadukan dengan ADASYN dan SHAP-based explainability meng-
hasilkan AUC pada XGBoost sebesar 0,9988. (Babu dkk., 2024) melaporkan Cat-
Boost dan XGBoost mampu mencapai performa yang konsisten dengan Precision,
Recall, dan F1-score sebesar 97%. Sementara itu, (Shi, Luo, dan Pau, 2025)
menunjukkan bahwa LightGBM yang dipadukan dengan SMOTE mampu menca-
pai Recall 0,8815, dan AUC 0,9879, yang menegaskan bahwa metode boosting
yang dikombinasikan dengan teknik balancing data dapat meningkatkan sensitivi-
tas model. Temuan-temuan ini mengindikasikan bahwa performa setiap algoritma
sangat dipengaruhi oleh oleh strategi balancing dan konfigurasi hyperparameter
yang digunakan.

Pada kondisi class imbalance yang ekstrem, penyesuaian distribusi data de-
ngan metode seperti Synthetic Minority Oversampling Technique (SMOTE) men-
jadi langkah penting untuk meningkatkan representasi kelas minoritas dan sensi-
tivitas model (Pozzolo dkk., 2018). Di sisi lain, optimasi hyperparameter melalui
GridSearchCV diperlukan untuk memperoleh konfigurasi model yang paling sesuai
dengan struktur data. Ketiga algoritma boosting XGBoost, LightGBM, dan Cat-
Boost memiliki parameter yang berbeda dan kompleks, sehingga evaluasi kompara-
tif yang terukur terhadap kombinasi SMOTE dan hyperparameter tuning menjadi
penting untuk memahami kondisi di mana suatu algoritma dapat tampil lebih ung-
gul. Meskipun XGBoost, LightGBM, dan CatBoost mampu memberikan kinerja
prediktif yang tinggi, struktur ensemble pohon yang kompleks membuat prediksi
model sulit diinterpretasikan secara langsung.

Tantangan dalam deteksi penipuan tidak hanya bersifat teknis, tetapi juga
manajerial. Model prediktif modern tidak cukup hanya akurat, model harus dapat
dipahami dan dijelaskan kembali sehingga hasilnya dapat dimanfaatkan secara lebi-
h bertanggung jawab dalam pengambilan keputusan. Untuk menjawab tantangan
tersebut, pengembangan Explainable Artificial Intelligence (XAI) menjadi semakin
penting. XAI menyediakan mekanisme untuk membuat keputusan model lebih
transparan dan mudah dievaluasi oleh manusia (Ponzoni, Prosper, dan Campillo,
2023). Pada sistem deteksi fraud, XAI khususnya metode seperti Shapley Addi-
tive Explanations (SHAP) dapat memberikan penjelasan mengapa sebuah transaksi
ditandai sebagai penipuan, sehingga membantu mengungkap pola-pola fitur yang
berkontribusi terhadap prediksi model. SHAP dipilih karena memiliki dasar teo-
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retis yang kuat, bersifat model-agnostic, dan mampu memberikan interpretasi glob-
al maupun lokal secara konsisten, sehingga relevan digunakan untuk menganalisis
karakteristik transaksi yang berpotensi sebagai penipuan (Noviandy, Idroes, Hardi,
Afjal, dan Ray, 2024).

Berdasarkan uraian tersebut, masih terdapat kebutuhan akan penelitian
yang secara sistematis membandingkan XGBoost, LightGBM, dan CatBoost pa-
da dataset transaksi kartu kredit yang tidak seimbang, dengan mengintegrasikan
SMOTE dan optimasi hyperparameter menggunakan GridSearchCV dalam suatu
kerangka evaluasi yang terpadu, sekaligus menggabungkan analisis interpretabilitas
berbasis SHAP untuk mengungkap karakteristik transaksi yang berpotensi sebagai
penipuan. Penelitian ini diharapkan tidak hanya menghasilkan model dengan kin-
erja deteksi penipuan yang baik, tetapi juga memberikan pemahaman yang lebih
mendalam mengenai kekuatan dan keterbatasan tiap algoritma, serta ciri-ciri utama
yang membedakan transaksi penipuan dari transaksi normal, sehingga dapat men-
jadi dasar empiris yang relevan untuk pengembangan sistem deteksi penipuan pada
industri keuangan.

1.2 Perumusan Masalah
Bagaimana perbandingan performa algoritma CatBoost, LightGBM, dan

XGBoost dalam mendeteksi penipuan kartu kredit pada data yang tidak seimbang,
dengan mempertimbangkan efektivitas teknik oversampling SMOTE, hyperparam-
eter tuning, dan analisis interpretabilitas berbasis SHAP, untuk mengetahui algorit-
ma mana yang memberikan hasil paling optimal dan stabil?

1.3 Batasan Masalah
Batasan masalah penelitian ini adalah:

1. Penelitian ini hanya menggunakan dataset public transaksi kartu kred-
it yang dari Kaggle, yaitu https://www.kaggle.com/datasets/kartik2112/-
fraud-detection. Dataset ini terdiri dari 1.852.394 baris data, dari transaksi
kartu kredit yang disimulasikan antara 1 Januari 2019 hingga 31 Desem-
ber 2020, yang mencakup transaksi sah maupun transaksi penipuan yang
berlokasi di wilayah bagian barat Amerika Serikat.

2. Penelitian ini tidak akan melibatkan implementasi langsung dari hasil ma-
chine learning ke dalam praktis klinis, melainkan memberikan bukti kon-
septual tentang model yang digunakan.

3. Pengujian dilakukan dengan menggunakan algoritma CatBoost, XGBoost,
dan LightGBM dengan metode oversampling SMOTE dan hyperparameter
tuning GridSearchCV.
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4. Fitur yang digunakan dalam pemodelan dibatasi pada:

a. Atribut asli (raw): ‘amt’, ‘category’, ‘gender’, dan ‘state’.
b. Atribut hasil feature engineering: ‘trans hour’, ‘trans dayofweek’,

‘day period’, ‘is weekend’, ‘age’, ‘distance km’, ‘diff amt’,
‘avg amt last 7’, ‘count last 7’, ‘category freq’, dan ‘merchan-
t risk rate’.

c. Atribut lain yang bersifat identitas unik atau berpotensi menimbulkan
data leakage (misalnya ‘cc num’, ‘first’, ‘last’, ‘street’, ‘dob’, ‘tran-
s num’, dan ‘unix time’) tidak digunakan sebagai fitur pemodelan.

5. Kinerja algoritma dievaluasi menggunakan metrik performa yang dihi-
tung dari confusion matrix, meliputi Accuracy, Precision, Recall, dan F1-
score. Serta metrik Area Under the Receiver Operating Characteristic curve
(AUC-ROC) untuk menilai kemampuan model dalam membedakan kelas.

6. Analisis interpretabilitas dalam penelitian ini dibatasi pada penggunaan
Shapley Additive Explanations (SHAP) sebagai pendekatan XAI untuk men-
jelaskan kontribusi fitur terhadap prediksi model.

1.4 Tujuan
Tujuan penelitian ini adalah:

1. Tujuan penelitian ini adalah menganalisis dan membandingkan kinerja tiga
algoritma boosting modern XGBoost, LightGBM, dan CatBoost dalam
mendeteksi penipuan kartu kredit pada dataset yang sangat tidak seimbang,
dengan menguji pengaruh penerapan teknik oversampling SMOTE serta op-
timasi hyperparameter terhadap metrik evaluasi utama, seperti Accuracy,
Precision, Recall, F1-score, dan AUC-ROC.

2. Mengkaji interpretabilitas model melalui pendekatan Shapley Additive Ex-
planations (SHAP) guna mengidentifikasi fitur-fitur utama yang memen-
garuhi klasifikasi transaksi sebagai fraud, serta memberikan transparansi
terhadap proses prediksi model.

3. Memberikan rekomendasi mengenai kombinasi model dan teknik prapem-
rosesan yang paling efektif dan efisien untuk studi kasus deteksi penipuan.

1.5 Manfaat
Manfaat penelitian ini adalah:

1. Dengan membandingkan kedua algoritma dalam menangani data yang tidak
seimbang, penelitian ini akan memberikan wawasan terkait teknik oversam-
pling data dan hyperparameter tuning yang efektif. Dan juga dapat mem-
buka penelitian terbaru kedepannya guna menentukan akurasi model yang
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lebih baik dari sebelumnya.
2. Menyajikan wawasan berbasis bukti mengenai keunggulan dan kelema-

han setiap model, yang dapat menjadi landasan pertimbangan bagi praktisi
dalam merancang dan memilih strategi deteksi penipuan yang lebih efektif.

1.6 Sistematika Penulisan
Penulisan dalam penelitian ini disusun dengan sistematika sebagai berikut:
BAB 1. PENDAHULUAN
Pada bagian ini memberikan gambaran mengenai latar belakang, perumusan

masalah, pembatasan masalah, tujuan penelitian, manfaat penelitian, dan struktur
penulisan laporan tugas akhir.

BAB 2. LANDASAN TEORI
Pada bagian ini menjelaskan mengenai tentang teori-teori yang menjadi

dasar dalam tugas akhir.
BAB 3. METODOLOGI PENELITIAN
Bagian ini mencakup pelaksanaan dari penelitian tugas akhir yang men-

cakup perencanaan, pengumpulan data, alur penelitian, pengelolaan data, dan anal-
isis data.

BAB 4. ANALISA DAN HASIL
Pada bagian ini menyajikan hasil penelitian yang telah dilakukan serta pem-

bahasannya secara rinci dari proses pengumpulan data, pengolahan data dan analisis
data.

BAB 5. PENUTUP
Bagian ini berisi kesimpulan dari hasil penelitian yang telah diperoleh, serta

saran yang dapat dijadikan acuan bagi penelitian selanjutnya maupun pengembang-
an sistem deteksi penipuan pada konteks praktis.

6



BAB 2

LANDASAN TEORI

2.1 Machine Learning
Machine Learning adalah cabang dari kecerdasan buatan (Artificial Intelli-

gence) yang berfokus pada pengembangan algoritma dan model statistik yang me-
mungkinkan sistem untuk belajar dari data dan membuat prediksi atau keputusan
tanpa diprogram secara eksplisit (Okagbue dkk., 2023). Klasifikasi dalam machine
learning merupakan proses penting yang memungkinkan sistem untuk mengkat-
egorikan data berdasarkan pola yang telah dipelajari dari data sebelumnya. Ter-
dapat empat pendekatan utama dalam klasifikasi machine learning, yaitu super-
vised learning, unsupervised learning, semi-supervised learning, dan reinforcement
learning (Matsuo dkk., 2020).

2.1.1 Supervised Learning
Supervised Learning melibatkan pelatihan model menggunakan dataset

yang telah diberi label. Model belajar memetakan input ke output berdasarkan
contoh-contoh yang diberikan. Pendekatan ini efektif untuk tugas-tugas seperti k-
lasifikasi dan regresi. Contoh algoritma yang umum digunakan meliputi Support
Vector Machines (SVM), Decision Trees, dan Neural Networks. Keunggulan uta-
ma dari supervised learning adalah kemampuannya untuk menghasilkan prediksi
yang akurat ketika data pelatihan representatif dan berkualitas tinggi (Matsuo dkk.,
2020).

2.1.2 Unsupervised Learning
Unsupervised learning digunakan ketika data tidak memiliki label. Model

berusaha menemukan struktur atau pola tersembunyi dalam data. Teknik ini sering
digunakan untuk clustering dan reduksi dimensi. Algoritma seperti K-Means dan
Principal Component Analysis (PCA) adalah contoh dari pendekatan ini. Meskipun
tidak memerlukan data berlabel, tantangan utama dalam unsupervised learning
adalah interpretasi hasil yang mungkin tidak selalu jelas (Mathivanan, Md.Ghani,
dan Janor, 2019).

2.1.3 Semi-Supervised Learning
Semi-supervised learning merupakan kombinasi antara supervised dan un-

supervised learning. Model dilatih menggunakan sejumlah kecil data berlabel dan
sejumlah besar data tanpa label. Pendekatan ini berguna ketika pelabelan data mahal
atau memakan waktu. Dengan memanfaatkan informasi dari data tanpa label, mod-
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el dapat meningkatkan akurasi prediksi dibandingkan dengan menggunakan data
berlabel saja (Ramı́rez-Sanz, Maestro-Prieto, Álvar Arnaiz-González, dan Bustillo,
2023).

2.1.4 Reinforcement Learning
Reinforcement learning melibatkan agen yang belajar melalui interaksi de-

ngan lingkungan. Agen menerima umpan balik dalam bentuk reward atau punish-
ment berdasarkan tindakan yang diambil. Tujuan utama adalah mempelajari ke-
bijakan tindakan yang memaksimalkan reward kumulatif. Pendekatan ini banyak
digunakan dalam pengembangan sistem otonom, seperti robotika dan permainan
computer (Vincent, Peter, Riashat, Marc, dan Joelle, 2018).

2.2 Categorical Boosting (CatBoost)
Berakar pada keluarga Gradient Boosted Decision Trees (GBDT), CatBoost

dengan cepat menjadi salah satu algoritma pilihan utama untuk tugas klasifikasi
terawasi (Dev dan Eden, 2019). CatBoost adalah algoritma gradient boosting yang
dioptimalkan untuk menangani fitur kategorikal menggunakan ordered boosting gu-
na mencegah overfitting (Y. Chen dan Han, 2021). Pada Persamaan 2.1, fungsi
prediksi keseluruhan F(x) pada metode CatBoost dibentuk dengan menggabungkan
tebakan awal F0(x), yang umumnya merupakan nilai rata-rata dari variabel tar-
get, dengan kontribusi setiap pohon keputusan Fm(xi) untuk masing-masing sampel
pelatihan. Seluruh kontribusi tersebut kemudian dijumlahkan dalam suatu ensem-
ble yang terdiri atas M pohon dan N sampel pelatihan (Babu dkk., 2024). Struktur
CatBoost dapat dilihat pada Gambar 2.1.

F(x) = F0(x)+
M

∑
m=1

N

∑
i=1

Fm(xi) (2.1)

Gambar 2.1. Struktur CatBoost
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CatBoost didasarkan pada konsep teknik gradient boosting, di mana pohon
keputusan dibangun secara berurutan untuk meminimalkan error dan meningkatkan
akurasi prediksi. Prosesnya dimulai dengan membangun sebuah pohon keputu-
san dan mengevaluasi besarnya kesalahan prediksi. Setelah pohon pertama dibu-
at, pohon berikutnya dibangun untuk mengoreksi kesalahan yang dihasilkan ole-
h pohon sebelumnya. Tahap ini berlangsung secara iteratif, dengan setiap pohon
baru berfokus untuk memperbaiki prediksi model melalui pengurangan residual
dari iterasi sebelumnya, hingga jumlah iterasi yang telah ditentukan tercapai. Hasil
akhirnya adalah sebuah ensemble pohon keputusan yang bekerja bersama-sama un-
tuk menghasilkan prediksi yang lebih akurat (Detthamrong, Chansanam, Boongoen,
dan Iam-On, 2024) (GeeksforGeeks, 2025).

CatBoost sangat cocok digunakan pada dataset berskala besar yang memi-
liki banyak fitur independen. Berbeda dari algoritma gradient boosting lainnya,
CatBoost dirancang secara khusus untuk menangani fitur kategorikal dan numerik
secara langsung tanpa memerlukan proses encoding manual (M., K., R., AboRas,
dan Youssef, 2024).

2.3 Extreme Gradient Boosting (XGBoost)
XGBoost adalah algoritma yang sangat efisien dan efektif untuk meng-

atasi masalah dalam skala besar. Algoritma ini menggunakan pendekatan pen-
guatan pohon gradien, yang menggabungkan beberapa pohon keputusan untuk se-
cara bertahap mengoreksi kesalahan pohon sebelumnya hingga akurasi optimal ter-
capai (Sankar, Potti, Chandrika, dan Ramasubbareddy, 2022). XGBoost dikenal
memiliki performa unggul dalam meningkatkan akurasi, efisiensi waktu pelatihan,
serta pemanfaatan sumber daya komputasi. Selain itu, algoritma ini juga efektif
dalam meminimalkan risiko overfitting (Scarano dkk., 2025).

Struktur kerja XGBoost ditunjukkan pada Gambar 2.2, di mana model di-
bangun secara bertahap menggunakan subset data acak (random subset). Pohon
pertama menghasilkan prediksi awal, lalu residu dari hasil tersebut digunakan un-
tuk melatih pohon berikutnya, dan proses ini berlanjut hingga terbentuk sejumlah
pohon keputusan. Prediksi akhir tidak diperoleh melalui majority vote, melainkan
dari kombinasi berbobot (weighting) setiap pohon sesuai tingkat kepentingannya
(Oztornaci, Ata, dan Kartal, 2024).
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Gambar 2.2. Struktur XGBoost

Perhitungan prediksi dalam XGBoost dijelaskan melalui suatu persamaan
tertentu (Karo, 2020). Bentuk persamaan algoritma XGBoost dapat dilihat pada
Persamaan (2.2), Persamaan (2.3), dan Persamaan (2.4).

ŷi =
K

∑
k=1

fk(xi), fk ∈ F (2.2)

F =
{

f (x) = wq(x)
}
, q : Rm→ T, w ∈ RT (2.3)

L(θ) = ∑
i

l(ŷi,yi)+∑
k

Ω( fk) (2.4)

Keterangan:

ŷi : Nilai prediksi dari model untuk sampel ke-i.

fk : Pohon keputusan ke-k dari total K pohon dalam ensemble.

F : Ruang fungsi dari semua pohon regresi.

f (x) = wq(x) : Fungsi yang menghasilkan nilai prediksi dari bobot daun ω

berdasarkan struktur pohon q(x).

q : Rm→ T : Fungsi pemetaan dari fitur input ke indeks daun.

w ∈ RT : Bobot pada setiap daun dari pohon.

T : Jumlah daun pada satu pohon.

l(ŷi,yi) : Fungsi loss antara nilai prediksi dan nilai aktual.

Ω( fk) : Fungsi kompleksitas dari pohon ke-k (biasanya berupa regularisasi).
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2.4 Light Gradient Boosting Machine (LightGBM)
Light Gradient Boosting Machine merupakan algoritma gradient boosting

berbasis pohon keputusan yang dikembangkan untuk mengatasi keterbatasan GB-
DT konvensional yang cenderung lambat dan membutuhkan sumber daya kom-
putasi besar ketika berhadapan dengan dataset berukuran besar. Pada GBDT tra-
disional, proses pencarian titik pemisahan (split point) terbaik dilakukan dengan
mengevaluasi seluruh sampel dan seluruh fitur, sehingga membuat proses pelatihan
menjadi cukup intensif secara komputasi (Detthamrong dkk., 2024).

Untuk meningkatkan efisiensi proses tersebut, LightGBM memperkenalkan
dua teknik utama, yaitu Gradient-based One-Side Sampling (GOSS) dan Exclusive
Feature Bundling (EFB). GOSS memilih subset sampel berdasarkan nilai gradien
sehingga hanya sampel yang berkontribusi besar terhadap fungsi loss yang dipri-
oritaskan. Sementara itu, EFB menggabungkan fitur-fitur yang saling eksklusif ke
dalam satu bundel sehingga mengurangi dimensi fitur tanpa kehilangan informasi
penting.

Selain optimasi tersebut, LightGBM menggunakan strategi pertumbuhan
berbasis daun (leaf-wise), di mana node dengan peningkatan (gain) tertinggi dipilih
terlebih dahulu untuk dikembangkan. Berbeda dengan metode level-wise pada al-
goritma pohon lain, strategi ini memungkinkan model mencapai akurasi lebih tinggi
dengan jumlah iterasi yang lebih sedikit, meskipun berpotensi menghasilkan struk-
tur pohon yang lebih dalam. LightGBM juga melakukan diskretisasi fitur kontinu
ke dalam sejumlah bin sehingga proses pemilihan split pada setiap node menjadi
lebih efisien. Struktur LightGBM dapat dilihat pada Gambar 2.3.

Gambar 2.3. Struktur LightGBM

Gain atau perolehan informasi dari suatu pemisahan dihitung menggunakan
fungsi nilai seperti ditunjukkan pada Persamaan (5). Pada formula tersebut, (O)
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merepresentasikan himpunan sampel pada node tertentu, (j) merupakan indeks fitur
yang diuji sebagai kandidat pemisah, dan (d) adalah nilai ambang (threshold) untuk
memisahkan sampel menjadi node kiri dan kanan. Split dipilih ketika nilai gain
yang dihitung merupakan yang terbesar di antara seluruh kandidat, sehingga node
akan dibagi menjadi node anak kiri (left child) dan node anak kanan (right child)
(Noh dan Kang, 2025).

Vj|o(d) =
1
no


(

∑{xi∈O:xi j≤d} gi

)2

n j
l|o

+

(
∑{xi∈O:xi j>d} gi

)2

n j
r|o

 (2.5)

2.5 Synthetic Minority Over-Sampling Technique (SMOTE)
Metode oversampling yang disebut SMOTE digunakan untuk mengatasi

ketidakseimbangan data. Dengan memanfaatkan tetangga terdekatnya berdasarkan
jarak Euclidean untuk membuat data sintetis dari kelas minoritas. SMOTE
meningkatkan jumlah sampel karena data sintetis dibuat menggunakan fitur yang
sudah ada sebelumnya, sehingga terlihat mirip dengan data asli (R. Chen dkk.,
2023). Visualisasi dari Oversampling ini dapat dilihat pada Gambar 2.4.

Gambar 2.4. Visualisasi Oversampling

Bentuk persamaan SMOTE dapat dilihat pada Peramaan (2.6).

xnew = xi +λ(x j− xi) (2.6)
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Keterangan:

xnew : Data sintetis (baru) yang dihasilkan.

xi : Sampel ke-i yang dipilih dari kelas minoritas.

x j : Sampel ke- j yang dipilih secara acak dari kelas minoritas.

λ : Bilangan acak yang diambil dari distribusi uniform.

2.6 Hyperparameter Tuning dengan Grid Search Cross Validation
Hyperparameter tuning adalah nilai-nilai yang ditetapkan sebelum model

dilatih dan tidak dipelajari langsung dari data, melainkan diatur sebelum proses
pelatihan untuk menentukan struktur serta perilaku model. Untuk memperoleh
prediksi yang akurat dan model yang efisien, tidak cukup hanya memilih algorit-
ma, pengaturan hyperparameter yang optimal melalui proses tuning menjadi kri-
tikal (Fadzail, Zali, Mid, dan Bakar, 2025) (Raiaan dkk., 2024). Proses hyper-
parameter tuning bertujuan mencari kombinasi nilai terbaik agar performa model
dalam hal akurasi, kemampuan generalisasi, atau efektivitas dapat dimaksimalkan.
(Ogunsanya, Isichei, dan Desai, 2023) menekankan bahwa tuning adalah ”the pro-
cess of selecting the combination of optimal hyperparameters that give the best per-
formance to the model” artinya proses pemilihan kombinasi hyperparameter yang
optimal untuk memberikan performa terbaik pada model.

Grid Search Cross-Validation (GridSearchCV) merupakan salah satu
metode yang digunakan untuk menentukan kombinasi parameter terbaik dalam su-
atu model. Metode ini bekerja dengan mengevaluasi setiap kemungkinan kombinasi
parameter secara sistematis, lalu melakukan validasi terhadap masing-masing kom-
binasi tersebut. GridSearchCV akan memberikan hasil yang optimal jika rentang
nilai minimum dan maksimum dari setiap parameter telah ditentukan sebelumnya
(RAMADHAN, SITANGGANG, NASUTION, dan GHIFARI, 2021) (Verwaeren,
der Weeën, dan Baets, 2022).

2.7 Explainable Artificial Intelligent (XAI)
Explainable Artificial Intelligence (XAI) semakin mendapat perhatian se-

bagai pendekatan untuk mengatasi permasalahan interpretabilitas pada model ma-
chine learning (Ali dkk., 2023) (Saeed dan Omlin, 2023). Ketika algoritma yang
digunakan semakin kompleks dan canggih, upaya untuk menjadikannya dapat dije-
laskan (explainable) menjadi tantangan tersendiri. Untuk mengatasi permasalahan
ini, dikembangkanlah metode Explainable Artificial Intelligence (XAI). XAI meru-
pakan pendekatan tambahan pada model machine learning yang tidak memengaruhi
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akurasi maupun proses komputasi dari model tersebut. Sebaliknya, XAI bertujuan
untuk mendukung proses pengambilan keputusan dengan memberikan penjelasan
atas alasan di balik prediksi yang dihasilkan.

XAI mengembangkan seperangkat alat, teknik, dan strategi yang meng-
hasilkan model yang lebih transparan, akuntabel, dan dapat dijelaskan, sekaligus
tetap mempertahankan kemampuan prediksi yang kuat dan memberikan keper-
cayaan terhadap keluaran model (Roshan dan Zafar, 2021). Gambar 2.5 menggam-
barkan bagaimana integrasi XAI mampu meningkatkan metode machine learning
konvensional dengan mengungkapkan logika atau proses berpikir di balik prediksi
model.

Gambar 2.5. Penggunaan XAI di ML

XAI memungkinkan model yang semula bersifat black-box (tertutup dan
tidak transparan) menjadi lebih seperti glass-box (terbuka dan dapat dijelaskan),
sehingga alasan di balik prediksi dapat dipahami dengan jelas hal ini sangat pent-
ing dalam berbagai proses pengambilan keputusan yang kritis (Ukwaththa, Herath,
dan Meddage, 2024). Seperti yang ditampilkan dalam Gambar 2.6, metode XAI u-
mumnya diklasifikasikan ke dalam dua pendekatan utama, yaitu berbasis data (data-
driven) dan berbasis model (model-driven).

Gambar 2.6. Klasifikasi metode Explainable AI (XAI)
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Metode XAI berbasis data bekerja dengan memodifikasi data input dan
mengamati dampaknya terhadap prediksi model. Pendekatan ini terdiri dari tiga
jenis (Liang, Li, Yan, Li, dan Jiang, 2021), yaitu:

1. Perturbation-based: Mengubah atau menutupi sebagian data, kemudian
menganalisis dampaknya terhadap hasil prediksi model.

2. Adversarial-based: Menambahkan data gangguan (adversarial) ke dalam
dataset untuk menguji sensitivitas model terhadap perubahan yang halus.

3. Concept-based: Melibatkan konsep atau domain knowledge tertentu sebagai
acuan interpretasi, biasanya melibatkan pengetahuan dari para ahli.

Di sisi lain, pendekatan XAI berbasis model lebih menitikberatkan pada
mekanisme internal serta proses pengambilan keputusan dari model itu sendiri.
Pendekatan ini bertujuan untuk memahami bagaimana suatu prediksi dihasilkan
dengan mengamati struktur atau logika di dalam model. Salah satu metode yang
umum digunakan adalah analisis feature importance, yaitu mengukur kontribusi re-
latif masing-masing fitur terhadap hasil prediksi model, sehingga dapat diketahui
fitur mana yang memiliki pengaruh dominan dalam keputusan model. Selain itu,
teknik visualisasi model juga sering digunakan, seperti decision tree atau saliency
map, yang mampu menyajikan representasi visual secara intuitif mengenai batas-
batas keputusan serta area input yang paling memengaruhi hasil keluaran model (A.
dan R., 2023) (Ukwaththa dkk., 2024).

Menurut (Liang dkk., 2021) metode XAI berbasis model ini umumnya
dikelompokkan ke dalam tiga pendekatan utama, yaitu pendekatan berbasis gradi-
en, class activation mapping, dan analisis skor korelasi. Ketiga pendekatan tersebut
menawarkan cara yang berbeda untuk menelusuri proses internal model dan menje-
laskan dasar prediksi yang dihasilkan, sehingga dapat memberikan transparansi dan
kepercayaan dalam implementasi sistem berbasis machine learning.

2.8 Shapley Additive Explanations (SHAP)
Shapley Additive exPlanations (SHAP) merupakan pendekatan terpadu un-

tuk interpretasi model yang diperkenalkan oleh (Lundberg dan Lee, 2020). Metode
ini bersifat model-agnostic dan dikembangkan untuk menjawab tantangan inter-
pretabilitas pada model-model kompleks, seperti ensemble methods dan deep neural
networks. Kerangka kerja SHAP mengintegrasikan beberapa teknik yang telah dia-
jukan sebelumnya, antara lain LIME dan DeepLIFT, ke dalam kelas additive feature
attribution, yaitu keluarga metode di mana model penjelas direpresentasikan seba-
gai fungsi linear dari variabel-variabel biner (Roshan dan Zafar, 2021).

Secara konseptual, SHAP bertujuan menjelaskan prediksi model untuk su-
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atu input tertentu dengan menghitung kontribusi masing-masing fitur terhadap
prediksi tersebut. Untuk mencapai tujuan ini, SHAP memanfaatkan Shapley Values,
sebuah konsep yang berasal dari coalitional game theory (Bifarin, 2023). Dalam
teori permainan, Shapley Value merupakan metode untuk mendistribusikan “imbal-
an” (reward) kepada para pemain berdasarkan kontribusi mereka terhadap total ke-
untungan. Ide ini kemudian diadaptasi dalam SHAP untuk menilai fitur mana yang
berkontribusi signifikan terhadap keluaran model. Secara formal, Shapley Value
didefinisikan sebagai rata-rata kontribusi marginal suatu fitur terhadap prediksi, di-
hitung pada seluruh kemungkinan koalisi fitur (Guo, Yang, Guo, dan Shen, 2024)
(Sun, Kraus, Eilts, dan Garus, 2025). Secara khusus, pentingnya suatu fitur i dinya-
takan melalui nilai Shapley sesuai Persamaan (2.7) (Molnar, 2020).

φi = ∑
S⊆Z\{i}

|S|!(M−|S|−1)!
M!

[ fx(S∪{i})− fx(S)] (2.7)

Pada persamaan tersebut, S merepresentasikan semua subset fitur yang
tidak mengandung fitur i, M adalah jumlah total fitur, dan koefisien pembobot
|S|!(M−|S|−1)!

M! memastikan pembobotan yang adil terhadap kombinasi fitur dar-
i berbagai ukuran. Rumus ini menghitung dampak rata-rata fitur i terhadap prediksi
model dengan menghitung kontribusi marjinalnya di seluruh kemungkinan kombi-
nasi fitur, kemudian mengambil nilai rata-rata berbobot. Perumusan ini juga mem-
pertimbangkan urutan fitur, yang menjadi penting ketika fitur memiliki korelasi,
karena urutan fitur dapat memengaruhi kontribusi yang dihitung.

Berdasarkan sifat efficiency (Molnar, 2020), metode SHAP juga menjamin
bahwa setiap prediksi individu dapat diuraikan sepenuhnya menjadi kontribusi fitur-
fitur penyusunnya, sebagaimana ditunjukkan pada Persamaan (2.8).

f (i) = φ0 +∑
j

φi, j (2.8)

Di mana f (i) adalah nilai prediksi untuk sampel ke-i, φ0 menyatakan nilai
dasar (baseline), dan φi, j merupakan nilai SHAP dari fitur ke- j terhadap prediksi
untuk sampel ke-i. Persamaan ini memastikan bahwa total kontribusi seluruh fitur
terhadap satu prediksi setara dengan selisih antara nilai prediksi dan nilai dasar,
sehingga memungkinkan kuantifikasi yang tepat terhadap pengaruh masing-masing
fitur terhadap prediksi individu.

Dalam penelitian ini, analisis SHAP digunakan untuk menjelaskan model
pada dua tingkat, yaitu tingkat global dan tingkat individu. Pada tingkat glob-
al, grafik batang feature importance digunakan untuk menunjukkan peringkat fi-
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tur berdasarkan nilai rata-rata absolut dari |φi, j|, yang menggambarkan pengaruh
masing-masing fitur terhadap model secara keseluruhan.

2.9 Confusion Matrix
Confusion matrix adalah suatu metode evaluasi yang digunakan untuk men-

gukur kinerja model klasifikasi dengan membandingkan hasil prediksi model ter-
hadap label aktual. Confusion matrix memberikan informasi mengenai bagaimana
suatu input diklasifikasikan ke dalam kelas yang berbeda. Tabel 2.1 menampilkan
confusion matrix (Faraji, 2022).

Tabel 2.1. Confusion Matrix

Confusion Matrix

Positive (Fraud) Negative (Normal)

Positive (Fraud) True Positive (TP) False Negative (FN)
Negative (Normal) False Positive (FP) True Negative (TN)

Metrik kinerja dapat dihitung berdasarkan confusion matrix sebagai berikut:

1. True Negative (TN) = jumlah transaksi sah yang berhasil diprediksi sebagai
transaksi sah.

2. False Positive (FP) = jumlah transaksi sah yang salah diprediksi sebagai
penipuan.

3. False Negative (FN) = jumlah transaksi penipuan yang salah diprediksi se-
bagai transaksi sah.

Melalui confusion matrix, dapat dilihat seberapa baik model dalam mem-
bedakan antara transaksi yang benar-benar penipuan dengan transaksi yang sah.
Evaluasi ini kemudian diperkuat dengan penggunaan metrik penilaian seperti Ac-
curacy, Precision, Recall, dan F1-score yang masing-masing dirumuskan pada Per-
samaan (2.9), Persamaan (2.10), Persamaan (2.11), dan Persamaan (2.12).

Metrik-metrik tersebut memberikan gambaran menyeluruh mengena-
i kelebihan dan kelemahan model, sehingga dapat memastikan bahwa algoritma
yang dipilih merupakan solusi yang paling optimal. Selain itu, hasil evaluasi juga
mencerminkan efektivitas proses optimasi model, termasuk penyesuaian parame-
ter algoritma yang dilakukan untuk meningkatkan performa (Shobayo, Zachariah,
Odusami, dan Ogunleye, 2023) (Chang, Ali, Golightly, Ganatra, dan Mohamed,
2024).

Accuracy =
T P+T N

T P+T N +FP+FN
×100% (2.9)
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Precision =
T P

T P+FP
×100% (2.10)

Recall =
T P

T P+FN
×100% (2.11)

F1-Score =
2T P

2T P+FP+FN
×100% (2.12)

2.10 Area Under the Curve
Area under the curve (AUC) adalah metrik krusial yang berasal dari kurva

ROC untuk mengukur kemampuan suatu model klasifikasi dalam melakukan pem-
bedaan antara kelas-kelas yang berbeda. Nilai AUC yang tinggi mengindikasikan
bahwa model tersebut mempunyai performa baik dalam memisahkan instance posi-
tif dan instance negatif dengan tingkat akurasi yang lebih tinggi. Nilai ini berkisar
dari 0 sampai 1, dengan nilai 0 menandakan model yang salah mengklasifikasikan
semua data, sementara nilai 1 menandakan model ideal yang berhasil mengklasi-
fikasikan semua data secara tepat (Z. Zhang, 2016). Semakin dekat nilainya ke
angka 1, maka model tersebut semakin memperlihatkan kapabilitas yang kuat dalam
membedakan kelas dengan akurat (Andrade-Arenas dan Yactayo-Arias, 2025).

Semakin besar nilai AUC-ROC, semakin besar kemungkinan bahwa sam-
pel positif akan ditempatkan di depan sampel negatif. Persamaan (2.13) berikut
diberikan sebagai salah satu rumus perhitungannya.

AUC–ROC =
∑ rankn∈positive− P(1+P)

2
PQ

(2.13)

di mana P merepresentasikan jumlah sampel positif, Q menyatakan jum-
lah sampel negatif, dan rankn merupakan hasil peringkat dari sampel positif ke-n
berdasarkan probabilitas prediksi.

2.11 Deteksi Penipuan Kartu Kredit
Penipuan kartu kredit (credit card fraud) merupakan penggunaan kartu

kredit secara tidak sah dengan tujuan memperoleh sesuatu yang bernilai disertai
maksud untuk menipu. Definisi ini sejalan dengan rumusan National White Col-
lar Crime (Prasetyo, 2021) menekankan unsur penggunaan tanpa otorisasi serta
adanya intent to defraud. Lebih lanjut, (Bhatla, 2003) menjelaskan bahwa fraud ter-
jadi ketika seseorang menggunakan kartu kredit milik pihak lain untuk kepentingan
pribadi sementara pemilik kartu dan penerbit tidak menyadari bahwa kartu tersebut
sedang digunakan. Pelaku juga tidak memiliki hubungan dengan pemegang kartu
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maupun penerbit, serta tidak memiliki itikad baik untuk menghubungi pemilik atau
melakukan pembayaran atas transaksi yang dilakukan (Bhatla, 2003).

Karena pelaku berupaya membuat transaksi terlihat wajar, maka suatu
transaksi umumnya tidak dinyatakan sebagai penipuan hanya dari satu ciri tunggal,
melainkan dari kombinasi indikasi atau indikator yang menyimpang dari kebiasaan
pengguna dan konteks transaksi normal (Adepoju dan Wosowei, 2019). Secara
proses tindak credit fraud sering diawali oleh identity theft, yaitu penguasaan da-
ta identitas kartu secara ilegal seperti nama penerbit kartu, nama pemegang kartu,
nomor kartu, masa berlaku kartu, maupun nomor verifikasi kartu atau CVV (Card
Verification Value), yang kemudian digunakan untuk melakukan transaksi tanpa izin
pemegang sah (Adepoju dan Wosowei, 2019). Implikasinya, indikator fraud lebih
tepat dipahami sebagai pola transaksi yang menunjukkan adanya penyalahgunaan
otorisasi, baik pada transaksi berbasis kartu fisik (card-present) maupun transaksi
jarak jauh atau online (card-not-present) yang hanya memerlukan informasi penting
kartu (Prasetyo, 2021).

Dalam konteks penelitian, deteksi fraud banyak dijadikan studi empiris
karena karakteristik datanya yang khas, terutama ketidakseimbangan kelas (class
imbalance) ketika transaksi normal jauh lebih dominan daripada transaksi penipuan,
serta pola fraud yang adaptif dan dapat berubah dari waktu ke waktu (Majumder,
2024) (Pozzolo dkk., 2018). Kondisi ini menjadikan fraud detection relevan un-
tuk menguji kinerja algoritma machine learning, termasuk metode ensemble dan
boosting, dalam kerangka evaluasi yang konsisten (Gupta dkk., 2023).

Secara operasional, dasar atau indikator transaksi beresiko fraud dapat di-
turunkan ke beberapa dimensi pola yang lazim dipantau dalam sistem pembayaran,
sebagai berikut:

1. Indikator berbasis akses/kanal transaksi (card-present vs card-not-
present)
Fraud dapat muncul pada transaksi yang melibatkan kartu fisik maupun pada
transaksi jarak jauh yang hanya mengandalkan data kartu. Perbedaan kanal
ini penting karena transaksi jarak jauh cenderung bergantung pada kerahasi-
aan data (nomor kartu, masa berlaku, CVV), sehingga pola penyalahgunaan
sering beririsan dengan kebocoran/penguasaan data (Apriwandi dan Heryc-
son, 2022) (Fardiansyah, Satory, dan Dewi, 2022) (Oluwatoyin dan Akinola,
2024).

2. Indikator berbasis penguasaan data (identity theft sebagai prasyarat)
Transaksi berindikasi fraud umumnya terkait dengan adanya penguasaan
kartu/data kartu secara melawan hukum, baik melalui pencurian kartu fisik
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maupun perolehan data elektronik (misalnya melalui skimming dan teknik
lain). Kerangka ini menegaskan bahwa indikator fraud di transaksi ser-
ing merupakan “kelanjutan” dari aktivitas identity theft (Fardiansyah dkk.,
2022) (Prasetyo, 2021).

3. textbfIndikator berbasis waktu transaksi
Literatur modus operandi menunjukkan kecenderungan pelaku meman-
faatkan waktu tertentu ketika pengawasan dan verifikasi relatif longgar, se-
hingga transaksi pada jam yang tidak lazim atau pada rentang waktu terten-
tu dapat menjadi sinyal pendukung, terutama bila konsisten berulang dan
muncul bersama indikator lain (idris, 2020).

4. Indikator berbasis nilai/nominal transaksi
Pola fraud dapat tercermin pada nilai transaksi yang menyimpang misal-
nya lonjakan nilai yang tidak proporsional atau adanya perubahan nilai pada
dokumen transaksi. Karena fraud bertujuan memperoleh keuntungan finan-
sial, dimensi nilai transaksi menjadi salah satu indikator yang relevan untuk
ditinjau secara pola (Prasetyo, 2021).

5. Indikator berbasis intensitas dan pemecahan transaksi (split charge)
Salah satu pola yang dicatat dalam pedoman penindakan adalah upaya
menghindari otorisasi/ambang verifikasi melalui pemecahan transaksi men-
jadi beberapa transaksi dengan nominal tertentu. Secara analitis, pola ini
muncul sebagai frekuensi transaksi yang meningkat dalam interval waktu
singkat dan komposisi nominal yang “terfragmentasi” (Prasetyo, 2021).

6. Indikator berbasis merchant dan dokumen/proses transaksi
Fraud dapat terkait dengan konteks merchant atau penyalahgunaan pros-
es, misalnya penggandaan sales draft, perubahan nilai nominal, manipulasi
perangkat/prosedur otorisasi, hingga skema merchant fiktif atau titik kebo-
coran data (point of compromise). Walau detail teknisnya berada di level
operasional, intinya adalah bahwa konteks merchant dan proses otorisasi da-
pat membentuk pola anomali yang menguatkan indikasi fraud (Fardiansyah
dkk., 2022).

Berdasarkan dimensi di atas, indikator fraud pada level data transaksi u-
mumnya direpresentasikan melalui atribut yang menangkap nilai transaksi, wak-
tu transaksi, intensitas/frekuensi transaksi, serta konteks merchant/kanal transak-
si, karena aspek-aspek tersebut merefleksikan penyimpangan pola dan mekanisme
penyalahgunaan yang dijelaskan dalam literatur (Apriwandi dan Herycson, 2022)
(Fardiansyah dkk., 2022) (idris, 2020) (Prasetyo, 2021) (Bhatla, 2003).
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2.12 Google Colab
Google Colab adalah platform berbasis cloud dari Google yang memung-

kinkan pengguna menulis, menjalankan, dan berbagi kode Python secara interaktif
dalam lingkungan Jupyter Notebook tanpa perlu instalasi perangkat lunak khusus.
Platform ini menyediakan akses gratis ke sumber daya komputasi seperti GPU dan
TPU, yang sangat membantu dalam mempercepat pelatihan model machine learn-
ing dan analisis data berukuran besar. Google Colab mendukung integrasi dengan
Google Drive, memudahkan penyimpanan dan kolaborasi real-time antar penggu-
na, serta kompatibel dengan berbagai pustaka Python populer untuk keperluan data
science dan AI (Raharjo, Putra, Heristian, dan Napiah, 2025). Dengan kemuda-
han akses dan kapabilitas komputasi tinggi, Google Colab menjadi alat yang sangat
berguna bagi peneliti, praktisi, dan mahasiswa dalam mengembangkan dan menguji
model-model machine learning secara efisien dan kolaboratif.

2.13 Penelitian Terdahulu
Kajian terhadap penelitian terdahulu diperlukan untuk memahami perkem-

bangan metode deteksi penipuan kartu kredit serta mengidentifikasi pendekatan
yang paling efektif dalam menangani ketidakseimbangan data. Tabel berikut
merangkum studi-studi utama yang relevan, mencakup algoritma yang digunakan,
teknik penyeimbangan data, serta performa model yang dilaporkan.

Tabel 2.2. Penelitian Terdahulu

Literatur Referensi Judul Model Performance
(Ding, Liu, Wang,
Shi, dan Yu, 2024)

An AutoEncoder
Enhanced Light
Gradient Boost-
ing Machine
Method for Cred-
it Card Fraud
Detection

Algoritma: AutoEn-
coder + LightGBM
(AE-LightGBM). Teknik
undersampling: Random
UnderSampler, NearMiss,
Condensed Nearest Neigh-
bour, One-Sided Selection,
Edited Nearest Neighbors
(ENN), Instance Hard-
ness Threshold. Teknik
oversampling: SMOTE,
ADASYN, Borderline-
SMOTE.

Menggunakan
SMOTE dan AE-
LightGBM diperoleh
hasil terbaik dengan
Recall 94.85%,
BCR 97%, AUC
96.83%, dan F1-
score 80.27%.
Undersampling
menghasilkan per-
forma rendah.
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Tabel 2.2 Penelitian Terdahulu (Lanjutan)

Literatur Referensi Judul Model Performance
(Siam, Bhowmik,
dan Uddin, 2025)

Hybrid Fea-
ture Selection
Framework for
Enhanced Cred-
it Card Fraud
Detection Us-
ing Machine
Learning Models

Algoritma: Random Forest,
Extra Trees, XGBoost, Ad-
aBoost, CatBoost. Teknik
balancing: SMOTE.

Model Extra Trees
menghasilkan perfor-
ma terbaik dengan
akurasi 99.97%, F1-
score tinggi, serta
AUC 98.72% setelah
penerapan SMOTE.

(Yadavalli dan
Polisetti, 2025)

Optimized Fi-
nancial Fraud
Detection Us-
ing SMOTE-
Enhanced En-
semble Learning
with CatBoost
and LightGBM

Algoritma: Logistic Regres-
sion, KNN, Decision Tree,
Random Forest, XGBoost,
CatBoost, LightGBM.
Teknik balancing: SMOTE.

SMOTE-enhanced
ensemble (CatBoost
+ LightGBM) men-
capai Recall 88%,
Precision 68%, dan
ROC-AUC 0.9971.

(Salaudeen, Gabi,
Muhammad, dan
Suru, 2024)

Light Gradient
Boosting Ma-
chine (LGBM)
for Credit Card
Fraud in Finan-
cial Institution

Algoritma: Logistic Regres-
sion, Random Forest, Iso-
lation Forest, MLP, AN-
N, CNN. Teknik balancing:
SMOTE, Random Under-
Sampling.

LightGBM meng-
hasilkan performa
terbaik dengan
Akurasi 96%, Recall
95%, F1-score 96%,
dan MCC 93%.

(Gostkowski,
Krasnodebski,
dan Niedziółka,
2024)

Credit Card
Fraud Detection
Using Machine
Learning Tech-
niques

Algoritma: Decision Tree,
ANN, Random Forest.
Teknik balancing: Random
Undersampling, Random
Oversampling, SMOTE.

SMOTE meng-
hasilkan F1-score
tertinggi. Random
Forest menjadi
classifier paling
efektif.

(Gupta dkk., 2023) Unbalanced
Credit Card
Fraud Detection
Data: A Ma-
chine Learning-
Oriented Com-
parative Study
of Balancing
Techniques

Algoritma: KNN, XGBoost,
Decision Tree, Random
Forest, Logistic Regression.
Teknik balancing: Random
Oversampling, SMOTE,
Undersampling.

XGBoost mem-
berikan performa
terbaik dengan
Precision dan Ac-
curacy sebesar 0.99
setelah Random
Oversampling.
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Tabel 2.2 Penelitian Terdahulu (Lanjutan)

Literatur Referensi Judul Model Performance
(Du, Lv, Wang, dan
Guo, 2024)

A Novel Method
for Detecting
Credit Card
Fraud Problems

Algoritma: KNN, AE-XGB,
LightGBM, Random Forest.
Teknik balancing: SMOTE
+ CGAN.

AE-XGB-
SMOTE-CGAN
meningkatkan
performa secara
signifikan dibanding
metode lain.

(Tayebi dan Kafhali,
2025)

A Novel Ap-
proach Based on
XGBoost Classi-
fier and Bayesian
Optimization
for Credit Card
Fraud Detection

Algoritma: XGBoost,
LightGBM, AdaBoost,
Gradient Boosting, Ran-
dom Forest, Decision Tree,
KNN, Logistic Regression,
CatBoost, GaussianNB.
Teknik balancing: SMOTE,
Random Under-Sampling.

XGBoost dengan
Bayesian Optimiza-
tion dan SMOTE
mencapai Accuracy
0.9996, Precision
0.9406, Recall
0.8740, F1-score
0.8740, dan AUC
0.9879.

(F. Zhang, 2023) Improved Credit
Card Fraud De-
tection Method
Based on XG-
Boost Algorithm

Algoritma: Logistic Regres-
sion, Neural Network, XG-
Boost. Teknik balancing: S-
MOTE, NearMiss.

XGBoost + SMOTE
memberikan perfor-
ma paling seimbang,
sedangkan NearMis-
s + XGBoost meng-
hasilkan Recall tert-
inggi.

(Wijaya, Pinaringgi,
Zakiyyah, dan Meil-
iana, 2024)

Comparative
Analysis of Ma-
chine Learning
Algorithms and
Data Balancing
Techniques for
Credit Card
Fraud Detection

Algoritma: Logistic Re-
gression, Decision Tree,
Random Forest, XGBoost.
Teknik balancing: ROS,
SMOTE, ADASYN, NCR.

XGBoost + ROS
menghasilkan F1-
score tertinggi
(92.43%), sementara
Random Forest +
ROS juga menun-
jukkan performa
tinggi.

(Yu, Chang, Hun-
h, Jesus, dan Luo,
2025)

Advanced Super-
vised Machine
Learning Algo-
rithms in Credit
Card Fraud
Detection

Algoritma: CatBoost, XG-
Boost, Random Forest.
Teknik balancing: S-
MOTE, ADASYN, Random
Undersampling, NearMiss.

CatBoost menun-
jukkan performa
paling seimbang
dengan F1-score
tertinggi dan ROC
terbaik.

Berdasarkan ringkasan pada Tabel 2.2, penelitian terdahulu menunjukkan
bahwa deteksi penipuan kartu kredit umumnya lebih efektif ketika menggunakan
model berbasis tree boosting seperti XGBoost, LightGBM, dan CatBoost, terutama
saat dikombinasikan dengan teknik penyeimbangan data pada kondisi imbalanced
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class. Mayoritas studi melaporkan bahwa pendekatan oversampling seperti SMOTE
cenderung memberikan peningkatan yang lebih konsisten pada metrik kelas fraud,
dibandingkan undersampling yang berisiko menghilangkan informasi penting dari
kelas mayoritas. Selain itu, beberapa penelitian menguatkan bahwa optimasi model
melalui seleksi fitur atau tuning parameter dapat memperbaiki stabilitas dan perfor-
ma. Temuan-temuan ini memperkuat relevansi penelitian ini untuk membandingkan
XGBoost, LightGBM, dan CatBoost dengan integrasi SMOTE, optimasi model,
serta analisis interpretabilitas untuk memperoleh kombinasi yang paling efektif dan
efisien.
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BAB 3

METODOLOGI PENELITIAN

3.1 Metodologi Penelitian
Penelitian ini dilakukan untuk klasifikasi penipuan kartu kredit menggu-

nakan algoritma XGBoost, LightGBM, dan CatBoost agar dapat digunakan sebagai
salah satu pendukung keputusan untuk menentukan penipuan terhadap pemakaian
kartu kredit. Adapun metodelogi penelitian dalam penelitian ini secara garis besar
terdiri atas 6 tahapan yang dilakukan. Berikut ini merupakan tahapan penelitian
yang dapat dilihat pada Gambar 3.1.

Gambar 3.1. Metodologi Penelitian
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3.1.1 Tahap Perencanaan
Tahap perencaan merupakan tahapan fundamental dan krusial dalam aktivi-

tas penelitian yang bertujuan untuk menjamin bahwa sasaran penelitian dapat dite-
tapkan secara eksplisit dan tersusun dengan rapi.

3.1.1.1 Identifikasi Masalah
Identifikasi masalah merupakan tahap awal yang dilakukan untuk meru-

muskan persoalan utama dalam penelitian ini, yaitu klasifikasi penipuan kartu kredit
menggunakan dataset transaksi kartu kredit simulasi dari Kaggle yang memuat in-
formasi detail setiap transaksi beserta label ‘is fraud‘ (0 = normal, 1 = penipuan).
Hasil eksplorasi awal menunjukkan bahwa dataset tersebut memiliki ketidakseim-
bangan kelas (imbalanced class) yang sangat tinggi, di mana proporsi transaksi
penipuan hanya kurang dari 1% dari seluruh transaksi sehingga jumlah observasi
kelas normal jauh mendominasi. Kondisi ini berpotensi membuat model machine
learning cenderung bias terhadap kelas mayoritas, menghasilkan nilai akurasi yang
tampak tinggi namun gagal mendeteksi sebagian besar transaksi penipuan (nilai
Recall untuk kelas fraud rendah), sehingga penanganan ketidakseimbangan kelas
menjadi permasalahan utama yang perlu diatasi dalam penelitian ini.

3.1.1.2 Menentukan Tujuan
Tahap perencanaan merupakan langkah awal yang penting dalam sebuah

penelitian untuk memastikan agar tujuan penelitian dapat dirumuskan dengan jelas
dan fokus. Penetapan tujuan penelitian yang spesifik dan terukur sangat diperlukan
agar penelitian tidak melenceng dari fokus utamanya dan dapat memberikan hasil
yang relevan.

3.1.1.3 Studi Literatur
Dilakukan kajian terhadap penelitian terdahulu yang menggunakan algorit-

ma machine learning, khususnya XGBoost LightGBM, dan CatBoost, serta pen-
dekatan dalam menangani data tidak seimbang seperti SMOTE, hyperparameter
tuning, serta analisis iterpretabilitas dengan SHAP. Pada proses studi literatur in-
i dilakukan dengan mengakses beberapa situs web seperti Science Direct, IEEE,
Google Scholar serta sumber-sumber berita aktual lainnya terkait penipuan kartu
kredit.

3.1.2 Pengumpulan Data
Pada tahap ini dilakukan pengumpulan data yang bersumber dari dataset

publik transaksi kartu kredit simulasi dari Kaggle, yaitu Credit card Transactions
Fraud Detection Dataset yang dikembangkan oleh Kartik Shenoy. Dataset ini berisi
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catatan transaksi kartu kredit yang sepenuhnya disintesis dan mencakup transaksi
sah maupun penipuan yang dilakukan oleh pemegang kartu terhadap berbagai mer-
chant di wilayah Amerika Serikat bagian barat selama periode kurang lebih satu
tahun. Setiap baris data merepresentasikan satu transaksi dengan beragam atribut
demografis, geografis, dan perilaku transaksi serta sebuah label biner is fraud yang
menunjukkan apakah transaksi tersebut tergolong penipuan atau tidak, sehingga
dataset ini dapat dimanfaatkan sebagai sumber data latih dan uji untuk membangun
serta mengevaluasi model deteksi penipuan kartu kredit berbasis machine learning.

3.1.3 Validasi Data
Validasi pakar dilakukan untuk memastikan bahwa indikator/fitur yang di-

gunakan dalam penelitian deteksi penipuan transaksi kartu kredit relevan secara
konseptual dan selaras dengan logika domain, mengingat dataset yang digunakan
bersifat publik, anonim, dan simulated/synthetic. Proses validasi dilakukan melalui
komunikasi tatap muka dan pengisian lembar “Surat Pernyataan Validasi” oleh
narasumber ahli, yaitu Lusiawati, S.E., MBA (Dosen/Manajemen Keuangan, UIN
Sultan Syarif Kasim Riau), pada 6 Januari 2026 (Lampiran B). Objek validasi di-
fokuskan pada kelayakan indikator/fitur sebagai representasi pola transaksi berisiko
(fraud) dalam konteks penelitian akademik.

Berdasarkan hasil validasi, narasumber menyatakan bahwa atribut/indikator
yang digunakan dalam penelitian ini relevan untuk menggambarkan pola transak-
si berisiko. Kelompok fitur yang dinilai relevan meliputi: (1) nilai dan kon-
teks transaksi (misalnya amt dan category), (2) pola waktu transaksi (misalnya
trans hour, trans dayofweek, day period, is weekend), (3) perilaku jangka pen-
dek/indikator velocity (misalnya diff amt, avg amt last 7, count last 7, catego-
ry freq), (4) lokasi/jarak sebagai sinyal anomali (misalnya distance km dan state),
serta (5) risiko merchant berbasis historis (misalnya merchant risk rate). Adapun
fitur demografis diposisikan sebagai indikator pendukung dan perlu kehati-hatian
dalam interpretasi (Lampiran A).

Narasumber juga memberikan catatan bahwa penggunaan fitur age group
perlu diperhatikan, khususnya pada kelompok usia ¡18 tahun, serta interpretasi ter-
hadap merchant risk rate perlu disesuaikan karena konteks perilaku dan ekosistem
transaksi di Indonesia dapat berbeda dengan karakteristik dataset publik yang di-
gunakan. Dengan demikian, hasil validasi pakar ini memperkuat bahwa pemilihan
fitur dalam penelitian telah memiliki dasar konseptual yang memadai, sekaligus
menjadi pengingat agar interpretasi hasil dilakukan secara kontekstual sesuai keter-
batasan dataset.
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3.1.4 Preprocessing Data
Pada tahap preprocessing data dilakukan serangkaian langkah untuk menyi-

apkan dataset sebelum masuk ke proses pemodelan. Mengacu pada rancangan alur
penelitian, preprocessing dalam studi ini mencakup empat kegiatan utama, yaitu:
(1) EDA & cleaning data untuk memahami karakteristik awal dan membersihkan
anomali maupun nilai hilang, (2) Feature engineering untuk membentuk fitur-fitur
turunan yang merepresentasikan pola waktu, demografi, geografis, dan perilaku
transaksi, (3) train–test split data yang dilakukan secara kronologis menjadi subset
latih, validasi, dan uji, serta (4) imputasi & one-hot encoding guna menangani ni-
lai hilang dan mengubah variabel kategorikal ke dalam bentuk numerik yang dapat
diolah algoritma machine learning. Tahap ini bersifat krusial karena menentukan
kualitas dan representativitas data yang digunakan sebagai masukan model.

3.1.4.1 Exploratory Data Analysis (EDA)
Tahap Exploratory Data Analysis (EDA) dilakukan untuk memperoleh

pemahaman awal terhadap struktur data, distribusi variabel, dan potensi pola yang
relevan dengan kasus deteksi penipuan. Proses ini mencakup analisis terhadap pro-
porsi kelas pada variabel target is fraud, guna memastikan tingkat ketidakseimban-
gan data yang akan dihadapi dalam pemodelan.

Selanjutnya, dilakukan analisis distribusi terhadap fitur-fitur temporal seper-
ti jam transaksi (trans hour) dan hari dalam minggu (trans dayofweek) untuk
mengidentifikasi kemungkinan adanya pola waktu tertentu yang berasosiasi dengan
transaksi fraud. Fitur kategorikal seperti category juga dianalisis untuk melihat
frekuensi serta korelasinya dengan insiden penipuan.

Selain itu, fitur numerik hasil rekayasa seperti distance km dan age diamati
distribusinya guna mendeteksi outlier atau pola khusus yang mungkin relevan de-
ngan perilaku transaksi mencurigakan. Visualisasi dalam bentuk histogram, grafik
batang, dan boxplot digunakan sebagai alat bantu untuk memperjelas distribusi dan
hubungan antarfaktor.

Hasil dari tahap EDA ini tidak hanya digunakan untuk mendukung proses
pembersihan dan transformasi data, tetapi juga menjadi dasar dalam perancangan
fitur baru dan justifikasi metodologi selanjutnya.

3.1.4.2 Cleaning Data
Pada tahap cleaning data dilakukan pembersihan awal terhadap dataset

untuk memastikan kelayakan data sebelum Feature engineering dan pemodelan.
Kegiatan pada tahap ini secara umum mencakup pengecekan kualitas data (seper-
ti keberadaan nilai hilang, duplikasi, dan inkonsistensi dasar) sehingga data yang
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digunakan pada tahap berikutnya berada dalam kondisi lebih bersih dan reliabel.

3.1.4.3 Feature Engineering
Tahap feature engineering pada penelitian ini mengadaptasi dan mem-

odifikasi pendekatan yang digunakan dalam penelitian (Alkhozae, 2025), yang
menekankan pengayaan fitur temporal, perilaku, dan risiko agregat untuk
meningkatkan kemampuan model dalam mendeteksi penipuan transaksi kartu kred-
it. Feature engineering dilakukan untuk mengubah atribut mentah menjadi fitur
yang lebih informatif dan relevan, dengan tetap meminimalkan potensi data leak-
age. Secara garis besar, fitur yang dibangun mencakup dimensi temporal, de-
mografis, geografis, perilaku transaksi, dan profil risiko agregat pelanggan maupun
merchant.

Dari variabel trans date trans time diturunkan fitur berbasis waktu seperti
trans hour, trans dayofweek, is weekend, dan day period untuk merepresentasikan
pola transaksi berdasarkan jam, hari, dan periode waktu. Tanggal lahir (dob) dikon-
versi menjadi age dan age group untuk menangkap perbedaan perilaku antar kelom-
pok umur tanpa menggunakan identitas mentah. Fitur geografis distance km dihi-
tung sebagai jarak geodesik antara pelanggan dan merchant menggunakan koordinat
latitude–longitude, sehingga merepresentasikan kedekatan lokasi transaksi dengan
domisili pelanggan.

Selain itu, dibentuk fitur perilaku historis per kartu dengan mengurutkan
transaksi berdasarkan cc num dan trans date trans time, kemudian menghitung
selisih nilai transaksi dengan transaksi sebelumnya (diff amt) serta statistik rolling
tujuh transaksi terakhir (avg amt last 7, count last 7). Fitur agregat seperti cat-
egory freq dan merchant risk rate dihitung dari data pelatihan sebagai frekuensi
penggunaan kategori dan rata-rata fraud rate per merchant, lalu diproyeksikan ke
data validasi dan uji; merchant baru diisi dengan rata-rata global. Seluruh fitur hasil
rekayasa ini, bersama sebagian atribut asli terpilih, digunakan sebagai himpunan
fitur akhir dalam proses pemodelan, sedangkan analisis deskriptif dan pengaruhnya
terhadap kinerja model dibahas lebih lanjut pada Bab 4.

3.1.4.4 Train-Test Split Data
Setelah dilakukan pengurutan berdasarkan waktu transaksi (tran-

s date trans time), dataset dibagi secara kronologis menjadi tiga bagian, yaitu data
latih, data validasi, dan data uji dengan proporsi kurang lebih 70%:15%:15%. Data
latih digunakan untuk proses pelatihan model, termasuk penerapan SMOTE dan
pencarian hyperparameter. Data validasi dimanfaatkan untuk memilih kombinasi
hyperparameter terbaik serta menyetel ambang batas (threshold) klasifikasi. Data
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uji hanya digunakan satu kali pada tahap akhir untuk mengukur kemampuan
generalisasi model terhadap transaksi pada periode waktu yang tidak pernah
digunakan selama proses pelatihan dan validasi.

3.1.4.5 Imputasi dan One-Hot Encoding
Sebelum pemodelan, dilakukan imputasi untuk menangani nilai hilang dan

transformasi variabel kategorikal. Nilai hilang pada fitur numerik diisi menggu-
nakan nilai median yang dihitung dari data latih, sedangkan nilai hilang pada fitur
kategorikal diisi menggunakan modus dari data latih. Statistik imputasi ini kemu-
dian diterapkan secara konsisten pada data validasi dan data uji. Selanjutnya, fitur
kategorikal yang digunakan dalam pemodelan diubah menjadi representasi numerik
menggunakan teknik one-hot encoding dengan skema yang sama untuk data latih,
validasi, dan uji, sehingga struktur fitur yang terbentuk tetap konsisten di seluruh
himpunan data.

3.1.5 Oversampling Data
Metode oversampling yang disebut Synthetic Minority Over-sampling Tech-

nique (SMOTE) digunakan untuk mengatasi ketidakseimbangan data. Dengan me-
manfaatkan tetangga terdekatnya berdasarkan jarak Euclidean untuk membuat data
sintetis dari kelas minoritas. SMOTE meningkatkan jumlah sampel karena data sin-
tetis dibuat menggunakan fitur yang sudah ada sebelumnya, sehingga terlihat mirip
dengan data asli (R. Chen dkk., 2023).

Untuk mengatasi masalah ketidakseimbangan data, teknik SMOTE akan dit-
erapkan untuk menyeimbangkan kelas data. Dengan memanfaatkan tetangga ter-
dekatnya berdasarkan jarak Euclidean untuk membuat data sintetis dari kelas mi-
noritas. SMOTE meningkatkan jumlah sampel karena data sintetis dibuat menggu-
nakan fitur yang sudah ada sebelumnya, sehingga terlihat mirip dengan data asli.

3.1.6 Pemodelan Machine Learning
Pada tahap pemodelan machine learning, data yang telah diproses melalui

tahapan pembersihan dan penyeimbangan selanjutnya digunakan untuk memban-
gun model prediksi penipuan kartu kredit. Algoritma yang digunakan dalam peneli-
tian ini Adalah XGBoost, LightGBM, dan CatBoost, ketiganya merupakan metode
boosting yang mampu menangani data kompleks serta pola non-linier pada transak-
si kartu kredit.

Pada tahap ini, masing-masing algoritma dilatih menggunakan data latih
yang telah dipersiapkan pada tahap sebelumnya, hingga memperoleh pola yang op-
timal dalam membedakan transaksi penipuan dan bukan penipuan. Selama pelati-
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han model, dilakukan pemantauan metrik performa seperti Accuracy, Precision, Re-
call, F1-score, dan AUC-ROC untuk memastikan bahwa model dapat mengidenti-
fikasi transaksi penipuan secara efektif.

Tahap pemodelan ini sangat krusial, karena hasil yang diperoleh dari model
machine learning akan digunakan sebagai dasar dalam evaluasi dan analisis efek-
tivitas deteksi penipuan kartu kredit pada penelitian.

3.1.7 Hyperparameter Tuning
Hyperparameter tuning, yaitu usaha untuk menemukan kombinasi terbaik

dari hyperparameter guna meningkatkan performa model. Tujuan dari proses i-
ni adalah untuk memaksimalkan akurasi, kemampuan generalisasi, atau efektivi-
tas model dengan mengatur parameter-parameter yang bisa dikonfigurasi. Grid
Search Cross-Validation (GridSearchCV) merupakan salah satu metode yang digu-
nakan untuk menentukan kombinasi parameter terbaik dalam suatu model. Metode
ini bekerja dengan mengevaluasi setiap kemungkinan kombinasi parameter secara
sistematis, lalu melakukan validasi terhadap masing-masing kombinasi tersebut.

Untuk memperoleh konfigurasi model yang optimal, dilakukan hyperpa-
rameter tuning menggunakan GridSearchCV dengan skema TimeSeriesSplit, se-
hingga validasi dilakukan secara berurutan mengikuti dimensi waktu pada data
transaksi. GridSearchCV dijalankan pada pipeline yang berisi SMOTE dan masing-
masing algoritma (XGBoost, LightGBM, dan CatBoost), dengan himpunan hyper-
parameter seperti pada Tabel 3.1

Selanjutnya, dilakukan penyetelan threshold (decision threshold tuning)
menggunakan data validasi. Untuk tiap model terbaik, nilai probabilitas keluaran
(predict proba) pada kelas fraud dihitung, kemudian beberapa nilai threshold di-
uji (misalnya pada rentang 0,1–0,9) untuk mencari titik potong yang memberikan
F1-score terbaik pada data validasi. Threshold optimal ini kemudian disimpan dan
digunakan pada tahap evaluasi akhir di data uji, sehingga prediksi kelas tidak hanya
bergantung pada threshold default 0,5, tetapi telah disesuaikan dengan karakteristik
ketidakseimbangan data.

Tabel 3.1. Nilai Terbaik untuk Hyperparameter

Algoritma Hyperparameter Kegunaan Hyperparameter
XGBoost n estimators Banyaknya tree yang digunakan untuk proses klasi-

fikasi
max depth Kedalaman maksimum tree yang dapat dibentuk
reg alpha Regularisasi L1 pada bobot leaf; mengurangi kom-

pleksitas efektif model dan membantu menekan over-
fitting
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Tabel 3.1 Nilai Terbaik untuk Hyperparameter (Lanjutan)

Algoritma Hyperparameter Kegunaan Hyperparameter
eta (learning rate) Membantu mempersingkat langkah dalam pembaruan

model
subsample Rasio instance dari data latih yang digunakan pada

setiap pohon
colsample bytree Persentase fitur yang diambil per pohon;

meningkatkan diversifikasi pohon dan kemam-
puan generalisasi

LightGBM max depth Membatasi kedalaman maksimum pohon untuk men-
gontrol kompleksitas model

num leaves Menentukan jumlah maksimum leaf per pohon; ni-
lai terlalu besar membuat model sangat fleksibel dan
berisiko overfitting

min child samples Jumlah minimum sampel pada satu leaf; nilai lebih
besar menghasilkan keputusan yang lebih stabil

learning rate Mengatur kontribusi setiap pohon baru terhadap mod-
el akhir

n estimators Jumlah iterasi boosting; memengaruhi performa dan
waktu komputasi

reg alpha Regularisasi L1 untuk mendorong bobot leaf menjadi
lebih sparse dan mengendalikan overfitting

subsample Proporsi data latih yang digunakan untuk setiap po-
hon guna meningkatkan generalisasi

colsample bytree Proporsi fitur yang digunakan per pohon untuk men-
gurangi korelasi antar pohon

CatBoost depth Mengatur kedalaman maksimum pohon; nilai lebih
besar meningkatkan kompleksitas model

learning rate Mengontrol besar langkah pembaruan pada setiap it-
erasi boosting

iterations Menentukan jumlah pohon boosting; semakin banyak
iterasi meningkatkan kapasitas model

l2 leaf reg Regularisasi L2 pada nilai leaf untuk menghaluskan
prediksi dan menekan overfitting

bagging temperature Mengatur tingkat keacakan pemilihan sampel; nilai
lebih tinggi meningkatkan variasi data

3.1.8 Evaluasi Model Machine Learning
Kinerja setiap model dievaluasi secara komprehensif menggunakan data u-

ji untuk menilai kemampuan generalisasinya pada data baru. Titik awal evaluasi
adalah confusion matrix, yang memetakan hasil prediksi ke dalam empat kategori:
True Positive (TP), False Positive (FP), False Negative (FN), dan True Negative
(TN).
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Dari matriks ini, dihitung serangkaian metrik performa. Mengingat sifat da-
ta yang tidak seimbang, metrik seperti Accuracy, Precision, Recall, dan F1-score
menjadi fokus utama untuk mengukur efektivitas model dalam mengidentifikasi
kelas minoritas (fraud). Selain itu, metrik AUC-ROC digunakan untuk menilai
kemampuan model secara keseluruhan dalam membedakan antara transaksi nor-
mal dan fraud. Hasil perbandingan metrik-metrik inilah yang menjadi dasar untuk
menentukan model paling optimal.

3.1.8.1 Analisis Interpretabilitas dengan SHAP
Sebagai bagian dari pendekatan Explainable Artificial Intelligence (XAI),

penelitian ini menggunakan SHapley Additive exPlanations (SHAP) untuk men-
ganalisis interpretabilitas model dengan kinerja terbaik pada tingkat global. SHAP
digunakan untuk menjelaskan seberapa besar kontribusi relatif masing-masing fitur
terhadap output model secara keseluruhan, sehingga tidak hanya diketahui model
mana yang paling baik, tetapi juga fitur apa yang paling berperan dalam membe-
dakan transaksi fraud dan non-fraud.

Implementasi SHAP dilakukan dengan memanfaatkan TreeExplainer pada
model terbaik, kemudian menghitung nilai SHAP untuk sekelompok sampel da-
ta (misalnya himpunan validasi atau uji yang telah melalui tahapan preprocessing
dan feature engineering). Nilai SHAP yang dihasilkan kemudian divisualisasikan
dalam bentuk summary plot (baik bar plot maupun beeswarm plot) untuk mem-
peroleh gambaran global mengenai urutan kepentingan fitur serta arah pengaruhnya
terhadap peningkatan atau penurunan risiko fraud. Selain itu, digunakan pula de-
pendence plot pada beberapa fitur kunci hasil feature engineering, seperti merchan-
t risk rate, category freq, diff amt, dan distance km, guna melihat hubungan antara
nilai fitur dengan besarnya kontribusi SHAP pada berbagai sampel.

Analisis SHAP ini tidak mengubah struktur maupun parameter model,
melainkan berfungsi sebagai lapisan penjelas untuk menginterpretasikan perilaku
model yang telah terlatih. Informasi mengenai fitur-fitur yang paling berpengaruh
dan pola kontribusinya digunakan sebagai dasar untuk mengidentifikasi karakter-
istik umum transaksi yang berisiko penipuan, yang selanjutnya dibahas lebih rinci
pada Bab 4.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan rangkaian keseluruahn tahapan penelitian yang meliputi ek-

splorasi data, prapemrosesan, pemodelan, evaluasi kinerja, dan analisis inter-
pretabilitas, diperoleh beberapa kesimpulan utama sebagai berikut:

1. Pada skenario baseline tanpa SMOTE dan tanpa hyperparameter tuning,
XGBoost, LightGBM, dan CatBoost sudah menghasilkan Accuracy dan
AUC-ROC yang tinggi, tetapi kinerja pada kelas fraud masih bermasalah
karena ketidakseimbangan kelas yang ekstrem. Hal ini tercermin dari Pre-
cision kelas fraud yang relatif rendah. Setelah diterapkan SMOTE dengan
rasio 10% pada data latih dan diikuti GridSearchCV serta penyesuaian deci-
sion threshold, model terbaik pada data uji mencapai F1-score sekitar 0,90,
AUC-ROC di atas 0,996, dan Accuracy 0,9993–0,9994. Dalam konfigurasi
akhir tersebut, CatBoost memperoleh F1-score dan Recall tertinggi, sedan-
gkan XGBoost memberikan Precision tertinggi dengan kinerja yang tetap
kompetitif, sehingga kombinasi SMOTE dan hyperparameter tuning terbuk-
ti meningkatkan kualitas deteksi fraud.

2. Analisis Shapley Additive Explanations (SHAP) menunjukkan bahwa ketiga
model mengandalkan kombinasi fitur temporal, perilaku, dan risiko historis
dalam memprediksi fraud. Fitur amt dan day period night secara konsis-
ten menjadi kontributor utama, disusul fitur-fitur seperti merchant risk rate,
category freq, dan avg amt last 7. SHAP memungkinkan pemetaan yang
jelas mengenai fitur yang mendorong peningkatan ataupun penurunan prob-
abilitas fraud, sehingga interpretabilitas dan transparansi model tercapai.

3. Untuk deteksi penipuan kartu kredit pada data yang sangat tidak seimbang,
penelitian ini merekomendasikan pipeline berbasis pembagian data tempo-
ral, data cleaning dan feature engineering terarah, imputasi berbasis statis-
tik data latih, one-hot encoding untuk fitur kategorikal, SMOTE dengan ra-
sio 10% pada data latih, serta pelatihan model boosting yang dioptimalkan
menggunakan GridSearchCV dan penyesuaian decision threshold. Dalam
kerangka ini, CatBoost + SMOTE 10% + tuning sesuai untuk skenario yang
memprioritaskan F1-score dan Recall fraud, sedangkan XGBoost + SMOTE
10% + tuning lebih tepat untuk kasus yang menekankan Precision tinggi dan
pengendalian false positives, dengan LightGBM sebagai alternatif kompro-
mi yang lebih ringan secara komputasi.



5.2 Saran
Dalam penelitian selanjutnya, disarankan untuk memperluas eksplorasi

teknik penanganan ketidakseimbangan kelas dan optimasi model, misalnya dengan
membandingkan variasi metode oversampling lain (ADASYN, Borderline-SMOTE,
atau kombinasi SMOTE dengan under-sampling) serta pendekatan tuning yang lebi-
h maju seperti RandomizedSearchCV atau optimasi Bayesian. Selain itu, model
dan temuan empiris pada penelitian ini dapat dijadikan landasan awal untuk pe-
ngembangan prototipe sistem deteksi penipuan kartu kredit berbasis machine learn-
ing yang terintegrasi dengan lingkungan operasional, misalnya dalam bentuk dash-
board pemantauan transaksi secara near real-time atau modul pendukung keputusan
bagi analis fraud. Dengan demikian, kontribusi penelitian tidak hanya berhenti pada
level evaluasi model, tetapi juga dapat diarahkan menuju implementasi sistem yang
aplikatif di dunia nyata.
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