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ABSTRAK

Ulasan pengguna pada aplikasi mobile banking menjadi sumber data penting dalam analisis
sentimen untuk memahami opini publik terhadap kualitas layanan. Namun, analisis sentimen
konvensional sering mengalami kesalahan interpretasi ketika berhadapan dengan bahasa kiasan
seperti sarkasme, di mana makna negatif disampaikan melalui kata-kata yang tampak positif.
Penelitian ini bertujuan untuk mendeteksi sarkasme pada ulasan pengguna aplikasi Byond by
BSI menggunakan model BERT berbahasa Indonesia (IndoBERT) serta menganalisis dampaknya
terhadap hasil analisis sentimen. Data diperoleh melalui proses scraping dari Google Play Store
dengan total 12.000 ulasan berbahasa Indonesia. Pelabelan sentimen dilakukan secara otomatis
menggunakan IndoBERT pretrained, sedangkan pelabelan sarkasme dilakukan secara manual dan
divalidasi oleh pakar bahasa Indonesia. Dataset sarkasme menunjukkan ketidakseimbangan kelas
yang ekstrem dengan 192 ulasan sarkastik. Model IndoBERT kemudian di-fine-tune menggunakan
strategi class weighting dan label smoothing. Hasil evaluasi menunjukkan akurasi sebesar 97,29%
dengan recall kelas sarkasme sebesar 58,70%. Deteksi sarkasme digunakan untuk menyesuaikan
polaritas sentimen sehingga menghasilkan representasi sentimen yang lebih akurat. Penelitian
ini membuktikan bahwa integrasi deteksi sarkasme berbasis IndoBERT mampu meningkatkan
ketepatan analisis sentimen pada ulasan aplikasi mobile banking.
Kata Kunci:deteksi sarkasme, analisis sentimen, IndoBERT, ulasan pengguna, mobile banking.
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ABSTRACT

User reviews of mobile banking applications provide valuable data for sentiment analysis to
understand public opinion about service quality. However, conventional sentiment analysis often
misinterprets figurative language such as sarcasm, where negative meaning is expressed using
seemingly positive words. This study aims to detect sarcasm in user reviews of the Byond by BSI
application using an Indonesian BERT model (IndoBERT) and to analyze its impact on sentiment
analysis results. The data were collected through web scraping from Google Play Store, resulting
in 12,000 Indonesian-language reviews. Sentiment labels were generated automatically using a
pretrained IndoBERT model, while sarcasm labels were manually annotated and validated by an
Indonesian language expert. The sarcasm dataset exhibited severe class imbalance, with only 192
sarcastic reviews. IndoBERT was fine-tuned using class weighting and label smoothing strategies
to address data imbalance and prevent overfitting. The evaluation results showed an accuracy
of 97.29% and a recall of 58.70% for the sarcasm class. Sarcasm detection was then used to
adjust sentiment polarity, producing a more accurate representation of user opinions. This study
demonstrates that integrating sarcasm detection based on IndoBERT can improve the reliability of
sentiment analysis for Indonesian mobile banking application reviews.
Keywords: sarcasm detection, sentiment analysis, IndoBERT, user reviews, mobile banking
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Perkembangan teknologi telah mendorong inovasi di sektor perbankan,

salah satunya melalui layanan mobile banking yang memungkinkan transaksi di-
lakukan secara lebih efisien melalui perangkat seluler(Insan, Hayati, dan Nur-
diawan, 2023). Kehadiran aplikasi mobile banking memberikan kemudahan bagi
pengguna dalam mengakses layanan perbankan kapan saja dan di mana saja, sekali-
gus membuka ruang interaksi antara pengguna dan penyedia layanan melalui plat-
form digital. Salah satu aplikasi yang berkembang dalam konteks ini adalah Byond
by BSI, aplikasi mobile banking milik Bank Syariah Indonesia, yang telah diunduh
lebih dari 5 juta kali di Google Play dan memperoleh rating 4,0 dari 73.116 ulasan
pengguna. Jumlah ulasan yang besar tersebut menunjukkan tingginya tingkat par-
tisipasi pengguna dalam menyampaikan pengalaman dan pandangan mereka ter-
hadap layanan aplikasi.

Menurut Winarko (2015), ulasan pengguna terdiri atas dua komponen
utama, yaitu rating sebagai penilaian numerik dan komentar deskriptif yang
menyampaikan opini secara lebih mendalam (Insan dkk., 2023). Komentar deskrip-
tif ini menjadi sumber data yang kaya karena merepresentasikan pandangan,
perasaan, serta pengalaman pengguna secara langsung. Oleh karena itu, analisis
sentimen terhadap ulasan pengguna menjadi penting untuk mengevaluasi persepsi
pengguna terhadap kualitas dan kinerja aplikasi (Gomes Pereira Santos, Riani
Costa Perinotto, Rodrigues Soares, Mondo, dan Cembranel, 2022). Dalam konteks
ekosistem big data, ulasan aplikasi tidak hanya berfungsi sebagai sarana umpan ba-
lik, tetapi juga berkontribusi dalam membentuk pengalaman pengguna serta citra
layanan digital secara keseluruhan (Nurfikri, 2022).

Ulasan pengguna terhadap aplikasi Byond by BSI tidak hanya mencer-
minkan tingkat kepuasan secara umum, tetapi juga memuat berbagai bentuk ek-
spresi bahasa yang kompleks. Sebagai aplikasi mobile banking dengan jumlah
pengguna yang besar, Byond by BSI menjadi ruang bagi pengguna untuk mengek-
spresikan pengalaman mereka, baik berupa pujian, keluhan, maupun kritik ter-
hadap layanan yang diberikan. Dalam praktiknya, tidak seluruh keluhan atau keti-
dakpuasan disampaikan secara eksplisit dengan bahasa negatif. Sebagian pengguna
justru menyampaikan kritik secara implisit melalui bahasa sindiran atau ironi, yang
secara tekstual tampak positif tetapi bermakna negatif.

Kondisi tersebut menjadi tantangan tersendiri dalam analisis sentimen.



Analisis sentimen umumnya bekerja dengan baik pada bahasa yang bersifat harfiah,
namun menjadi lebih kompleks ketika berhadapan dengan bahasa kiasan seperti
sarkasme, di mana pernyataan negatif disampaikan melalui kata-kata yang tampak
positif (Kumar dkk., 2019). Sarkasme merupakan bentuk ironi yang digunakan un-
tuk menyindir atau menyampaikan kritik secara tidak langsung. Dalam konteks teks
tertulis, sarkasme dapat membalikkan polaritas makna sehingga pernyataan yang
secara leksikal tampak positif sebenarnya mengandung sentimen negatif (Lunando
dan Purwarianti, 2013). Hal ini menyebabkan potensi kesalahan klasifikasi senti-
men apabila sistem hanya mengandalkan makna literal teks.

Meskipun sarkasme telah lama dikaji dalam bidang linguistik dan psikologi,
fenomena ini masih menjadi tantangan dalam text mining, khususnya analisis senti-
men, karena keterbatasan fitur leksikal dalam menangkap konteks dan ketidaksesua-
ian makna. Tantangan ini semakin diperbesar dalam komunikasi tertulis, di mana
tidak terdapat petunjuk non-verbal seperti intonasi atau ekspresi wajah yang da-
pat membantu interpretasi makna (Yunitasari, Musdholifah, dan Sari, 2019). Oleh
karena itu, deteksi sarkasme menjadi aspek penting untuk meningkatkan akurasi
analisis sentimen agar opini pengguna dapat direpresentasikan secara lebih tepat.

Dalam konteks bisnis dan pemasaran digital, kemampuan mengenali
sarkasme berperan penting dalam pemantauan merek, evaluasi umpan balik peng-
guna, dan riset pasar (Puh dan Bagić Babac, 2023). Pernyataan sarkastik sering
kali menyulitkan model analisis sentimen tradisional karena maknanya tidak disam-
paikan secara langsung. Oleh sebab itu, pendekatan analisis yang mampu mema-
hami konteks bahasa secara lebih mendalam sangat dibutuhkan untuk memperoleh
pemahaman opini publik yang lebih akurat dan autentik (Šandor dan Babac, 2023).

Berbagai algoritma machine learning dan deep learning telah digunakan un-
tuk mendeteksi sarkasme dengan hasil yang beragam. Penelitian oleh Baruah et
al. (Baruah, Das, Barbhuiya, dan Dey, 2020) membandingkan kinerja BERT, BiL-
STM, dan SVM dalam deteksi sarkasme berbasis konteks, dan menunjukkan bahwa
BERT memberikan performa terbaik dengan nilai F1-score sebesar 0,743 pada
dataset Twitter dan 0,658 pada Reddit, meskipun performanya dipengaruhi oleh
kompleksitas konteks yang berlebihan. Sementara itu, Ali et al. (Ali dkk., 2023)
mengusulkan model GMP-LSTM yang mengombinasikan GlobalMaxPool1D dan
LSTM untuk mendeteksi sarkasme pada headline berita, dengan tingkat akurasi
mencapai 92,54%, melampaui metode klasifikasi tradisional. Penelitian lain oleh
Savini dan Caragea (Savini dan Caragea, 2022) menunjukkan bahwa fine-tuning
BERT pada tugas antara, seperti klasifikasi sentimen dan deteksi emosi, mampu
meningkatkan performa deteksi sarkasme secara signifikan, meskipun efektivitas-
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nya sangat bergantung pada karakteristik dan distribusi dataset yang digunakan.
Temuan serupa juga ditunjukkan dalam penelitian terbaru yang menerapkan model
BERT pada teks berbahasa Indonesia dalam konteks sosial digital, di mana BERT
terbukti mengungguli metode SVM baik pada tugas analisis sentimen maupun
deteksi sarkasme. Model BERT mencapai akurasi sebesar 92,20% pada deteksi
sarkasme, lebih tinggi dibandingkan SVM yang hanya mencapai 86,15%. Hasil
tersebut menegaskan bahwa kemampuan BERT dalam memahami konteks dan rep-
resentasi semantik secara mendalam sangat berpengaruh terhadap keberhasilan de-
teksi sarkasme, khususnya pada teks berbahasa Indonesia yang bersifat kontekstual
dan implisit(Sabrina, Shiddieq, dan Roji, 2025).

Berdasarkan berbagai temuan tersebut, dapat disimpulkan bahwa model
berbasis transformer seperti BERT memiliki potensi yang kuat untuk diterapkan
dalam deteksi sarkasme, terutama ketika dikombinasikan dengan analisis sentimen
dan digunakan pada domain teks yang bersifat kontekstual. Namun demikian, ka-
jian yang secara khusus membahas deteksi sarkasme pada ulasan aplikasi mobile
banking di Indonesia masih sangat terbatas. Oleh karena itu, penelitian ini meman-
faatkan model berbasis transformer BERT untuk mendeteksi sarkasme pada ulasan
pengguna aplikasi Byond by BSI, dengan tujuan memahami konteks bahasa secara
lebih mendalam serta meningkatkan ketepatan hasil analisis sentimen.

1.2 Perumusan Masalah
Rumusan masalah penelitian ini adalah: Bagaimana deteksi sarkasme pada

ulasan pengguna aplikasi Byond by BSI menggunakan model BERT berbahasa In-
donesia, serta bagaimana dampaknya terhadap hasil analisis sentimen?

1.3 Batasan Masalah
Batasan masalah dalam penelitian ini ialah:

1. Data yang digunakan dalam penelitian ini terbatas pada ulasan pengguna
aplikasi Byond by BSI yang diambil dari platform Google Play Store.

2. Bahasa yang digunakan dalam ulasan adalah bahasa Indonesia, sehingga
model difokuskan pada deteksi sarkasme dalam konteks bahasa Indonesia.

3. Jumlah data yang digunakan dalam penelitian ini mencapai 12.000 data.
4. Label sarkasme pada dataset diperoleh melalui proses pelabelan manual

yang kemudian divalidasi oleh pakar/dosen bahasa Indonesia, sehingga pe-
nentuan sarkasme sepenuhnya bergantung pada penilaian linguistik pakar
dan digunakan sebagai ground truth penelitian.

5. Model yang digunakan dalam penelitian ini adalah model pre-trained BERT
berbahasa Indonesia (IndoBERT) yang kemudian di-fine-tune untuk tugas
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deteksi sarkasme dan analisis sentimen.
6. Penelitian ini hanya membahas deteksi sarkasme dalam teks ulasan dan

tidak mencakup bentuk ekspresi non-verbal seperti emoji, gambar, atau au-
dio.

7. Evaluasi performa model dibatasi pada metrik klasifikasi seperti accuracy,
precision, recall, dan F1-score.

8. Program dibuat dengan bahasa python 3.13 pada sistem operasi windows 10
menggunakan Google Colab

1.4 Tujuan Penelitian
Tujuan tugas akhir ini adalah:

1. Menghasilkan label sarkasme yang akurat pada ulasan pengguna aplikasi
Byond by BSI melalui proses pelabelan manual yang telah divalidasi oleh
pakar bahasa Indonesia sebagai dasar pembentukan dataset sarkasme

2. Menganalisis kemampuan model BERT dalam mendeteksi sarkasme pada
ulasan pengguna aplikasi Byond by BSI

3. Menganalisis dampak hasil deteksi sarkasme terhadap penyesuaian polari-
tas sentimen ulasan pengguna agar mencerminkan makna opini yang sebe-
narnya.

1.5 Manfaat Penelitian
Manfaat tugas akhir ini adalah:

1. Memberikan kontribusi teoretis dalam pengembangan kajian deteksi
sarkasme pada teks berbahasa Indonesia, khususnya pada domain ulasan
aplikasi perbankan digital yang masih jarang diteliti.

2. Menyajikan pendekatan analisis sentimen yang mempertimbangkan aspek
sarkasme, sehingga mampu menghasilkan representasi polaritas sentimen
yang lebih sesuai dengan makna implisit dalam teks.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
Bab ini menjelaskan latar belakang permasalahan, rumusan masalah,

batasan masalah, tujuan penelitian, manfaat penelitian, serta sistematika penulisan
dalam laporan Tugas Akhir.

BAB 2. LANDASAN TEORI
Bab ini memuat teori-teori dan konsep dasar yang mendukung penelitian,

antara lain teori mengenai analisis sentimen, sarkasme dalam teks, algoritma BERT
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(Bidirectional Encoder Representations from Transformers), Natural Language Pro-
cessing (NLP), serta tinjauan terhadap penelitian-penelitian terdahulu yang relevan.

BAB 3. METODOLOGI PENELITIAN
Bab ini menjelaskan metodologi penelitian yang digunakan dalam mengkaji

analisis sentimen dan deteksi sarkasme pada ulasan pengguna aplikasi Byond by
BSI. Pembahasan meliputi proses pengumpulan data ulasan dari Google Play Store,
tahap pra-pemrosesan data, pelabelan sentimen dan sarkasme yang divalidasi oleh
pakar bahasa Indonesia, proses pemodelan dan fine-tuning model BERT untuk de-
teksi sarkasme, serta tahapan penyesuaian polaritas sentimen dan evaluasi kinerja
model.

BAB 4. HASIL ANALISIS
Bab ini menyajikan hasil pelatihan dan pengujian model BERT dalam

mendeteksi sarkasme pada ulasan pengguna aplikasi Byond by BSI. Selain itu, diba-
has pula analisis performa model berdasarkan metrik evaluasi serta dampak deteksi
sarkasme terhadap penyesuaian polaritas sentimen.

BAB 5. PENUTUP
Bab ini berisi kesimpulan dari hasil penelitian yang telah dilakukan serta

saran untuk pengembangan dan penelitian lebih lanjut yang berkaitan dengan de-
teksi sarkasme pada teks ulasan.
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BAB 2

LANDASAN TEORI

2.1 Deteksi Sarkasme
Deteksi sarkasme merupakan proses untuk menentukan apakah suatu perny-

ataan atau teks mengandung unsur sarkasme atau tidak(Šandor dan Babac, 2023).
Deteksi sarkasme merupakan tantangan tersendiri karena melibatkan interaksi
yang kompleks antara aspek linguistik, pragmatik, dan konteks penggunaan
bahasa(Reyes, Rosso, dan Buscaldi, 2012). Ekspresi sarkasme dapat muncul dalam
berbagai bentuk baik secara eksplisit maupun tersirat—dan sangat dipengaruhi oleh
petunjuk bahasa serta konteks tertentu. Sarkasme sering kali disampaikan melalui
ungkapan yang berlebihan, bernada merendahkan, atau mengandung unsur ironi
dan parodi. Selain itu, penggunaan ambiguitas makna, bentuk negasi, serta bias
atau prasangka tertentu juga menjadi ciri khas yang umum ditemukan(Ashwitha,
Shruthi, Shruthi, Manjunath, dkk., 2021).

Sejumlah penelitian telah mengidentifikasi pola semantik tertentu yang se-
cara konsisten menandai keberadaan sarkasme dalam interaksi digital. Sitorus &
Damanik (2025), dalam kajiannya menemukan bahwa sarkasme sering kali muncul
melalui penggunaan kata bermakna positif di tengah konteks situasi yang negatif,
Sebagaimana terlihat pada data penelitian, kalimat “problem solving dalam menye-
lesaikan kendala gak terselesaikan terima kasih byond”, di mana ungkapan ”ter-
ima kasih” digunakan sebagai bentuk sindiran atas kegagalan sistem. Pola lain
yang kerap muncul adalah penggunaan bahasa hiperbolis untuk mengekspresikan
ketidaktulusan atau kekecewaan yang sangat mendalam, seperti pada ungkapan
”buat kesabaran setipis tisu mending jangan instal” yang menampilkan kontras
antara harapan pengguna dengan realitas aplikasi yang menguji kesabaran secara
berlebihan(Sitorus dan Damanik, 2025). Secara lebih spesifik, Fauziyah dkk.,
(2023) mengklasifikasikan sarkasme ke dalam beberapa jenis, salah satunya adalah
sarkasme leksikal yang ditandai dengan kontras antara pujian dan hinaan dalam
satu pernyataan, seperti pada ulasan ”ieu syariah tapi tidak syariah” atau ”syariah
cuma merek nya saja”. Selain itu, terdapat pula jenis sarkasme ilokusi yang
berupa ajakan atau instruksi yang sebenarnya bermakna sindiran tajam, contohnya
adalah seruan ”ayo rame rame kasih rating 1 karena kendala mulu” yang meru-
pakan bentuk ajakan negatif sebagai luapan rasa frustrasi(Fauziyah dkk., 2023).Dari
sisi pragmatik, sarkasme dipahami sebagai bentuk pelanggaran terhadap prinsip
kerja sama dalam percakapan, di mana penutur sengaja tidak memberikan infor-
masi yang jujur atau relevan, Chubaryan & Danielyan (2022)menegaskan bahwa



penutur sarkastik kerap menyalahi maksim kualitas dan relevansi untuk mengek-
spresikan kejengkelan, seperti pada kalimat ”kirain apk keuangan ternyata apk
buat ngelatih kesabaran”; secara literal kalimat ini menyatakan tujuan yang salah
dari aplikasi tersebut untuk menunjukkan bahwa aplikasi tidak berfungsi seba-
gaimana mestinya. Konteks operasional aplikasi menjadi elemen paling penting
dalam memahami maksud tersebut, karena tanpa mengetahui adanya gangguan tek-
nis, kalimat tersebut mungkin dianggap sebagai pernyataan biasa(CHUBARYAN
dan DANIELYAN, 2022). Hal ini sejalan dengan penelitian Tepperman dkk, yang
menekankan bahwa petunjuk kontekstual dan karakteristik ujaran jauh lebih efek-
tif dalam mengidentifikasi sarkasme dibandingkan hanya mengandalkan struktur
kalimat semata. Dalam data penelitian yang digunakan, kata-kata seperti ”mem-
permudah” atau ”diperbarui” sering kali menjadi penanda sarkasme karena muncul
dalam konteks kegagalan transaksi, yang secara fungsional bekerja serupa dengan
ekspresi ironis dalam komunikasi lisan(Tepperman, Traum, dan Narayanan, 2006).

Dari sudut pandang komputasional, berbagai fitur linguistik dan kontekstual
dapat diekstraksi dan dimanfaatkan sebagai input bagi model deteksi sarkasme se-
cara otomatis. Das dkk. (2023) meneliti deteksi sarkasme pada data media sosial
dengan menerapkan ekstraksi fitur manual. Fitur-fitur yang digunakan mencakup
distribusi kata yang umum muncul dalam ujaran sarkastik, fitur sentimen berbasis
Part-of-Speech (PoS) tags, serta karakteristik penggunaan tanda baca. Pendekatan
ini menunjukkan bahwa kombinasi fitur linguistik dan struktural memiliki peran
penting dalam meningkatkan kemampuan model dalam mengenali sarkasme(Das,
Ghosh, Kolya, dan Ekbal, 2023). Meskipun sarkasme sering kali menjadi kendala
dalam analisis sentimen konvensional, kemampuan mendeteksinya dapat membantu
menghasilkan pemahaman yang lebih akurat mengenai persepsi publik terhadap su-
atu produk atau merek(Šandor dan Babac, 2023).

2.2 Analisis Sentimen
Analisis sentimen, yang juga dikenal sebagai opinion mining, merupakan

salah satu cabang dari Natural Language Processing (NLP) yang berfokus pada
pengolahan teks untuk mengidentifikasi dan memahami emosi, sikap, atau penda-
pat publik terhadap suatu entitas atau produk tertentu(Raffi, Suharso, dan Maulana,
2023). Analisis sentimen dilakukan dengan mengekstraksi informasi dari teks se-
cara otomatis guna menentukan subjektivitas yang terkandung di dalamnya. Tujuan
utama dari analisis ini adalah mengklasifikasikan opini pengguna ke dalam kate-
gori sentimen positif, negatif, atau netral(Dang, Moreno-Garcı́a, dan De la Prieta,
2020). Melalui pemanfaatan teks ulasan, analisis sentimen dapat digunakan untuk
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mengevaluasi respons dan persepsi pengguna terhadap suatu produk atau layanan
dengan mengidentifikasi emosi yang tersirat dalam setiap ulasan(Agustina, Citra,
Purnama, Nisa, dan Kurnia, 2022).

Dalam konteks layanan digital, penerapan analisis sentimen memiliki peran
penting, terutama dalam menghadapi risiko keamanan yang dapat memengaruhi
tingkat kepercayaan pengguna(Almuhairat, Alti, dan Alswailim, 2024). Penye-
dia layanan perlu memahami persepsi dan pengalaman pengguna untuk menge-
tahui elemen-elemen yang memberikan kepuasan, seperti kemudahan penggu-
naan dan kecepatan transaksi, serta mengidentifikasi area yang masih memer-
lukan perbaikan(Rahayu dan Hasibuan, 2025). Dengan demikian, analisis sentimen
menjadi alat strategis dalam meningkatkan kualitas layanan sekaligus memperkuat
kepercayaan pengguna.

Proses analisis sentimen diawali dengan pemilihan data yang relevan, ke-
mudian dilanjutkan dengan pengumpulan dan ekstraksi data berupa teks, yang
umumnya dilakukan melalui teknik web scraping. Data teks tersebut selanjutnya
dianalisis untuk mengidentifikasi dan mengklasifikasikan opini atau emosi yang
terkandung di dalamnya. Analisis sentimen dapat diterapkan menggunakan berba-
gai pendekatan, seperti metode berbasis korpus, berbasis leksikon, maupun pem-
belajaran mesin(Sayarizki, Nurrahmi, dkk., 2024). Pendekatan machine learning
dalam analisis sentimen umumnya terbagi menjadi dua, yaitu model tradisional dan
deep learning. Model tradisional, seperti Naı̈ve Bayes, Maximum Entropy, dan
Support Vector Machine (SVM), bergantung pada fitur leksikal dan leksikon senti-
men, sehingga performanya sangat dipengaruhi oleh pemilihan fitur. Sebaliknya,
model deep learning mampu mempelajari representasi fitur secara otomatis dan
umumnya memberikan kinerja yang lebih baik, baik pada tingkat dokumen, kali-
mat, maupun aspek(Dang dkk., 2020). Sebagaimana ditunjukkan pada Gambar 2.1,
pendekatan klasifikasi sentimen secara umum dapat dikelompokkan ke dalam dua
kategori utama, yaitu pendekatan berbasis machine learning dan pendekatan berba-
sis deep learning
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Gambar 2.1. Perbedaan antara dua pendekatan klasifikasi Sentimen

2.3 Text Mining
Text mining merupakan pengembangan dari data mining yang bertujuan

untuk menemukan informasi atau pola baru dari kumpulan teks dalam jumlah
besar(Hearst, 2003). Berbeda dengan data mining yang bekerja pada basis data
terstruktur, text mining beroperasi pada data teks yang bersifat tidak terstruktur, di-
mana informasi berupa rangkaian karakter yang membentuk kata, kalimat, hingga
paragraf dalam bahasa alami(Hearst, 2003). Pemahaman terhadap teks tersebut
tidak hanya bergantung pada susunan karakter, tetapi juga pada aturan tata bahasa
yang menentukan makna dan konteksnya(Jo, 2019).

Proses text mining diawali dengan pengumpulan dokumen dari berbagai
sumber. Setelah itu, sistem melakukan tahap pra-pemrosesan, yaitu menyesuaikan
format dan karakter teks serta membersihkan unsur-unsur yang tidak diperlukan.
Tahap ini dilanjutkan dengan analisis teks untuk mengekstraksi informasi penting
yang terkandung di dalamnya(Gaikwad, Chaugule, dan Patil, 2014). Melalui pem-
rosesan tersebut, text mining memadukan kecerdasan buatan, teknik pengambilan
informasi (information retrieval), dan metode analisis data sehingga mampu mengi-
dentifikasi pola serta pengetahuan baru dari korpus teks(Ipmawati, Saifulloh, dan
Kusnawi, 2024).

Dengan demikian, text mining berperan sebagai metode yang memungkin-
kan komputer mengolah dan mengekstraksi makna dari teks yang ditulis untuk
manusia, meskipun hingga kini belum ada sistem yang sepenuhnya dapat “mem-
baca” teks seperti kemampuan manusia(Hearst, 2003). Proses ini menjadi dasar
penting dalam berbagai aplikasi, termasuk analisis sentimen, klasifikasi teks, dan
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penggalian opini publik terhadap suatu produk atau layanan.

2.4 Aplikasi Byond By BSI
Kemajuan teknologi digital telah mendorong transformasi yang signifikan

dalam sektor perbankan, termasuk pada perbankan syariah. Salah satu inovasi
penting dalam transformasi ini adalah layanan mobile banking, yaitu layanan per-
bankan yang dapat diakses melalui perangkat komunikasi bergerak seperti tele-
pon seluler(Apriani, Choirunnisak, dan Fadilla, 2025). Melalui mobile banking,
nasabah dapat melakukan berbagai transaksi yang sebelumnya hanya dapat di-
lakukan dengan mendatangi kantor bank. Penerapan layanan ini memberikan ke-
mudahan bagi nasabah, karena transaksi dapat dilakukan secara mandiri, kapan
saja dan di mana saja, sehingga lebih efisien dalam hal waktu dan biaya(Yunus,
Maulana, dan Hidayatullah, 2025).

Gambar 2.2. Logo Aplikasi Byond By BSI

Sebagaimana ditunjukkan pada Gambar 2.2, BYOND by BSI merupakan
superapps perbankan digital yang dikembangkan oleh Bank Syariah Indonesia un-
tuk menggantikan aplikasi BSI Mobile.(Apriani dkk., 2025). BYOND by BSI
dikembangkan untuk menghadirkan pengalaman perbankan digital yang lebih mod-
ern, responsif, dan efisien, serta menawarkan berbagai fitur inovatif yang dis-
esuaikan dengan kebutuhan nasabah di era digital(Imam, Efendi, Rachman, Ersapu-
tri, dan Suhma, 2025). Aplikasi ini dirancang sebagai platform terpadu yang meng-
gabungkan layanan finansial, sosial, dan spiritual dalam satu aplikasi dengan sistem
keamanan yang baik. Salah satu karakteristik yang menjadi keunggulan BYOND
by BSI dibandingkan aplikasi perbankan lainnya adalah adanya fitur berbasis kebu-
tuhan spiritual pengguna(Fitriah, Hamdani, dan Rhosyidy, 2025). Berdasarkan data
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Google Play per Desember 2025, aplikasi BYOND telah diunduh lebih dari 5 juta
kali dengan perolehan rating 4,0 dari 73.116 ulasan, yang mencerminkan beragam
persepsi dan pengalaman pengguna terhadap kualitas layanan aplikasi tersebut.

2.5 Bidirectional Encoder Representations from Transformers (BERT)
BERT (Bidirectional Encoder Representations from Transformers) meru-

pakan arsitektur transformer bidirectional yang dikembangkan oleh Google un-
tuk menghasilkan representasi bahasa yang bersifat universal dan dapat digunakan
dalam berbagai tugas pemrosesan bahasa alami. Model ini mendukung hingga
104 bahasa dan dilatih melalui tahap pre-training menggunakan data tanpa label
dari Wikipedia (±2,5 miliar kata) dan BookCorpus (±800 juta kata) untuk memper-
oleh embedding kontekstual yang mendalam(Deepa dan Tamilarasi, 2021). BERT
menggunakan Masked Language Model (MLM) untuk memprediksi kata yang sen-
gaja disamarkan dalam kalimat, sehingga model dapat mempelajari konteks secara
dua arah (kiri dan kanan)(Howard dan Ruder, 2018). Pendekatan ini menjadikan
BERT sebagai model representasi berbasis fine-tuning pertama yang menunjukkan
kinerja unggul pada berbagai tugas NLP, menegaskan efektivitas metode fine-tuning
dalam pemrosesan bahasa alami(Sun, Qiu, Xu, dan Huang, 2019).

Pada versi BERT-base, arsitektur model terdiri dari 12 lapisan Transformer
encoder dengan 12 self-attention heads dan ukuran vektor tersembunyi (hidden size)
sebesar 768. Model ini menerima input berupa urutan token dengan panjang mak-
simum 512 token. Token khusus [CLS] ditempatkan pada awal urutan sebagai rep-
resentasi keseluruhan kalimat untuk keperluan klasifikasi, sedangkan token [SEP]
digunakan sebagai pemisah antar segmen teks(Sun dkk., 2019).

IndoBERT merupakan pengembangan BERT yang telah melalui tahap pre-
training menggunakan korpus bahasa Indonesia berskala besar (Indo4B) yang men-
cakup lebih dari 220 juta kata. Dataset ini bersumber dari Wikipedia bahasa Indone-
sia, media nasional seperti Kompas, Tempo, dan Liputan6, serta Indonesia Web
Corpus, sehingga IndoBERT mampu menangkap karakteristik bahasa Indonesia se-
cara kontekstual(Sayarizki dkk., 2024)

Dalam pemrosesannya, BERT merepresentasikan kata dalam bentuk em-
bedding vektorial, di mana kata-kata dengan makna serupa memiliki jarak vektor
yang berdekatan. Model ini menggunakan tiga jenis embedding input yang di-
gabungkan untuk membentuk representasi akhir token, sehingga memungkinkan
pemahaman makna semantik secara kontekstual(Nasreen, Khan, Younus, Zafar, dan
Hanif, 2024).

Pada tugas klasifikasi teks, BERT memanfaatkan hidden state terakhir dari
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token [CLS] sebagai representasi keseluruhan urutan input. Representasi ini kemu-
dian diteruskan ke lapisan klasifikasi berbasis softmax untuk menghitung probabil-
itas setiap kelas, yang dirumuskan sebagai berikut:

p(c|h) = softmax(Wh), (2.1)

Di mana W merupakan matriks parameter yang spesifik terhadap tugas
klasifikasi. Seluruh parameter BERT beserta matriks W kemudian disesuaikan se-
cara simultan melalui proses fine-tuning dengan tujuan memaksimalkan nilai log-
probabilitas dari label yang benar.

Gambar 2.3. Ilustrasi Pre-training dan Fine-tuning BERT

Pada Gambar 2.3 (Devlin, Chang, Lee, dan Toutanova, 2019) ditunjukkan
alur pra-pelatihan dan fine-tuning pada model BERT yang dimanfaatkan dalam
analisis sentimen dan deteksi sarkasme. Pada tahap pra-pelatihan, BERT dilatih
menggunakan Masked Language Model (MLM) dan Next Sentence Prediction
(NSP) untuk memahami konteks bahasa secara dua arah serta hubungan antar
kalimat. Arsitektur pada tahap pra-pelatihan dan fine-tuning bersifat serupa, de-
ngan perbedaan utama pada lapisan keluaran yang disesuaikan dengan tugas klasi-
fikasi. Dalam konteks analisis sentimen dan deteksi sarkasme, parameter hasil
pra-pelatihan kemudian disempurnakan menggunakan data berlabel, dengan token
khusus [CLS] sebagai representasi kalimat untuk menentukan polaritas sentimen
serta mengidentifikasi makna implisit yang bersifat sarkastik.

2.6 Web Scraping
Web scraping merupakan proses pengambilan data dari situs web secara

otomatis menggunakan program komputer, kemudian mengubahnya menjadi infor-
masi terstruktur. Teknik ini memungkinkan pengumpulan data dalam jumlah be-
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sar dengan cepat dan efisien serta meminimalkan potensi kesalahan dibandingkan
pengumpulan secara manual(Vanden Broucke dan Baesens, 2018). Secara umum,
terdapat dua jenis web scraping. Pertama, screen scraping, yaitu ekstraksi data lang-
sung dari kode sumber situs web menggunakan parser HTML atau pola regular ex-
pression. Kedua, scraping melalui API, yaitu ketika sebuah situs menyediakan end-
point permintaan HTTP terstruktur yang mengembalikan data dalam format seperti
JSON atau XML(Dogucu dan Çetinkaya-Rundel, 2021).

Gambar 2.4. Proses Web Scraping

Sebagai contoh penerapan web scraping dan pemrosesan data berbasis
Python, Gambar 2.4(Lunn, Zhu, dan Ross, 2020) menunjukkan alur umum peng-
ambilan data dari web hingga tahap analisis dan visualisasi. Pada tahapan awal,
data diperoleh melalui proses web scraping menggunakan pustaka Beautiful Soup
pada Python. Data hasil ekstraksi kemudian diekspor ke dalam format yang dapat
diolah lebih lanjut, seperti file CSV.

Selanjutnya, data melalui tahap pra-pemrosesan yang mencakup pen-
yaringan data serta penghapusan duplikasi untuk memastikan kualitas data. Sete-
lah proses tersebut, tahapan Natural Language Processing (NLP) dapat dilakukan.
Dalam hal ini, pustaka NLTK digunakan untuk mendukung proses pengolahan teks,
analisis data, hingga menghasilkan informasi yang dapat divisualisasikan dan dis-
ajikan dalam bentuk laporan. Alur ini menggambarkan bagaimana integrasi web
scraping dan NLP memungkinkan data mentah dari web diolah menjadi penge-
tahuan yang bermanfaat.

Dalam penelitian ini, web scraping digunakan untuk memperoleh data
ulasan dari Google Play Store sebagai bagian dari proses ekstraksi informasi
otomati(Larasati, Ratnawati, dan Hanggara, 2022).web scraping diterapkan untuk
mengumpulkan data ulasan dari Google Play Store dengan memanfaatkan bahasa
pemrograman Python(Agustina dkk., 2022). Proses web scraping dilakukan dengan
memanfaatkan ekstensi Chrome bernama Data Scraper. Hasil dari proses ini berupa
file dalam format Excel(Tanggraeni dan Sitokdana, 2022). Data yang dikumpulkan
difokuskan pada elemen-elemen seperti tanggal, rating, dan ulasan dari aplikasi
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BYond by BSI.

2.7 Text Pre-processing
Pra-pemrosesan teks adalah tahapan yang dilakukan untuk menyiapkan data

sebelum masuk ke proses pemodelan. Tahapan ini merupakan salah satu teknik
dalam data mining yang berfungsi untuk mengubah data mentah ke dalam for-
mat yang lebih mudah dipahami dan diolah(Apriliyani, Musyaffaq, Nur’Aini, Han-
dayani, dan Umam, 2024). Tahap pra-pemrosesan mencakup pembersihan data de-
ngan menghapus tanda baca, karakter yang tidak relevan, serta memperbaiki ke-
salahan ejaan dan duplikasi data. Selanjutnya dilakukan case folding untuk men-
gonversi seluruh teks menjadi huruf kecil, diikuti proses normalisasi guna mengu-
bah kata ke bentuk baku. Tahapan ini diakhiri dengan tokenisasi untuk memecah
teks menjadi unit kata secara individual(Sabrina dkk., 2025):

1. Cleaning
Cleaning merupakan tahap pembersihan data dengan cara menghapus
atribut-atribut yang dianggap kurang relevan terhadap proses klasifikasi,
seperti huruf yang berulang lebih dari dua kali, emotikon, tautan (URL),
tagar (hashtag), serta berbagai simbol lainnya(Raffi dkk., 2023).

2. Case Folding
Case folding adalah tahap dalam pemrosesan data yang bertujuan untuk
mengonversi seluruh huruf kapital menjadi huruf kecil, guna menghindari
perbedaan makna akibat sensitivitas huruf besar dan kecil dalam proses
klasifikasi(Agustina dkk., 2022).

3. Tokenizing
Tokenizing adalah tahap pemrosesan teks yang bertujuan untuk memisahkan
kalimat utuh menjadi bagian-bagian kata. Proses ini dilakukan dengan
memecah teks menjadi unit-unit kata yang lebih kecil berdasarkan spasi,
serta dapat disertai dengan penghapusan tanda baca(Daryfayi dan Asror,
2020).

2.8 Penelitian Terdahulu
Sub-bab ini membahas beberapa penelitian terdahulu yang relevan de-

ngan topik deteksi sarkasme dalam teks serta penerapan model berbasis deep
learning, khususnya Bidirectional Encoder Representations from Transformers
(BERT). Penelitian-penelitian tersebut digunakan sebagai acuan untuk memahami
pendekatan, metode, dataset, serta kinerja model yang telah dikembangkan oleh
peneliti sebelumnya, sekaligus sebagai dasar dalam menentukan posisi dan kon-
tribusi penelitian ini. Ringkasan penelitian terdahulu yang dijadikan referensi dalam
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penelitian ini disajikan pada Tabel 2.1.

Tabel 2.1. Tinjauan Pustaka Penelitian Terdahulu

No Judul Tahun Kesimpulan

1 A Deep Learning
Approach To Sar-
casm Detection
Using Fine-tuned
BERT Model

2024 Studi ini menerapkan fine-tuning BERT
(bert-base-uncased) untuk deteksi sarkasme
menggunakan News Headlines Dataset for
Sarcasm Detection dari Kaggle (26.709
data). Data dibagi 80:20 untuk pelatihan dan
pengujian. Model dilatih selama 3 epoch
dengan learning rate 2 × 10−5 dan batch
size 16, serta menghasilkan akurasi 92,94%,
yang menunjukkan kemampuan generalisasi
yang baik dengan overfitting minimal.

2 Pendeteksian
Sarkasme pada
Proses Analisis Sen-
timen Menggunakan
Random Forest
Classifier

2020 Studi ini merujuk pada penelitian Debby
Alita dan Auliya Rahman yang menan-
gani kesalahan klasifikasi sentimen akibat
sarkasme pada data tweet. Penelitian terse-
but menggunakan 2.027 data dan menerap-
kan dua tahap pemrosesan, yaitu klasifikasi
sentimen dengan Support Vector Machine
(SVM) serta deteksi sarkasme pada tweet
positif menggunakan Random Forest Clas-
sifier (RFC) berbasis fitur linguistik. Tweet
positif yang terdeteksi sarkastik kemudian
diubah menjadi negatif. Pendekatan ini
meningkatkan akurasi dari 62,25% menjadi
77,22%, serta memperbaiki nilai presisi, re-
call, dan F1-score.
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No Judul Tahun Kesimpulan

3 Intermediate-Task
Transfer Learning
with BERT for
Sarcasm Detection

2022 Studi ini mengacu pada penelitian Edoardo
Savini dan Cornelia Caragea yang mengem-
bangkan BERT sebagai baseline kuat un-
tuk deteksi sarkasme dan meningkatkan kin-
erjanya melalui intermediate-task transfer
learning. BERT terlebih dahulu di-fine-
tune pada tugas perantara sebelum diterap-
kan pada deteksi sarkasme. Pengujian pada
tiga dataset menunjukkan bahwa pendekatan
ini mampu melampaui state-of-the-art, de-
ngan peningkatan tertinggi pada SARCTwit-
ter yang mencapai F1-score 97,43%.

4 Modified frame-
work for sarcasm
detection and classi-
fication in sentiment
analysis

2019 Studi ini mengusulkan kerangka kerja klasi-
fikasi sentimen yang mengintegrasikan de-
teksi sarkasme menggunakan SVM non-
linear pada data media sosial berbahasa
Melayu. Pendekatan ini mencakup taha-
pan prapemrosesan, ekstraksi dan seleksi fi-
tur, serta pembalikan polaritas untuk penen-
tuan sentimen akhir. Hasil eksperimen me-
nunjukkan bahwa integrasi deteksi sarkasme
meningkatkan kinerja klasifikasi sentimen,
dengan F-measure terbaik sebesar 0,905 atau
meningkat 6,6% dibandingkan metode tanpa
deteksi sarkasme.
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No Judul Tahun Kesimpulan

5 Sarcasm Detection
For Sentiment Anal-
ysis in Indonesian
Tweets

2019 Studi ini mengintegrasikan deteksi sarkasme
dalam analisis sentimen tweet berbahasa In-
donesia untuk mengurangi kesalahan klasi-
fikasi. Deteksi sarkasme dilakukan menggu-
nakan Random Forest berbasis fitur linguis-
tik, sedangkan analisis sentimen menggu-
nakan Naı̈ve Bayes berbobot TF-IDF dengan
pembalikan label jika terdeteksi sarkasme.
Hasil pengujian menunjukkan peningkatan
akurasi sebesar 5,49% dengan akurasi akhir
80,4%, serta menunjukkan bahwa fitur
terkait sentimen memberikan kontribusi pal-
ing signifikan.

6 A Comparative
Analysis of Fine-
Tuned BERT
and Fine-Tuned
RoBERTa for Sar-
casm Detection on
Social Media

2025 Studi ini melakukan analisis komparatif an-
tara model BERT dan RoBERTa yang telah
melalui proses fine-tuning untuk tugas de-
teksi sarkasme. Hasil eksperimen me-
nunjukkan bahwa BERT secara signifikan
mengungguli RoBERTa dengan mencapai
tingkat akurasi sebesar 92,92%, sementara
RoBERTa hanya mencatat akurasi sebesar
56,08%. Kegagalan RoBERTa dalam peneli-
tian ini disebabkan oleh ketidakmampuan-
nya mengklasifikasikan instansi sarkasme
dengan benar serta kecenderungannya men-
galami overfitting pada kelas mayoritas.
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No Judul Tahun Kesimpulan

7 A Implementation
of IndoBERT in
Sarcasm Detection
using RandomForest
Towards Sentiment
Analysis

2025 Studi ini mengevaluasi efektivitas deteksi
sarkasme pada teks berbahasa Indonesia de-
ngan mengintegrasikan model Random For-
est Classifier (RFC) dan IndoBERT. Hasil
pengujian menunjukkan bahwa integrasi In-
doBERT meningkatkan performa rata-rata
menjadi 84,22% untuk akurasi dan 85,05%
untuk presisi. Pencapaian tertinggi diraih
pada pengujian 5-fold cross-validation de-
ngan tingkat akurasi mencapai 97,24%.

8 IndoBERTweet for
Sarcasm: Evaluating
Domain-Adapted
Transformers for
Indonesian Twitter
Sarcasm Classifica-
tion

2025 Studi ini menyelidiki penggunaan pen-
dekatan deep learning untuk mendeteksi
sarkasme pada data Twitter berbahasa In-
donesia. Hasil eksperimen menunjukkan
bahwa IndoBERTweet memberikan per-
forma terbaik dengan nilai F1-score sebe-
sar 89,11% dan tingkat akurasi mencapai
89,00%. Studi ini menyimpulkan bahwa
model yang diadaptasi khusus untuk domain
media sosial terbukti lebih efektif.
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BAB 3

METODOLOGI PENELITIAN

Pada bab ini penulis melakukan penelitian dengan mengikuti metodologi
penelitian. Alur metodologi penelitian yang akan digunakan untuk melakukan
penelitian dapat dilihat pada Gambar 3.1 berikut:

Gambar 3.1. Metodologi Penelitian

3.1 Tahap Pengumpulan data
Pengumpulan data dalam penelitian ini dilakukan melalui proses scraping

ulasan pengguna aplikasi Byond by BSI yang tersedia di Google Play Store. Data
yang diperoleh merupakan komentar asli yang ditulis langsung oleh pengguna apli-
kasi, mengingat hanya pengguna yang telah mengunduh dan menggunakan aplikasi



Byond by BSI yang memiliki akses untuk memberikan ulasan di platform tersebut.
Dengan demikian, sumber data dapat dipastikan berasal dari pengguna nyata dan
relevan dengan konteks penggunaan aplikasi, sehingga keabsahannya dapat diper-
tanggungjawabkan.

Pemilihan data ulasan dari Google Play Store dilakukan secara sengaja
karena penelitian ini berfokus pada analisis teks alami (natural text) yang ditulis
secara spontan oleh pengguna, khususnya untuk mengidentifikasi fenomena bahasa
sarkasme. Metode pengumpulan data seperti wawancara atau kuesioner tidak di-
gunakan karena pendekatan tersebut cenderung menghasilkan jawaban yang ter-
struktur, sadar, dan reflektif, sehingga berpotensi mengurangi kemunculan ekspresi
bahasa implisit seperti sarkasme. Sebaliknya, ulasan di platform digital merepresen-
tasikan ekspresi opini yang lebih natural, emosional, dan kontekstual, yang sangat
sesuai untuk kebutuhan penelitian ini.

Setelah proses scraping, dilakukan penyaringan data untuk memilih ulasan
berbahasa Indonesia yang relevan serta menghilangkan data yang tidak informatif,
seperti teks kosong, simbol, atau angka semata. Seluruh ulasan yang telah tersaring
kemudian disimpan dalam format CSV untuk memudahkan tahapan praproses data,
pelabelan sentimen dan sarkasme, serta proses pelatihan dan evaluasi model pada
tahap selanjutnya.

3.2 Tahap Pra-pemrosesan Data (Data Preprocessing)
Sebelum data teks digunakan untuk proses pemodelan, dilakukan tahap

pembersihan atau cleaning untuk memastikan bahwa data yang digunakan bersih
dan siap diproses secara optimal. Tahap ini mencakup penghapusan elemen-elemen
yang tidak relevan, seperti tanda baca berlebihan, simbol, URL, atau teks yang tidak
bermakna, sehingga tidak mengganggu proses analisis. Pembersihan ini penting
agar data memiliki struktur yang lebih rapi, konsisten, dan dapat diolah secara efek-
tif oleh model BERT.

3.2.1 Removing Spesial Character
Removing special character merupakan tahap pembersihan data dengan cara

menghapus atribut-atribut yang dianggap kurang relevan terhadap proses klasifikasi,
seperti huruf yang berulang lebih dari dua kali, emotikon, tautan (URL), tagar
(hashtag), serta berbagai simbol lainnya. Proses ini bertujuan untuk menghilangkan
elemen-elemen yang tidak memberikan kontribusi makna secara signifikan dan
justru dapat menimbulkan noise pada data. Dengan menghapus karakter-karakter
tersebut, teks menjadi lebih bersih, terstruktur, dan mudah diproses oleh algoritma
pemodelan. Selain itu, langkah ini juga membantu menyederhanakan representasi
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data sehingga model dapat lebih fokus pada informasi linguistik yang benar-benar
penting dalam proses analisis.

3.2.2 Case Folding
Case folding adalah tahap dalam pemrosesan data teks yang bertujuan untuk

mengonversi seluruh huruf kapital menjadi huruf kecil, sehingga tidak ada perbe-
daan makna yang muncul akibat perbedaan penggunaan huruf besar dan kecil.
Proses ini penting karena dalam analisis teks, kata yang sama tetapi ditulis dengan
format berbeda misalnya “Bagus”, “BAGUS”, atau “bagus” secara teknis dapat di-
anggap sebagai entitas yang berbeda jika tidak diseragamkan. Dengan melakukan
case folding, variasi penulisan tersebut disatukan sehingga model dapat mengenali
kata secara konsisten tanpa gangguan dari bentuk penulisannya. Contohnya, “AP-
LIKASINYA BAGUS” dan “aplikasinya bagus” akan diubah menjadi bentuk yang
sama, yaitu “aplikasinya bagus”, sehingga membantu meningkatkan akurasi dalam
proses analisis lebih lanjut.

3.2.3 Tokenization
Tokenization merupakan salah satu tahap prapemrosesan teks yang bertu-

juan untuk memecah kalimat utuh menjadi unit-unit yang lebih kecil berupa kata
atau token. Pada penelitian ini, proses tokenisasi dilakukan menggunakan metode
tokenisasi konvensional dengan memisahkan teks berdasarkan spasi dan tanda baca,
sehingga setiap kata diperlakukan sebagai satu token. Tahapan ini penting karena
model tidak dapat memproses teks dalam bentuk kalimat utuh, melainkan mem-
butuhkan representasi yang lebih terstruktur dalam bentuk token. Dengan diter-
apkannya tokenisasi, teks menjadi lebih terorganisir dan mudah diolah pada tahap
selanjutnya, seperti ekstraksi fitur dan pemodelan.

3.3 Tahap Pelabelan Sentimen & Sarkasme
Pada penelitian ini, proses pelabelan dilakukan melalui dua jenis anotasi,

yaitu pelabelan sentimen dan pelabelan sarkasme, yang masing-masing memiliki
karakteristik dan tingkat kompleksitas berbeda. Pelabelan sentimen dilakukan se-
cara otomatis dengan memanfaatkan model BERT pretrained yang telah dilatih pada
korpus berskala besar. Model ini digunakan untuk mengklasifikasikan polaritas
sentimen ulasan ke dalam kategori positif, negatif, atau netral berdasarkan pema-
haman konteks linguistik yang telah dipelajarinya. Pendekatan ini dipilih karena
mampu menghasilkan prediksi sentimen awal yang stabil, konsisten, dan efisien
tanpa memerlukan proses anotasi manual yang memakan waktu.

Sementara itu, pelabelan sarkasme dilakukan sepenuhnya melalui pen-
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dekatan manual dengan validasi oleh pakar bahasa Indonesia. Proses ini diawali
dengan anotasi awal oleh peneliti berdasarkan indikator linguistik sarkasme yang
diperoleh dari kajian literatur, seperti ironi, ketidaksesuaian makna, penggunaan
ekspresi positif dalam konteks negatif, serta pola sindiran implisit. Seluruh hasil
anotasi awal kemudian divalidasi oleh pakar bahasa untuk memastikan keakuratan
dan konsistensi label, mengingat sifat sarkasme yang sangat bergantung pada kon-
teks dan makna implisit. Dengan pendekatan ini, label sarkasme yang dihasilkan
memiliki kualitas tinggi dan dapat dijadikan ground truth yang andal dalam proses
pelatihan dan evaluasi model deteksi sarkasme pada tahap selanjutnya.

3.3.1 Pelabelan Sentimen Otomatis (Menggunakan Pretrained Sentiment
Classifier)
Pelabelan sentimen otomatis dalam penelitian ini dilakukan dengan meman-

faatkan model BERT yang telah dilatih sebelumnya (pretrained) untuk tugas klasi-
fikasi sentimen berbahasa Indonesia. Model ini digunakan untuk memprediksi po-
laritas sentimen setiap ulasan pengguna ke dalam tiga kategori utama, yaitu positif,
negatif, dan netral, berdasarkan pemahaman kontekstual terhadap teks. Pada tahap
ini, proses pelabelan dilakukan tanpa fine-tuning tambahan, sehingga model bek-
erja dengan parameter bawaan hasil pelatihan pada korpus besar yang merepresen-
tasikan variasi bahasa Indonesia secara luas.

Penggunaan model pretrained dipilih karena BERT telah memiliki kemam-
puan representasi semantik yang kuat, terutama dalam memahami hubungan an-
tar kata dan konteks kalimat secara menyeluruh. Dengan mekanisme bidirectional
self-attention, model mampu menangkap makna kalimat tidak hanya dari kata-kata
individual, tetapi juga dari struktur dan konteks keseluruhan ujaran. Hal ini me-
mungkinkan sistem menghasilkan prediksi sentimen awal yang relatif stabil dan
konsisten, meskipun ulasan pengguna memiliki gaya bahasa yang beragam, infor-
mal, dan tidak terstruktur.

Hasil pelabelan sentimen otomatis ini berfungsi sebagai sentimen awal
(initial sentiment label) yang merepresentasikan interpretasi sentimen berdasarkan
makna literal dan konteks umum teks. Namun demikian, pendekatan ini masih
memiliki keterbatasan dalam menangkap makna implisit, khususnya pada ulasan
yang mengandung sarkasme, di mana ekspresi positif atau netral dapat digunakan
untuk menyampaikan ketidakpuasan. Oleh karena itu, hasil pelabelan sentimen
otomatis tidak langsung dijadikan sebagai sentimen akhir, melainkan digunakan
sebagai dasar untuk tahapan selanjutnya, yaitu deteksi sarkasme dan penyesuaian
polaritas sentimen.

Dengan alur tersebut, pelabelan sentimen otomatis berperan penting seba-
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gai langkah awal dalam membangun analisis sentimen yang terstruktur. Tahap ini
memastikan bahwa setiap ulasan telah memiliki representasi sentimen awal sebelum
dilakukan koreksi berbasis konteks sarkasme, sehingga keseluruhan proses analisis
mampu menghasilkan interpretasi opini pengguna yang lebih akurat dan mendekati
makna sebenarnya.

3.3.2 Pelabelan Sarkasme (Manual & Validasi Pakar Bahasa Indonesia)
Tahap pelabelan sarkasme dilakukan sepenuhnya melalui proses manual

yang melibatkan dua langkah utama, yaitu pelabelan awal oleh peneliti dan vali-
dasi oleh pakar bahasa Indonesia. Pendekatan ini dipilih untuk memastikan kualitas
label yang tinggi, mengingat sarkasme merupakan bentuk ujaran yang kompleks,
bersifat implisit, serta membutuhkan interpretasi konteks secara mendalam.

Pada tahap pertama, peneliti melakukan proses anotasi awal terhadap selu-
ruh data ulasan dengan mengidentifikasi apakah setiap kalimat termasuk kategori
sarkas atau bukan sarkas. Proses penentuan label ini tidak dilakukan secara intuitif
semata, melainkan berpedoman pada berbagai kriteria linguistik yang diperoleh dari
literatur terkait. Kriteria tersebut mencakup pola ketidaksesuaian makna (incon-
gruity), penggunaan ironi, pertentangan antara ekspresi positif dan maksud negatif,
serta keberadaan penanda leksikal tertentu (lexical markers) yang sering muncul
dalam ujaran sarkastik.

Penanda leksikal yang dimaksud tidak dipahami sebagai daftar kata
sarkasme yang bersifat absolut, melainkan sebagai kata atau frasa yang berpotensi
menjadi indikator sarkasme ketika muncul dalam konteks negatif atau bertentangan.
Contohnya meliputi penggunaan kata bernuansa positif seperti “mantap”, “nomor
satu”, atau “terima kasih” yang disandingkan dengan keluhan, istilah identitas posi-
tif seperti “syariah” yang digunakan secara kontradiktif, serta penanda hiperbolis
seperti “mulu”, “terus”, atau penekanan berlebihan terhadap durasi dan frekuensi
kejadian. Selain itu, frasa ilokusi tidak langsung seperti “jangan mengeluh” juga
dipertimbangkan sebagai indikator sarkasme ketika digunakan secara ironis.

Dengan demikian, suatu ulasan tidak dilabeli sebagai sarkas hanya karena
mengandung kata tertentu, tetapi karena adanya hubungan antara pilihan kata dan
konteks kalimat secara keseluruhan yang menunjukkan pembalikan makna atau
maksud sindiran.

Setelah pelabelan awal selesai dilakukan, seluruh label kemudian diser-
ahkan kepada pakar bahasa Indonesia untuk proses validasi. Pada tahap ini, pakar
melakukan peninjauan ulang terhadap hasil anotasi peneliti dan memberikan ko-
reksi apabila terdapat kesalahan interpretasi. Mekanisme validasi ini bertujuan un-
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tuk memastikan bahwa label akhir benar-benar merepresentasikan makna sarkasme
secara linguistik sesuai standar akademik dan profesional.

Pendekatan dua tahap ini membuat proses anotasi lebih efisien tanpa men-
gorbankan kualitas. Peneliti tidak memberikan data kosong kepada pakar yang akan
memerlukan waktu sangat lama untuk dianotasi dari awal, tetapi memberikan label
awal yang kemudian diperiksa dan disahkan oleh ahli. Hasil akhirnya adalah dataset
berlabel sarkasme yang telah tervalidasi secara ketat, sehingga dapat digunakan se-
bagai dasar pelatihan model klasifikasi pada tahap pemodelan selanjutnya.

3.3.3 Peran Pakar Bahasa dalam Penentuan Ground Truth Sarkasme
Peran pakar bahasa Indonesia dalam penelitian ini bersifat fundamental dan

tidak dapat digantikan oleh pendekatan komputasional semata, mengingat sarkasme
merupakan fenomena linguistik yang berada pada ranah pragmatik dan sangat
bergantung pada konteks tuturan. Sarkasme sering kali tidak ditandai oleh pola
kata tertentu secara eksplisit, melainkan muncul melalui ironi, ketidaksesuaian
makna (semantic incongruity), hiperbola, serta penggunaan kata-kata bernuansa
positif dalam situasi atau konteks yang bermakna negatif. Karakteristik semacam
ini menyebabkan sarkasme sulit diidentifikasi secara objektif hanya berdasarkan
frekuensi kata, polaritas leksikal, atau aturan statistik sederhana.

Dalam konteks tersebut, model BERT yang digunakan dalam penelitian ini
diposisikan sebagai pendekatan pembelajaran mesin berbasis supervised learning,
di mana kualitas dan validitas data berlabel memegang peranan krusial terhadap
performa model. Meskipun BERT memiliki kemampuan representasi kontekstual
yang kuat, model ini tetap memerlukan ground truth yang konsisten dan akurat agar
dapat mempelajari pola sarkasme secara tepat. Oleh karena itu, penentuan label
sarkasme pada penelitian ini sepenuhnya bergantung pada validasi pakar bahasa
Indonesia yang memiliki kompetensi dalam memahami aspek linguistik dan prag-
matik bahasa, termasuk interpretasi makna implisit, ironi, serta hubungan antara
pilihan kata dan konteks wacana.

Dominasi peran pakar dalam tahap pelabelan tidak dimaksudkan untuk
menggantikan fungsi model BERT, melainkan sebagai fondasi ilmiah yang memas-
tikan bahwa proses pembelajaran model didasarkan pada interpretasi bahasa yang
sahih. Pakar berperan dalam menetapkan kebenaran linguistik suatu tuturan, sedan-
gkan model BERT berfungsi untuk mempelajari dan menggeneralisasi pola-pola
sarkasme tersebut ke dalam bentuk representasi numerik yang dapat dikenali secara
otomatis. Dengan kata lain, pakar bertindak sebagai penentu kebenaran seman-
tik dan pragmatik, sementara BERT bertindak sebagai alat komputasional untuk
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mereplikasi proses identifikasi tersebut dalam skala yang lebih besar.
Melalui pendekatan ini, sistem deteksi sarkasme yang dibangun tidak hanya

mengandalkan kecanggihan model pembelajaran mesin, tetapi juga tetap berlan-
daskan pada kaidah linguistik bahasa Indonesia. Kombinasi antara validasi pakar
dan pemodelan BERT memastikan bahwa hasil deteksi sarkasme yang dihasilkan
bersifat metodologis, dapat dipertanggungjawabkan secara ilmiah, serta relevan
dengan karakteristik bahasa alami yang digunakan oleh pengguna aplikasi dalam
menyampaikan ulasan mereka.

3.4 Pemodelan BERT
Tahap pemodelan pada penelitian ini menggunakan arsitektur IndoBERT

(Indonesian BERT base model), yaitu model pre-trained berbasis transformer yang
telah dilatih pada korpus teks berbahasa Indonesia dalam skala besar. Pemanfaatan
IndoBERT dipilih karena kemampuannya dalam merepresentasikan konteks lin-
guistik Bahasa Indonesia secara lebih mendalam dibandingkan model berbasis fitur
konvensional. Proses pemodelan dilakukan melalui tahap fine-tuning, di mana pa-
rameter model disesuaikan kembali menggunakan dataset ulasan aplikasi Byond by
BSI yang telah dilabeli pada tahap sebelumnya. Pelatihan model dilakukan selama
5 epoch dengan learning rate sebesar 1e-5 serta menggunakan optimizer AdamW,
yang dikenal stabil dalam proses optimasi model transformer.

Keunggulan utama dari pendekatan ini terletak pada mekanisme self-
attention yang dimiliki oleh arsitektur BERT. Mekanisme tersebut memungkinkan
model untuk memahami konteks kalimat secara dua arah (bidirectional), sehingga
hubungan antar kata dapat dianalisis secara lebih komprehensif, termasuk kata-kata
yang berjauhan dalam satu kalimat. Dalam konteks deteksi sarkasme, kemampuan
ini menjadi sangat penting karena sarkasme sering ditandai oleh ketidaksesuaian
makna, seperti penggunaan kata-kata bermakna positif yang bertentangan dengan
kondisi atau peristiwa negatif. Representasi konteks kalimat dipelajari melalui to-
ken khusus [CLS], yang berfungsi sebagai ringkasan semantik dari keseluruhan teks
dan digunakan sebagai dasar dalam proses klasifikasi.

Selain itu, penelitian ini juga memperhatikan permasalahan ketidakseim-
bangan data antara kelas sarkasme dan non-sarkasme. Untuk mengatasi hal terse-
but, diterapkan strategi optimasi pada fungsi loss berupa class weighting, di mana
kesalahan prediksi pada kelas minoritas (sarkasme) diberikan penalti yang lebih
besar dibandingkan kelas mayoritas. Di samping itu, digunakan pula teknik label
smoothing dengan nilai 0,1 untuk mengurangi risiko model menjadi terlalu yakin
terhadap prediksi tertentu, yang berpotensi menyebabkan overfitting. Kombinasi
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kedua strategi ini membantu model belajar secara lebih stabil dan seimbang, se-
hingga tidak hanya unggul dalam mengenali kelas non-sarkasme, tetapi juga tetap
sensitif dalam mendeteksi pola linguistik sarkasme yang bersifat implisit dan kon-
tekstual.

3.5 Evaluasi Performa Model BERT
Evaluasi performansi model dilakukan menggunakan data uji sebesar 20%

dari keseluruhan dataset untuk menilai seberapa baik model bekerja pada data yang
belum pernah dilihat sebelumnya. Pada tahap ini, beberapa metrik utama digu-
nakan, yaitu akurasi, precision, recall, dan F1-score untuk setiap kelas pada dua
tugas klasifikasi: deteksi sarkasme (Sarkas dan Bukan Sarkas) serta klasifikasi sen-
timen (positif, negatif, dan netral).

(a) Accuracy: mengukur proporsi prediksi yang benar dari seluruh data uji.
(b) Precision: menunjukkan sejauh mana prediksi positif model benar-benar

tepat, atau dengan kata lain, seberapa akurat model ketika menyatakan suatu
data termasuk ke sebuah kelas tertentu.

(c) Recall: mengukur kemampuan model dalam menemukan semua data yang
benar-benar termasuk ke dalam suatu kelas, sehingga penting dalam melihat
sensitivitas model.

(d) F1-score: merupakan rata-rata harmonis dari precision dan recall, yang
memberikan penilaian seimbang saat kedua metrik tersebut memiliki perbe-
daan yang signifikan.

Selain metrik-metrik tersebut, confusion matrix juga ditampilkan untuk me-
nunjukkan distribusi prediksi model terhadap label sebenarnya, sehingga dapat di-
analisis lebih dalam kesalahan apa saja yang terjadi dan pada kelas mana model
cenderung keliru. Evaluasi ini memastikan bahwa model memiliki performa yang
stabil, akurat, dan dapat diandalkan dalam mendeteksi sarkasme maupun sentimen
pada ulasan pengguna.

3.6 Tahap Penyesuaian Polaritas Sentimen
Tahap penyesuaian polaritas sentimen dilakukan untuk menyelaraskan hasil

analisis sentimen dengan keluaran dari model deteksi sarkasme agar makna opini
pengguna dapat direpresentasikan secara lebih akurat. Setelah model BERT mengi-
dentifikasi ulasan yang mengandung unsur sarkasme, informasi tersebut digunakan
untuk memperbaiki label sentimen awal yang sebelumnya ditentukan berdasarkan
makna literal teks. Penyesuaian ini penting karena dalam banyak kasus, kali-
mat sarkastik menggunakan kata-kata bernuansa positif atau netral untuk menyam-
paikan makna negatif. Oleh karena itu, ulasan yang semula berlabel positif atau ne-
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tral namun terdeteksi mengandung sarkasme akan direklasifikasi menjadi negatif,
karena mencerminkan ketidakpuasan atau kritik tersirat dari pengguna. Semen-
tara itu, ulasan yang sejak awal berlabel negatif dan juga terdeteksi sarkastik tetap
dipertahankan sebagai negatif. Melalui mekanisme ini, hasil akhir analisis senti-
men tidak hanya bergantung pada struktur leksikal kalimat, tetapi juga memper-
timbangkan konteks ironi dan maksud implisit penulis ulasan, sehingga mampu
menggambarkan opini pengguna aplikasi Byond by BSI secara lebih realistis dan
mendekati makna sebenarnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Penelitian ini bertujuan untuk meningkatkan akurasi analisis sentimen pada

ulasan aplikasi Byond by BSI melalui integrasi deteksi sarkasme menggunakan
model IndoBERT. Berdasarkan seluruh tahapan yang telah dilakukan, beberapa kes-
impulan dapat dirumuskan sebagai berikut:

1. Proses pelabelan manual yang divalidasi oleh pakar bahasa Indonesia
berhasil menghasilkan dataset sarkasme yang berkualitas tinggi. Dari to-
tal 12.000 ulasan, sebanyak 192 ulasan teridentifikasi sebagai sarkasme,
yang menunjukkan bahwa sarkasme merupakan fenomena minoritas namun
memiliki dampak signifikan terhadap kualitas analisis sentimen.

2. Model IndoBERT yang dilatih menggunakan teknik class weighting dan
label smoothing mampu mengatasi ketidakseimbangan data yang ekstrem.
Hasil evaluasi pada 2.400 data uji menunjukkan akurasi 97,29% dengan ke-
mampuan mendeteksi sarkasme yang cukup kuat, ditandai oleh nilai recall
58,70% pada kelas sarkasme. Hal ini membuktikan bahwa model berhasil
mempelajari karakteristik linguistik sarkasme meskipun jumlah datanya ter-
batas.

3. Integrasi hasil deteksi sarkasme ke dalam proses penyesuaian polaritas sen-
timen memungkinkan interpretasi opini pengguna yang lebih sesuai dengan
makna sebenarnya. Ulasan yang secara leksikal tampak positif atau netral
namun mengandung sarkasme dapat diidentifikasi dan diklasifikasikan kem-
bali sebagai sentimen negatif. Dengan demikian, penyesuaian polaritas sen-
timen yang dilakukan pada penelitian ini berperan dalam mengurangi ke-
salahan interpretasi akibat bahasa sarkastik dan menghasilkan representasi
sentimen yang lebih kontekstual terhadap pengalaman pengguna aplikasi
Byond by BSI.

5.2 Saran
Penelitian ini memiliki beberapa keterbatasan yang sekaligus membuka

peluang untuk pengembangan pada penelitian selanjutnya. Dataset yang digu-
nakan terbatas pada ulasan aplikasi Byond by BSI yang bersumber dari Google
Play Store, sehingga karakteristik bahasa yang dianalisis masih terfokus pada satu
domain layanan digital. Selain itu, meskipun pelabelan sarkasme telah divalidasi
oleh pakar bahasa Indonesia, proses ini sangat bergantung pada keahlian linguis-



tik dan pragmatik pakar dalam menafsirkan konteks, ironi, serta ketidaksesuaian
makna yang sering kali bersifat implisit. Ketergantungan ini menunjukkan bahwa
deteksi sarkasme masih merupakan tantangan yang sulit diotomatisasi sepenuhnya
tanpa keterlibatan manusia, terutama pada bahasa alami yang kaya akan nuansa
seperti bahasa Indonesia.

Jumlah data sarkasme yang relatif sedikit dibandingkan kelas non-sarkasme
juga menyebabkan distribusi data menjadi sangat tidak seimbang, yang berpotensi
membatasi kemampuan model dalam mempelajari variasi bentuk sarkasme yang
lebih kompleks. Oleh karena itu, penelitian selanjutnya disarankan untuk meli-
batkan lebih dari satu pakar bahasa dalam proses anotasi guna meningkatkan relia-
bilitas label, serta memperluas jumlah dan keragaman contoh sarkasme agar caku-
pan linguistik dataset menjadi lebih representatif.

Dari sisi pemodelan, penelitian ini menggunakan satu jenis arsitektur trans-
former, yaitu IndoBERT, dengan konfigurasi hyperparameter yang ditentukan se-
cara terbatas. Oleh karena itu, performa model masih memiliki potensi untuk dit-
ingkatkan melalui eksplorasi strategi lanjutan seperti optimasi hyperparameter yang
lebih menyeluruh, penggunaan model transformer berukuran lebih besar, atau pen-
dekatan multi-task learning yang memungkinkan deteksi sarkasme dan analisis sen-
timen dilakukan secara bersamaan dalam satu kerangka pemodelan.

Selain itu, penelitian ini hanya berfokus pada analisis sarkasme berbasis
teks dan belum mempertimbangkan unsur non-verbal seperti emoji, gambar, atau
konteks percakapan antar pengguna yang dapat memperkaya interpretasi makna
sarkastik. Oleh karena itu, penelitian selanjutnya disarankan untuk menginte-
grasikan sumber data yang lebih beragam, seperti media sosial atau platform
layanan digital lainnya, guna menguji kemampuan generalisasi model dalam kon-
teks yang lebih luas. Dengan mengatasi keterbatasan-keterbatasan tersebut, sis-
tem deteksi sarkasme diharapkan dapat merepresentasikan keragaman gaya bahasa
pengguna Indonesia secara lebih komprehensif serta memberikan kontribusi yang
lebih signifikan terhadap pengembangan sistem analisis opini dan peningkatan kua-
litas layanan digital.
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LAMPIRAN A

Data Penelitian

A.1 Data Ulasan

Tabel A.1. Ulasan Aplikasi BYOND by BSI

Id Tanggal ulasan Ulasan Score

1 12 September 2025 bank terjelek, ribet, salah mulu, harus bulak
balik ke cs bank, geuwat sia benerkeun ieu!
syari’ah tapi tidak syari’ah

1

2 12 September 2025 sangat mudah untuk digunakan 5

3 12 September 2025 kecewa banget pake byond BSI banyak error-
nya padahal lagi perlu banget

1

4 12 September 2025 bermasalah truss,,lama lama ganti rekening
kalau gini trus

1

5 13 September 2025 mantap 5

... . . . . . . . . .

6000 31 Juli 2025 sering error. .setiap mau dipakai error 1

6001 31 Juli 2025 kenapa saat masuk di aplikasinya, sering per-
baikan tapi aplikasinya tetap aja lemot dan lag,
saat butuh dipakai harus menunggu dlu, mana
menunggunya lama

1

6002 31 Juli 2025 sdh mulai aneh ni bsi..skrg pemotongan adm
perbulan 150 rb scra otomatis.... gara2 ini sdh
saya tarik uang saya semuanya...

1

6003 19 Agustus 2025 ok 5



Id Tanggal ulasan Ulasan Score

6004 31 Juli 2025 Aplikasi jelek, mending yang sebelumnya.
Buat transaksi gagal terus, buat qris gabisa, buat
transfer gabisa, bikin emosiii. Perlu diperbaiki
nih aplikasi

1

6005 31 Juli 2025 aplikasi gembel 1

... . . . . . . . . .

11996 15 Mei 2025 enakan pakai apl yang lama. 1

11997 15 Mei 2025 bagusan Bsi mobil yg dulu, masa kadang
GK bisa di buka dengan keterangan: CLOSE
OVERLAPPING POPUPS. APLIKASI ANEH.
TOLONG DONK PIHAK BSI DI PER-
HATIKAN SAYA BACA ULASAN PENG-
GUNA BANYAK YANG NGELUH PAKE
APLIKASI BYOND INI

1

11998 15 Mei 2025 aplikasi perbankan paling buruk yang pernah
dipakai. apk selalu rusak dan gagal masuk

1

11999 15 Mei 2025 kenapa susah dibuka 5

12000 13 Mei 2025 mau masuk susaaaaahhhhhh. apk bumn tp
bosok

1
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Gambar A.1. Full Data Sarkas
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LAMPIRAN B

Surat Keterangan

Gambar B.1. Surat Keterangan Kesediaan Menjadi Pakar
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