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ABSTRAK

Indeks Harga Saham Gabungan (IHSG) merupakan indikator utama pasar modal Indonesia yang
pergerakannya dipengaruhi oleh berbagai faktor fundamental, sentimen pasar, dan kondisi
makroekonomi global, sehingga menyulitkan proses prediksi secara akurat. Penelitian ini
bertujuan untuk menerapkan dan membandingkan kinerja tiga model deep learning, yaitu Long
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), dan Neural Basis Expansion Analysis
for Time Series (N-BEATS), dalam menganalisis pergerakan IHSG berdasarkan data historis harga
sebagai pendekatan analisis teknikal. Pengujian dilakukan melalui tiga skenario data, yaitu periode
lengkap 1991–2025, periode tanpa pandemi COVID-19, serta periode khusus pandemi COVID-19.
Evaluasi kinerja model menggunakan metrik Root Mean Squared Error (RMSE) dan Mean
Absolute Percentage Error (MAPE), disertai analisis visual terhadap hasil prediksi dan proses
pelatihan. Hasil penelitian menunjukkan bahwa GRU memiliki performa paling konsisten dan
adaptif pada berbagai kondisi pasar, N-BEATS unggul dalam menangkap tren jangka panjang pada
data historis yang panjang, sementara LSTM menunjukkan stabilitas yang baik namun kurang
responsif terhadap perubahan harga yang cepat. Penelitian ini menegaskan bahwa model deep
learning lebih tepat digunakan sebagai alat analisis teknikal berbasis data historis, bukan sebagai
alat prediksi pasti pergerakan IHSG.
 
Kata Kunci: Analisis Teknikal, Deep Learning, Gated Recurrent Unit (GRU), Indeks Harga
Saham Gabungan (IHSG), N-BEATS



xi

IMPLEMENTATION OF THE DEEP LEARNING MODEL ON
THE MOVEMENT OF THE COMPOSITE STOCK PRICE INDEX

BINTANG ADITYA NUGROHO
NIM: 12250311279

Date of Final Exam: January 06th 2026
Graduation Period:  

Department of Information System
Faculty of Science and Technology

State Islamic University of Sultan Syarif Kasim Riau
Soebrantas Street, No. 155, Pekanbaru

ABSTRACT

The Composite Stock Price Index (IHSG) is the primary indicator of the Indonesian capital
market, whose movements are dynamic and influenced by fundamental factors, market sentiment,
and global macroeconomic conditions, making accurate prediction challenging. This study aims to
apply and compare the performance of three deep learning models—Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), and Neural Basis Expansion Analysis for Time Series (N-
BEATS)—in analyzing IHSG movements based on historical price data as a technical analysis
approach. The models were evaluated under three data scenarios: the full period from 1991 to
2025, a period excluding the COVID-19 pandemic, and a period focusing on the COVID-19
pandemic. Model performance was assessed using Root Mean Squared Error (RMSE) and Mean
Absolute Percentage Error (MAPE), complemented by visual analysis of prediction results and
training processes. The results indicate that GRU demonstrates the most consistent and adaptive
performance across different market conditions, N-BEATS excels in capturing long-term trends
from long historical data, while LSTM shows good stability but is less responsive to rapid price
changes. This study confirms that deep learning models are more suitable as data-driven technical
analysis tools rather than as definitive predictors of stock market movements.
 
Keywords: Composite Stock Price Index (IHSG), Deep Learning, Gated Recurrent Unit (GRU),
N-BEATS, Technical Analysis
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1.1. Latar Belakang

Pasar modal Indonesia memiliki peranan strategis dalam mendukung 
pembangunan ekonomi nasional. Melalui pasar modal, berbagai perusahaan dapat 
memperoleh sumber pembiayaan jangka panjang yang berkelanjutan tanpa harus 
menanggung beban utang, sementara investor memiliki kesempatan untuk 
memperoleh keuntungan dari kenaikan nilai saham maupun pembagian dividen. 
Salah satu indikator utama dalam menilai kinerja pasar modal Indonesia adalah 
Indeks Harga Saham Gabungan (IHSG), yang merepresentasikan keseluruhan 
pergerakan harga saham yang tercatat di Bursa Efek Indonesia (BEI). Perubahan 
nilai IHSG mencerminkan kondisi ekonomi makro dan persepsi investor terhadap 
prospek perekonomian nasional (Handika dkk., 2021). 

Sepanjang tahun 2024, pergerakan IHSG menunjukkan tingkat volatilitas 
yang cukup tinggi. IHSG sempat mencatatkan rekor tertinggi sepanjang masa 
pada level 7.905 pada bulan September 2024, namun kemudian mengalami 
koreksi dan ditutup melemah 2,65% di posisi 7.079,90 pada akhir tahun (Saumi, 
2024). Fluktuasi tajam ini menggambarkan ketidakpastian pasar modal yang 
dipengaruhi oleh berbagai faktor eksternal dan internal. Kondisi tersebut 
menunjukkan bahwa pergerakan IHSG sangat dipengaruhi oleh dinamika 
ekonomi yang kompleks, sehingga pemodelan harga saham tidak dapat dilakukan 
secara presisi dan tidak bergantung pada satu jenis data saja.

Sebagai indikator agregat pasar saham, IHSG dipengaruhi oleh berbagai 
faktor ekonomi makro. Faktor eksternal meliputi kondisi perekonomian global, 
kebijakan moneter negara maju, harga komoditas dunia, dan stabilitas geopolitik 
internasional. Sementara itu, faktor internal yang berpengaruh antara lain 
kebijakan fiskal dan moneter nasional, stabilitas politik, serta ekspektasi pelaku 
pasar terhadap kondisi ekonomi domestik. Ketika faktor-faktor ini berubah secara 
signifikan, pasar modal akan merespons melalui fluktuasi harga yang tercermin 
dalam pergerakan IHSG. Oleh karena itu, analisis terhadap perilaku IHSG 
menjadi penting untuk memahami respon pasar terhadap dinamika ekonomi, baik 
secara lokal maupun global (Angraini dkk., 2022).

Selain itu, dalam praktik pasar, banyak investor dan trader jangka pendek 
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menggunakan pendekatan analisis teknikal untuk memperkirakan arah 
pergerakan harga. Biasanya investor mengamati pola historis, grafik candlestick, 
tren, serta indikator teknikal sebagai dasar pengambilan keputusan. Biasanya para 
calon investor juga berspekulasi terhadap naik turunnya harga saham hanya dari 
grafik data harian sebelumnya, karena dianggap dapat mencerminkan psikologi 
pasar dan perilaku kolektif pelaku pasar. Pendekatan ini memang tidak 
mempertimbangkan faktor fundamental, namun pola harga masa lalu sering 
dianggap mampu memberikan gambaran mengenai kecenderungan pergerakan 
pasar. Oleh sebab itu, data harga penutupan harian (closing price) menjadi salah 
satu jenis data yang paling umum digunakan dalam pemodelan pergerakan IHSG, 
meskipun tetap tidak dapat mewakili faktor fundamental yang sesungguhnya 
menggerakkan pasar (Samadan dan Kiky, 2025).

Pada tahun 2024, tekanan terhadap IHSG juga diperkuat oleh berbagai 
kebijakan ekonomi yang memengaruhi sentimen pasar. Faktor global seperti 
kenaikan suku bunga The Federal Reserve (The Fed) dan penguatan nilai tukar 
dolar AS memberikan tekanan signifikan terhadap aliran modal asing ke 
Indonesia (Djajadi dan Susilawati, 2025). Di sisi domestik, kebijakan kenaikan 
Pajak Pertambahan Nilai (PPN) menjadi 12% yang mulai berlaku pada Januari 
2025 turut menurunkan ekspektasi pelaku pasar terhadap konsumsi dan 
pertumbuhan ekonomi nasional (Tonce, 2024). Kombinasi antara tekanan global 
dan domestik tersebut menciptakan dinamika pasar yang kompleks dan sulit 
dimodelkan menggunakan metode konvensional.

Meskipun volatilitas pasar cukup tinggi, muncul pula optimisme jangka 
panjang terhadap prospek pasar modal Indonesia. Hal ini diperkuat oleh 
pernyataan Menteri Keuangan Purbaya Yudhi Sadewa yang memproyeksikan 
bahwa IHSG berpotensi mencapai level 36.000 pada tahun 2035, mencerminkan 
keyakinan terhadap fundamental ekonomi Indonesia yang kuat dan meningkatnya 
kepercayaan investor, baik domestik maupun asing (CNBC Indonesia, 2025). 
Proyeksi ambisius ini menunjukkan pentingnya pengembangan riset berbasis 
teknologi untuk memahami pola pasar dan mendukung analisis dalam jangka 
panjang, bukan semata-mata untuk memprediksi harga saham secara presisi.

Berbagai pendekatan telah digunakan untuk menganalisis pergerakan 
harga saham, namun metode konvensional seringkali kurang mampu menangani 
pola nonlinier, volatilitas tinggi, dan karakteristik kompleks data finansial. 
Seiring perkembangan teknologi, metode deep learning menjadi pendekatan yang 
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semakin banyak digunakan karena mampu mempelajari pola tersembunyi dalam 
data deret waktu secara otomatis. Model Long Short-Term Memory (LSTM) dan 
Gated Recurrent Unit (GRU) terbukti efektif dalam mengenali pola 
ketergantungan jangka panjang (long-term dependencies) dan mengatasi masalah 
vanishing gradient pada model RNN klasik (Alkahfi dkk., 2024).

Selain dua model tersebut, terdapat model Neural Basis Expansion 
Analysis for Time Series (N-BEATS), sebuah arsitektur deep learning yang 
dikembangkan khusus untuk peramalan deret waktu. Berbeda dari LSTM dan 
GRU yang berbasis arsitektur rekuren, N-BEATS menggunakan jaringan feed-
forward dengan residual blocks untuk mempelajari pola tren, musiman, dan 
residu secara langsung tanpa rekayasa fitur tambahan. Model ini dikenal fleksibel 
dan memiliki performa kompetitif pada berbagai jenis data time series. Sejumlah 
penelitian menunjukkan bahwa metode deep learning dapat mempelajari pola 
pasar secara lebih baik dibandingkan pendekatan tradisional, meskipun tetap 
tidak dapat memperkirakan harga saham secara akurat tanpa memperhatikan 
faktor fundamental (Muhamad Harun Zein, 2024).

Namun demikian, penelitian yang membandingkan LSTM, GRU, dan N-
BEATS secara bersamaan dalam konteks pasar modal Indonesia masih terbatas. 
Sebagian besar studi hanya berfokus pada satu atau dua model sehingga belum 
memberikan gambaran komprehensif mengenai performa relatif ketiganya 
terhadap karakteristik data IHSG. Kesenjangan penelitian ini membuka peluang 
untuk melakukan kajian perbandingan yang lebih menyeluruh, bukan untuk 
menghasilkan prediksi harga saham yang akurat, tetapi untuk memahami 
bagaimana masing-masing model deep learning bekerja ketika diterapkan pada 
data finansial yang volatil.

Berdasarkan latar belakang tersebut, penelitian ini dilakukan untuk 
menganalisis dan membandingkan kinerja tiga model deep learning LSTM, GRU, 
dan N-BEATS dalam mengolah data historis IHSG. Evaluasi model dilakukan 
menggunakan metrik Loss, Root Mean Squared Error (RMSE), dan Mean 
Absolute Percentage Error (MAPE). Hasil penelitian diharapkan dapat 
memberikan kontribusi ilmiah bagi pengembangan studi ekonomi dan sains data, 
serta menjadi rujukan dalam memahami kemampuan model deep learning dalam 
membaca pola pasar. Dengan demikian, penelitian ini tidak dimaksudkan sebagai 
alat prediksi harga saham yang presisi, melainkan sebagai kajian penerapan 
model deep learning pada data pasar modal yang dinamis.
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1.2. Rumusan Masalah

Berdasarkan latar belakang yang telah diuraikan, maka rumusan masalah 
dalam penelitian ini dapat dirumuskan sebagai berikut: Bagaimana kinerja model 
deep learning Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), 
dan Neural Basis Expansion Analysis for Time Series (N-BEATS) dalam 
mempelajari pola pergerakan Indeks Harga Saham Gabungan (IHSG), serta 
model mana yang menunjukkan performa terbaik berdasarkan evaluasi 
menggunakan metrik Root Mean Squared Error (RMSE) dan Mean Absolute 
Percentage Error (MAPE)?

1.3. Batasan Masalah

Penelitian ini hanya menggunakan data historis harian Indeks Harga 
Saham Gabungan (IHSG) sebagai dasar pemodelan, tanpa 
mempertimbangkan data fundamental perusahaan, indikator 
makroekonomi, maupun sentimen pasar. Dengan demikian, model hanya 
mempelajari pola dari data teknikal.

1.

Periode data yang digunakan mencakup tahun 1991 hingga 2025, dengan 
pembagian tiga skenario: Skenario A: Data penuh tahun 1991–2025., 
Skenario B: Data 1991–2025 dikurangi tahun 2019–2020 (periode 
pandemi COVID-19)., Skenario C: Data khusus tahun 2019–2020 
(periode pandemi COVID-19).

2.

Pengujian dilakukan untuk periode maksimal 1 tahun ke depan dari data 
historis terakhir yang tersedia.

3.

Model deep learning yang digunakan dalam penelitian ini terbatas pada 
Long Short- Term Memory (LSTM) Gated Recurrent Unit (GRU) Neural 
Basis Expansion Analysis for Time Series (N-BEATS).

4.

Sumber data yang digunakan berasal dari Yahoo Finance dengan fokus 
pada harga penutupan harian (closing price) IHSG.

5.

Evaluasi kinerja model dibatasi pada dua metrik utama, yaitu Root Mean 
Squared Error (RMSE) dan Mean Absolute Percentage Error (MAPE), 
yang digunakan untuk mengukur performa masing-masing model.

6.

Proses implementasi model dilakukan menggunakan Google Colaboratory 
sebagai platform pemrograman berbasis cloud, dengan menggunakan 
bahasa pemrograman Python.

7.

Penelitian ini tidak merancang sistem rekomendasi investasi, algoritma 
trading, atau strategi pengambilan keputusan. Fokus penelitian 

8.
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1.4. Tujuan Penelitian

1.5. Manfaat Penelitian

1.6. Sistematika Penulisan

sepenuhnya pada penerapan dan evaluasi performa model dalam 
mempelajari pola pergerakan IHSG.
Hasil penelitian tidak ditujukan untuk digunakan secara langsung dalam 
perdagangan saham, melainkan sebagai kontribusi akademik untuk 
mengembangkan pemahaman mengenai penerapan model deep learning 
pada data pasar modal Indonesia.

9.

Menganalisis dan membandingkan kinerja model deep learning Long 
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), dan Neural 
Basis Expansion Analysis for Time Series  (N-BEATS) dalam 
mempelajari pola pergerakan Indeks Harga Saham Gabungan (IHSG) 
berdasarkan data historis harian.

1.

Mengidentifikasi dan menganalisis tren pergerakan IHSG pada skala 
harian, bulanan, dan tahunan sebagai dasar pemahaman dinamika pasar 
modal Indonesia.

2.

Mengidentifikasi model deep learning yang menunjukkan performa 
terbaik dalam mengolah data IHSG berdasarkan evaluasi menggunakan 
metrik Root Mean Squared Error (RMSE) dan Mean Absolute Percentage 
Error (MAPE).

3.

Memberikan dasar perbandingan performa antara model deep learning 
LSTM, GRU, dan N-BEATS, sehingga dapat menjadi referensi bagi 
peneliti selanjutnya dalam mengembangkan, memodifikasi, atau 
menggabungkan model-model pemodelan deret waktu (time series 
forecasting) pada data pasar modal.

1.

Menambah kontribusi ilmiah dalam bidang ekonomi dan data science, 
khususnya pada penerapan model deep learning dalam menganalisis pola 
pergerakan pasar modal di negara berkembang seperti Indonesia.

2.

Memberikan wawasan kepada masyarakat umum, akademisi, dan praktisi 
mengenai potensi penggunaan kecerdasan buatan dalam mempelajari pola 
historis pasar modal, sehingga pemangku kepentingan dapat memahami 
probabilitas, risiko, dan keterbatasan dari model prediktif berbasis data 
teknikal.

3.
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Sistematika penulisan pada penelitian Tugas Akhir dibawah ini 
menjelaskan alur dan tahap yang dilalui selama proses penelitian. Adapun dengan 
sistematika penulisan pada penelitian ini adalah sebagai berikut:

BAB I PENDAHULUAN

Pada bab ini dipaparkan latar belakang penelitian, rumusan masalah,
batasan masalah, tujuan penelitian ini dilakukan, manfaat serta sistematika
penulisan laporan Tugas Akhir.
BAB II LANDASAN TEORI

Bab ini memaparkan teori-teori yang bersumber dari jurnal ilmiah,
prosiding, buku, serta studi kepustakaan yang dgunakan sebagai tinjauan
dalam pembuatan laporan Tugas Akhir.
BAB III METODOLOGI PENELITIAN

Pada bab ini akan dibahas metodologi penelitian yang diimplementasikan
dalam penyusunan Tugas Akhir ini, baik metodologi dalam analisa
masalah, pengolahan data, perhitungan algoritma, maupun analisis hasil
penelitian.
BAB IV ANALISA DAN HASIL

Bab ini menjelaskan analisis pergerakan saham dengan menggunakan
algoritma LSTM, GRU, dan N-BEATS serta pengujian nilai RMSE dan
MAPE dari ketiga algoritma.
BAB VPENUTUP

Bab ini berisikan kesimpulan dari Tugas Akhir yang dibuat dan saran
pengembangan untuk penelitian selanjutnya.
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2.1. Investasi

Investasi merupakan aktivitas penanaman dana atau aset dengan tujuan 
memperoleh keuntungan di masa depan serta mempertahankan atau menambah 
kekayaan. Strategi ini dikenal sebagai salah satu metode paling efisien untuk 
menghasilkan keuntungan. Investasi dapat berbentuk aset nyata maupun tidak 
nyata, dan banyak di antaranya mengikuti dinamika pasar, khususnya yang 
dilakukan di pasar saham. Perdagangan di bursa efek melibatkan instrumen 
berisiko tinggi seperti saham, waran, opsi, dan kontrak berjangka, baik di pasar 
domestik maupun internasional. Saham merupakan salah satu bentuk investasi 
yang menawarkan potensi keuntungan besar disertai risiko yang tinggi (Widati 
dkk., 2022).

Dalam menentukan jenis investasi, setiap individu memiliki preferensi 
yang berbeda. Salah satu aspek utama yang menjadi pertimbangan adalah 
keseimbangan antara risiko dan keuntungan. Semakin tinggi risiko, maka 
semakin besar pula kemungkinan perubahan keuntungan yang akan diterima 
(Triyani dkk., 2021).

2.2. Investor

Investor adalah individu atau lembaga yang mengalokasikan modalnya ke 
berbagai instrumen keuangan dengan harapan memperoleh keuntungan di masa 
mendatang. Instrumen investasi dapat berupa saham, obligasi, reksa dana, 
properti, maupun aset lainnya. Dalam mengambil keputusan, investor 
mempertimbangkan faktor seperti kondisi pasar, risiko, dan tujuan keuangan 
pribadi atau organisasi. Walaupun investasi dapat memberikan keuntungan, risiko 
kehilangan sebagian atau seluruh modal tetap ada (Marzuki dan Suyatno, 2024).

2.3. Saham

Saham adalah surat berharga yang merepresentasikan kepemilikan 
terhadap suatu perusahaan yang dapat diperjual belikan oleh perorangan atau 
lembaga. (Moh. Asra, 2020). Dengan membeli saham, seseorang berarti memiliki 
sebagian hak atas kepemilikan perusahaan dan dapat memperoleh keuntungan 
dalam bentuk dividen atau capital gain. Nilai saham bersifat fluktuatif dan dapat 
mengalami kenaikan maupun penurunan tergantung berbagai faktor, seperti 

BAB 2
LANDASAN TEORI
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tingkat suku bunga dan persepsi pasar terhadap saham tersebut. Apabila 
permintaan terhadap suatu saham meningkat, maka harganya cenderung naik. 
Sebaliknya, ketika banyak pemilik saham menjual saham mereka, harga saham 
berpotensi menurun (Eka Patriya, 2020).

2.4. Indeks Harga Saham Gabungan (IHSG)

Indeks Harga Saham Gabungan (IHSG) merupakan indikator utama yang 
mencerminkan kinerja keseluruhan saham di Bursa Efek Indonesia dan berfungsi 
sebagai barometer kondisi pasar modal nasional. Pergerakan IHSG dipengaruhi 
oleh berbagai faktor, baik domestik maupun global, seperti nilai tukar rupiah, 
suku bunga, inflasi, harga emas, harga minyak dunia, serta indeks saham 
internasional (Dewi, 2020). Indeks Harga Saham Gabungan (IHSG) berfungsi 
sebagai cerminan dari pembentukan harga saham secara keseluruhan dan menjadi 
alat utama dalam menilai kinerja pasar modal. Pergerakan harga saham individual 
di Bursa Efek Indonesia (BEI) turut berkontribusi terhadap perubahan bobot 
IHSG. Ketika IHSG mengalami kenaikan, hal tersebut menandakan tingginya 
tekanan beli di pasar yang mendorong peningkatan harga serta volume 
perdagangan saham. Sebaliknya, penurunan IHSG mencerminkan meningkatnya 
tekanan jual, di mana banyak investor memilih melepas sahamnya sehingga harga 
dan volume transaksi menurun. Tingkat stabilitas IHSG memiliki pengaruh 
penting terhadap perilaku investor dalam menentukan keputusan investasi, baik 
untuk membeli, menjual, maupun menahan saham. Dengan karakteristik pasar 
saham yang dinamis dan fluktuatif, pergerakan IHSG memberikan sinyal positif 
maupun negatif yang dapat memengaruhi ekspektasi return pasar (Lesmana dkk., 
2024).

2.5. Deep Learning

Deep Learning adalah salah satu pendekatan dalam bidang pembelajaran 
mesin yang mengandalkan jaringan saraf berlapis-lapis untuk menyelesaikan 
berbagai tugas seperti pengenalan objek, pengolahan suara, penerjemahan bahasa, 
dan lainnya. Berbeda dari metode machine learning tradisional, deep learning 
memiliki kemampuan untuk secara otomatis mengekstrak fitur dari data seperti 
gambar, teks, atau video tanpa memerlukan intervensi manual dalam hal 
pemrograman atau pengetahuan khusus dari manusia. Teknik ini terinspirasi dari 
cara kerja otak manusia dan dikembangkan melalui struktur yang disebut 
Jaringan Saraf Tiruan (Artificial Neural Networks/ANN). Deep learning adalah 
cabang dari machine learning yang pengembangannya terinspirasi oleh cara kerja 
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otak manusia melalui struktur yang disebut Artificial Neural Network (ANN). 
Secara umum, jaringan saraf ini terdiri atas tiga atau lebih lapisan yang saling 
terhubung. Teknologi ini memiliki kemampuan untuk mempelajari serta 
menyesuaikan diri terhadap jumlah data yang besar, sehingga mampu 
menyelesaikan berbagai permasalahan kompleks yang sulit diatasi oleh algoritma 
machine learning konvensional (Raup dkk., 2022).

2.6. Time Series

Time series atau deret waktu merupakan sekumpulan data yang disusun 
berdasarkan urutan waktu secara kronologis pada suatu variabel tertentu yang 
diamati secara berkelanjutan (Sari dkk., 2025). Data deret waktu memiliki 
karakteristik khas karena setiap observasi memiliki ketergantungan terhadap 
waktu sebelumnya, sehingga urutan pengamatan menjadi aspek penting yang 
tidak dapat diabaikan (Mahfud dkk., 2020). Umumnya, data ini dikumpulkan 
dalam interval waktu yang konstan, misalnya harian, mingguan, bulanan, atau 
tahunan, tergantung pada konteks penelitian dan tujuan analisisnya. Dalam 
analisis statistik dan pemodelan pola historis, deret waktu sering digunakan untuk 
memahami pola perubahan nilai suatu variabel dari waktu ke waktu, seperti harga 
saham, suhu, permintaan energi, atau tingkat inflasi (Arwansyah dkk., 2022). 
Pola-pola tersebut dapat membantu peneliti maupun analis dalam 
mengidentifikasi tren jangka panjang, fluktuasi musiman, maupun anomali yang 
muncul pada data (Tanuwidjaja dan Widjaja, 2022). Pemodelan deret waktu tidak 
selalu bertujuan membuat prediksi akurat, terutama pada data finansial yang 
sangat dipengaruhi peristiwa eksternal. Dalam penelitian ini, time series 
digunakan untuk melihat kemampuan model dalam mempelajari pola IHSG.

2.7. Forecasting

Forecasting atau peramalan adalah proses memperkirakan kejadian atau 
kondisi di masa mendatang berdasarkan data historis dan pola yang telah 
teridentifikasi. Proses ini penting di berbagai bidang seperti bisnis, pemerintahan, 
ekonomi, kesehatan, dan keuangan. Peramalan diklasifikasikan menjadi jangka 
pendek, menengah, dan panjang, tergantung pada rentang waktu prediksi yang 
dibutuhkan. Tujuan utamanya adalah memberikan dasar bagi pengambilan 
keputusan strategis maupun operasional (Utami dkk., 2024). Namun pada 
konteks data pasar modal yang fluktuatif, forecasting lebih tepat dipahami 
sebagai simulasi hasil model berdasarkan pola yang telah dipelajari, bukan 
sebagai prediksi harga saham yang akurat. Dalam penelitian ini, konsep 
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forecasting digunakan sebatas evaluasi model, bukan sebagai alat ramalan untuk 
pengambilan keputusan investasi.

2.8. Google Colaboratory

Google Colaboratory atau Google Colab merupakan platform komputasi 
berbasis cloud yang dikembangkan oleh Google yang memungkinkan pengguna 
menjalankan kode Python dalam lingkungan notebook interaktif langsung 
melalui browser. Colab menyediakan keunggulan utama berupa tersedianya 
sumber daya komputasi berbasis cloud seperti CPU, GPU, bahkan TPU tanpa 
memerlukan konfigurasi perangkat keras secara manual. Fasilitas ini menjadikan 
Colab sangat populer dalam bidang data science, machine learning, dan deep 
learning karena mampu menjalankan beban komputasi tinggi tanpa memerlukan 
perangkat lokal berspesifikasi besar (Ulfi dkk., 2024).

Dalam penelitian ini, Google Colab digunakan sebagai platform utama 
untuk mendukung seluruh proses eksperimen model deep learning. 
Pemanfaatannya meliputi beberapa tahapan kerja, antara lain:

2.9. Python

Python adalah bahasa pemrograman tingkat tinggi yang dirancang dengan 
fokus pada keterbacaan kode, fleksibilitas, dan produktivitas pengembangan. 
Bahasa ini menjadi salah satu pilihan utama dalam machine learning dan deep 
learning karena sintaksnya yang sederhana, konsisten, serta memiliki dukungan 
pustaka ilmiah yang sangat luas. Selain itu, Python bersifat open-source, sehingga 
dapat digunakan secara bebas dalam penelitian akademik, industri, maupun 

Pengunduhan data IHSG menggunakan pustaka yfinance yang terhubung 
dengan

1.

Preprocessing data, termasuk pembersihan data, normalisasi Min-Max, 
serta pembagian dataset menjadi data latih, validasi

2.

Pembangunan dan pelatihan model LSTM, GRU, dan N-BEATS 
menggunakan TensorFlow/Keras dengan memanfaatkan GPU runtime 
untuk mempercepat

3.

Evaluasi model menggunakan metrik seperti MSE dan plotting kurva loss 
training maupun validasi

4.

Visualisasi hasil permodelan IHSG menggunakan Matplotlib dan evaluasi 
performa masing-masing model berdasarkan perbandingan data aktual 
dan data prediksi

5.
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pengembangan aplikasi berskala besar (Mckinney, 2022). 

Salah satu alasan utama Python sangat populer dalam penelitian 
komputasi modern adalah ekosistem pustakanya yang sangat kaya dan matang. 
Python telah menjadi standar de facto dalam analisis data dan pemodelan statistik 
karena menyediakan berbagai library siap pakai yang memungkinkan peneliti 
mempercepat proses eksperimen. Kemampuan Python dalam menangani berbagai 
jenis data terutama data time series keuangan juga menjadikannya sangat relevan 
untuk analisa performa model pada pergerakan pasar saham seperti IHSG (Dan 
dkk., 2020).

Karakteristik Python yang relevan dalam penelitian ini antara lain:

Dalam penelitian ini, Python digunakan sebagai fondasi pembangunan 
model LSTM, GRU, dan N-BEATS untuk mempelajari pola historis IHSG, bukan 
untuk merancang model prediksi pasar yang akurat.

2.10. Recurrent Neural Network (RNN)

Recurrent Neural Network (RNN) adalah salah satu arsitektur jaringan 
saraf dalam deep learning yang secara khusus dirancang untuk memproses data 
berurutan (time series) dengan memanfaatkan ketergantungan temporal dalam 
rangkaian data. Struktur utama RNN terdiri atas unit yang memiliki loop internal 
yang memungkinkan informasi dari langkah waktu sebelumnya disimpan dan 
digunakan kembali pada langkah waktu berikutnya. Dengan kata lain, RNN 
mempertahankan “memori internal” yang menjadikannya cocok untuk tugas-
tugas seperti prediksi harga saham, peramalan cuaca, dan pemodelan bahasa 

Pustaka Machine Learning & Deep Learning yang 1.
TensorFlow & Keras – digunakan untuk membangun model berbasis 
jaringan saraf seperti

2.

NumPy – menyediakan operasi matematis dan numerik berperforma tinggi3.
Pandas – sangat efektif untuk manipulasi dan analisis data time series, 
termasuk data harga saham

4.

Matplotlib – digunakan untuk visualisasi grafik, kurva pelatihan, dan hasil 
analisa performa model

5.

yfinance – memudahkan pengambilan data keuangan langsung dari Yahoo 
Finance secara

6.

Dukungan Komunitas yang Sangat 7.
Integrasi Optimal dengan Google 8.
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alami (Sherstinsky, 2020).

RNN standar memiliki kelemahan berupa vanishing gradient problem, 
yaitu kesulitan dalam menangkap long-term dependencies (ketergantungan 
jangka panjang) selama pelatihan (Mienye dkk., 2024). Untuk mengatasi 
masalah ini, dikembangkan varian RNN yang lebih efektif:

Dalam konteks time series seperti pergerakan IHSG, RNN dan variannya 
(LSTM & GRU) sangat berguna karena mereka dapat mengakomodasi hubungan 
waktu antarobservasi, yang menjadi landasan penting dalam prediksi harga dan 
tren masa depan.

2.11. Feedforward Neural Network (FNN)

Feedforward Neural Network (FNN) adalah arsitektur jaringan saraf yang 
paling dasar, di mana informasi hanya mengalir satu arah dari lapisan input, 
lapisan tersembunyi, menuju lapisan output tanpa adanya loop atau mekanisme 
penyimpanan memori internal. Karena tidak memiliki state atau memory, FNN 
tidak secara eksplisit menangkap ketergantungan antarwaktu dalam data time 
series. Namun, arsitektur ini tetap kuat dalam memodelkan hubungan nonlinear 
antara input dan output (Chumachenko dkk., 2022).

Neural Basis Expansion Analysis for Time Series (N-BEATS) merupakan 
model deep learning modern yang dikembangkan dari konsep feedforward neural 
network, namun memiliki struktur khusus yang membuatnya sangat kuat dalam 
peramalan time series. N-BEATS tidak memakai RNN atau CNN, melainkan 
menggunakan lapisan fully connected (MLP) berlapis yang disusun dalam blok-
blok residual (Puszkarski dkk., 2022). Setiap blok mempelajari dua komponen 

Long Short-Term Memory (LSTM)1.
Menggunakan struktur memory cell dan beberapa gates (input 
gate, forget gate, output gate) untuk mengatur aliran informasi.

a.

Gate-gate ini memungkinkan LSTM untuk menyimpan atau 
melupakan informasi penting, yang membuatnya unggul dalam 
menangkap pola jangka panjang dalam data berurutan.

b.

Gated Recurrent Unit (GRU)2.
Merupakan penyederhanaan dari LSTM dengan hanya dua gate 
(update gate dan reset gate).

a.

GRU cenderung lebih ringan secara komputasi namun tetap efektif 
dalam menangkap informasi jangka panjang.

b.
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penting dalam time series:

Arsitektur model N-BEATS memiliki keunggulan:

Penelitian menunjukkan bahwa N-BEATS juga dapat memberikan hasil 
prediksi yang kompetitif atau lebih baik dibandingkan model RNN tradisional 
seperti LSTM, tergantung pada sifat dataset dan tugas peramalan.

2.12. Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) adalah jenis jaringan saraf berulang 
(Recurrent Neural Network/RNN) yang dirancang untuk mengatasi masalah 
hilangnya informasi pada proses pembelajaran jangka panjang. LSTM memiliki 
tiga gerbang utama: input gate, forget gate, dan output gate, yang memungkinkan 
pengendalian arus informasi secara dinamis di dalam sel memori. Hal ini 
membuat LSTM sangat efektif dalam menangkap pola-pola jangka panjang 
dalam data sekuensial, seperti teks, suara, maupun data keuangan. LSTM 
memberikan hasil performa yang baik untuk data deret waktu finansial, termasuk 
pasar saham, dengan keunggulan dalam mengenali pola yang kompleks dan tidak 
linier (Madani, 2025).

LSTM juga merupakan varian dari RNN, tapi lebih kompleks dibanding 
GRU. Ia memiliki tiga gerbang (gate) dan satu cell state (C ) untuk menyimpan 
“ingatan jangka panjang”. Tujuannya adalah agar model bisa mengingat 
informasi penting dari masa lalu yang relevan dengan waktu sekarang.

Rumus:

Trend, yaitu arah perubahan nilai dalam jangka panjang, dan1.
Seasonality, yaitu pola berulang dalam data.2.

Tidak memerlukan eksplisit penentuan fitur atau dekomposisi statistik 
karena bloknya mampu mempelajari pola kompleks secara langsung dari 
data.

1.

Memiliki kinerja tinggi pada banyak benchmark time series internasional 
tanpa memerlukan arsitektur rekuren.

2.

  

f  t

i  t

 C
~
t

C  t

o  t

h  t

= σ W  ⋅ [h  ,x  ] + b  ( f t−1 t f )

= σ W  ⋅ [h  ,x  ] + b  ( i t−1 t i)

= tanh W  ⋅ [h  ,x  ] + b  ( C t−1 t C)

= f  ⋅ C  + i  ⋅  t t−1 t C
~
t

= σ W  ⋅ [h  ,x  ] + b  ( o t−1 t o)

= o  ⋅ tanh C  t ( t)
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(1)

Intinya LSTM bisa mengingat lebih lama daripada GRU karena ada cell 
state (C ). Misalnya, jika IHSG cenderung naik setiap awal tahun, LSTM bisa 
mengingat pola itu dari tahun-tahun sebelumnya.

2.12.1. Arsitektur LSTM

Arsitektur LSTM terdiri atas cell yang memiliki dua komponen utama, 
yaitu hidden state (h ) dan cell state (C ) (Julian dan Pribadi, 2021). Keduanya 
berfungsi sebagai memori jangka pendek dan memori jangka panjang. Struktur 
LSTM memiliki tiga gerbang utama yang mengatur aliran informasi di dalam 
cell: 

Alur arsitektur LSTM memungkinkan model mempertahankan informasi 
relevan dalam durasi panjang, sehingga mampu menangkap pola jangka panjang 
pada data time series seperti fluktuasi pasar saham. Kompleksitas arsitektur ini 
membuat LSTM lebih stabil dalam menangani masalah vanishing gradient 
dibandingkan RNN konvensional (Madani, 2025).

2.13. Gated Recurrent Unit (GRU)

Gated Recurrent Gated Recurrent Unit (GRU) Gated Recurrent Unit 

Forget Gate (  )
Gerbang ini menentukan informasi apa yang perlu dihapus dari cell state. 
Input berupa hidden state sebelumnya dan input saat ini akan diproses 
dengan fungsi sigmoid untuk menghasilkan nilai antara 0–1. Semakin 
kecil nilai, semakin banyak informasi yang dihapus.

1. f  t

Input Gate ( )
Mengatur informasi baru yang akan disimpan ke dalam cell state. Terdiri 
dari dua bagian:

2. i  t

Gerbang sigmoid → menentukan informasi baru yang akan 
dimasukkan.

a.

Layer tanh → menghasilkan nilai kandidat cell state.b.

Output Gate ( )
Menentukan bagian mana dari informasi dalam cell state yang akan 
menjadi hidden state terbaru dan diteruskan ke langkah berikutnya.

3. o  t
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(GRU) merupakan varian dari jaringan saraf berulang (Recurrent Neural Network 
atau RNN) yang memiliki kemiripan dengan Long Short-Term Memory (LSTM). 
Sama seperti LSTM, GRU dirancang untuk mengolah data sekuensial dengan 
kemampuan mengingat atau melupakan informasi secara selektif, namun dengan 
arsitektur yang lebih sederhana dan jumlah parameter yang lebih sedikit, 
sehingga pelatihannya lebih cepat dan efisien secara komputasi. GRU bekerja 
dengan memproses data secara berurutan pada setiap langkah waktu, 
memperbarui hidden state berdasarkan masukan saat ini dan kondisi sebelumnya 
melalui dua gerbang utama, yaitu reset gate dan update gate. Selain itu, GRU 
menghasilkan vektor aktivasi kandidat yang digunakan untuk memperbarui 
kondisi tersembunyi di langkah berikutnya, menjadikannya model yang efektif 
untuk menangani ketergantungan jangka panjang dalam data runtun waktu seperti 
teks, sinyal, dan pergerakan harga saham (Danil, 2024). 

GRU adalah pengembangan dari RNN (Recurrent Neural Network), 
digunakan untuk membaca data berurutan dari waktu ke waktu, misalnya data 
harga saham harian (Radite Putra dan Hendry, 2022). Model ini bisa “mengingat” 
informasi penting dari masa lalu, dan “melupakan” hal-hal yang tidak relevan.

Rumus:

(2)  

z  t

r  t

 h
~
t

h  t

= σ W  ⋅ [h  ,x  ]( z t−1 t )

= σ W  ⋅ [h  ,x  ]( r t−1 t )

= tanh W  ⋅ [r  ⋅ h ,x  ]( h t t−1 t )

= (1 − z  ) ⋅ h  + z  ⋅  t t−1 t h
~
t

 : input pada waktu ke-t (misalnya harga IHSG hari ini).1. x  t

 : hidden state dari hari sebelumnya, yaitu memori model tentang 
kondisi sebelumnya.

2. h  t−1

 : update gate → menentukan seberapa banyak informasi lama yang 
tetap dipertahankan.

3. z  t

 : reset gate → menentukan seberapa banyak informasi lama yang 
dihapus.

4. r  t

  : candidate hidden state → informasi baru hasil perhitungan model.5.
 h

~
t

 : hidden state baru → memori baru yang akan diteruskan ke waktu 
berikutnya.

6. h  t

 Jika 7.
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2.13.1. Arsitektur GRU

Arsitektur GRU merupakan penyederhanaan dari LSTM dengan 
menggabungkan mekanisme gate dan menghilangkan cell state. Dalam GRU, 
hanya terdapat satu bentuk memori, yaitu hidden state (h ). Arsitektur GRU 
terdiri dari dua gerbang utama:

Tidak adanya cell state menyebabkan arsitektur GRU lebih ringan 
dibanding LSTM. Hal ini membuat proses pelatihan lebih cepat namun tetap 
mampu menangkap dependensi jangka panjang. Oleh karena itu, GRU sangat 
cocok digunakan dalam peramalan data saham dengan fluktuasi cepat seperti 
IHSG (Harahap dkk., 2021).

2.14. Neural Basis Expansion Analysis for Time Series (N-BEATS)

Neural Basis Expansion Analysis for Time Series (N-BEATS) adalah 
model deep learning berbasis feedforward neural network yang dirancang khusus 
untuk prediksi deret waktu tanpa memerlukan fitur eksternal atau informasi 
domain tertentu. N-BEATS terdiri dari blok-blok yang belajar untuk 
merepresentasikan komponen tren dan musiman dari data secara residual, 
memungkinkan model untuk menghasilkan performa yang baik bahkan tanpa 
preprocessing kompleks (Muhamad Harun Zein, 2024). N-BEATS menunjukkan 
performa superior dibandingkan metode tradisional maupun model deep learning 
lainnya dalam banyak kompetisi peramalan. Kemampuannya dalam menangkap 
pola deret waktu tanpa arsitektur yang kompleks menjadikannya solusi modern 

 besar → model lebih mempercayai informasi baru.z  t

 Jika  kecil → model tetap mempertahankan informasi lama.
Dengan mekanisme ini, GRU bisa menangkap pola jangka panjang tanpa 
terlalu rumit.

8. z  t

Update Gate ( zt )
Mengontrol seberapa besar bagian memori lama yang dipertahankan. Jika 
nilai gerbang ini mendekati 1, model akan mempertahankan memori 
lama; jika mendekati 0, model akan memperbarui memori dengan 
informasi baru.

1.

Reset Gate ( )
Mengontrol berapa banyak informasi lama yang akan dibuang ketika 
memproses input baru. Ketika nilai reset kecil, GRU cenderung 
mengabaikan memori masa lalu sehingga lebih fokus pada input saat ini.

2. r  t
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yang efisien untuk forecasting (Oreshkin dkk., 2020).

Berbeda dengan GRU dan LSTM, N-BEATS bukan RNN, melainkan 
jaringan saraf feed-forward yang belajar langsung dari data historis. Model ini 
bekerja dalam bentuk blok-blok (residual blocks) yang masing-masing bertugas 
memperbaiki kesalahan dari blok sebelumnya.

 

Rumus:

(3)

Model terdiri dari banyak blok yang bekerja berurutan:

(4)

Artinya:

2.14.1. Arsitektur N-BEATS

Arsitektur N-BEATS berbeda dengan model RNN seperti LSTM dan 
GRU. N-BEATS menggunakan tipe jaringan fully connected feedforward yang 
dibangun secara bertumpuk (stacked architecture) dan berbasis residual learning 
(Nugraha Wahyu dkk., 2025). Komponen utamanya meliputi:

  

θ

  ŷbackcast

  ŷforecast

= f(x;W )

= G  (θ)b

= G  (θ)f

  

x  k+1

 ŷ

= x  
−

  k ŷbackcast
(k)

=    

k=1

∑
K

ŷforecast
(k)

Setiap blok memperbaiki hasil dari blok sebelumnya dengan 
mengurangkan kesalahan (residual)

1.

Hasil akhirnya ( ) adalah gabungan dari seluruh prediksi forecast tiap 
blok

2.  ŷ

Backcast 
Bagian ini berfungsi mempelajari kembali pola historis (masa lalu) dari 
data. Output backcast merupakan estimasi ulang sinyal input yang 
bertujuan untuk menangkap pola noise, tren, atau komponen musiman

1.

Forecast 2.
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Karena menggunakan arsitektur fully connected tanpa ketergantungan 
sekuensial seperti RNN, N-BEATS lebih efisien dan mampu menghasilkan 
akurasi tinggi pada peramalan time series termasuk data indeks saham seperti 
IHSG (Oreshkin dkk., 2020).

2.15. Min-Max Normalization

Metode normalisasi yang diterapkan dalam penelitian ini adalah Min-Max 
Normalization. Normalisasi sendiri merupakan proses pengorganisasian dan 
transformasi data dalam sebuah basis data agar menjadi lebih konsisten, efisien, 
serta bebas dari duplikasi. Proses ini mengubah skala nilai atribut menjadi lebih 
kecil tanpa mengubah bobot relatif antar data. Min-Max Normalization berfungsi 
untuk mengonversi rentang nilai suatu data ke dalam interval antara 0 hingga 1, 
sehingga menghasilkan atribut dengan skala yang seragam. Tujuan utama dari 
metode ini adalah meningkatkan kinerja algoritma secara optimal (Dimas 
Pratama dan Salam, 2025).

Rumus Min-Max Normalization dapat dituliskan sebagai berikut:

(5)

Keterangan:

Komponen ini menghasilkan prediksi masa depan berdasarkan basis yang 
dipelajari. Forecast inilah yang digunakan sebagai hasil akhir
Block Structure
Setiap blok N-BEATS terdiri dari beberapa lapisan fully connected, 
biasanya menggunakan fungsi aktivasi ReLU, dengan ribuan neuron. 
Output blok kemudian dibagi menjadi dua cabang

3.

Cabang backcasta.
Cabang forecastb.

Stacked Residual Connections
Banyak blok disusun secara bertumpuk (multi-block) sehingga output 
forecast dari setiap blok saling melengkapi. Mekanisme residual membuat 
model mampu mempelajari pola secara bertahap dan stabil, terutama pada 
peramalan jangka panjang.

4.

x =′
 

x  − x  max min

x − x  min

 = nilai data sebelum dinormalisasi1. x

2. xmin



19

2.16. Metrik Evaluasi

2.16.1. Root Mean Square Error (RMSE)

Root Mean Square Error (RMSE) merupakan ukuran statistik yang 
digunakan untuk menilai seberapa besar penyimpangan rata-rata kuadrat antara 
nilai yang diprediksi oleh model dan nilai aktual. RMSE berfungsi untuk 
mengevaluasi sejauh mana hasil prediksi suatu model mendekati data observasi 
di lapangan. Dengan kata lain, nilai RMSE menunjukkan tingkat kesesuaian 
antara hasil prediksi model dengan data sebenarnya (Hodson, 2022)

Metrik ini merupakan salah satu ukuran kesalahan yang paling umum 
digunakan dalam model regresi. Nilai RMSE yang lebih kecil menunjukkan 
kinerja model yang lebih baik, dan besarnya kesalahan dapat diminimalkan 
dengan menggunakan pendekatan atau metode yang lebih tepat (Chicco dkk., 
2021).

Persamaan RMSE dapat dituliskan sebagai berikut:

(6)

Keterangan:

2.16.2. Mean Absolute Percentage Error (MAPE)

Mean Absolute Percentage Error (MAPE) atau rata-rata persentase 
kesalahan absolut merupakan metode yang digunakan untuk mengukur tingkat 
kesalahan dalam proses peramalan dengan menghitung nilai absolut dari setiap 
selisih antara hasil prediksi dan nilai aktual, kemudian dibandingkan terhadap 
nilai aktual pada setiap periode. Nilai-nilai tersebut kemudian dirata-ratakan 
dalam bentuk persentase absolut. Dengan demikian, MAPE menunjukkan 
besarnya deviasi antara data hasil prediksi dan data aktual (Nabillah dan 
Ranggadara, 2020).

 = nilai minimum pada dataset 

 = nilai maksimum pada dataset3. x  max

 = nilai hasil normalisasi4. x′

RMSE =    y  −   

n

1

i=1

∑
n

( i ŷi)
2

 = nilai hasil prediksi1.   ŷi
 = nilai aktual atau nilai sebenarnya2. y  i

 = jumlah data3. n



20

Rumus MAPE dapat dinyatakan sebagai berikut:

(7)

Keterangan:

Semakin kecil nilai MAPE, semakin tinggi tingkat akurasi model 
peramalan. MAPE juga memberikan gambaran mengenai tingkat kesalahan 
prediksi yang terjadi dibandingkan dengan nilai aktual yang diperoleh (Vicky 
dkk., 2023). Interpertasi nilai MAPE dapat dilihat pada Tabel  2.1 berikut.

Tabel 2.1 Interpretasi Nilai MAPE

Nilai MAPE Tingkat Akurasi Peramalan
< 10% Sangat Akurat
10% – 20% Akurat
20% – 50% Cukup Akurat
> 50% Tidak Akurat

2.17. Optimizer

Optimizers merupakan fungsi optimasi yang berperan penting dalam 
proses pembelajaran pada machine learning dan deep learning, dengan tujuan 
utama meminimalkan fungsi loss atau mengoptimalkan fungsi objektif. Fungsi 
objektif menggambarkan target yang ingin dicapai oleh model, sedangkan fungsi 
loss menunjukkan besarnya kesalahan antara hasil prediksi model dengan nilai 
sebenarnya. Optimizers bekerja dengan cara memperbarui parameter model 
secara bertahap melalui perhitungan gradient, yaitu nilai turunan yang digunakan 
untuk menentukan arah dan besar langkah pembaruan parameter berdasarkan 
rumus matematis tertentu (Dogo dkk., 2022).

2.17.1. Adam

Adam (Adaptive Moment Estimation) adalah algoritma optimasi berbasis 
first-order gradient yang dikembangkan oleh Diederik P. Kingma dan Jimmy Lei 
Ba pada tahun 2014. Ia menggabungkan kelebihan momentum dan metode 
adaptif seperti RMSProp, dengan cara menyimpan estimasi rata-rata gradien 

MAPE =      

n

100%

i=1

∑
n

y  i

y  −   i ŷi

 = nilai hasil prediksi1.   ŷi
 = nilai aktual atau nilai sebenarnya2. y  i

 = jumlah data3. n
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(moment pertama) dan rata-rata kuadrat gradien (moment kedua), lalu 
menggunakan estimasi-estimasi ini untuk menyesuaikan learning rate per 
parameter secara adaptif. Keunggulannya meliputi efisiensi komputasi, 
penggunaan memori yang relatif rendah, serta stabilitas ketika menghadapi data 
besar, gradient yang bergerigi (noisy), atau sparse(Kingma dan Ba, 2015). 

2.18. Hyperparameter

Hyperparameter adalah parameter yang ditentukan sebelum proses 
pelatihan model dan tidak dipelajari secara langsung oleh jaringan saraf. Berbeda 
dengan parameter model (seperti bobot dan bias) yang diperbarui selama proses 
training melalui algoritma optimisasi, hyperparameter diatur secara manual oleh 
peneliti atau sistem otomatis. Pemilihan nilai hyperparameter yang tepat sangat 
berpengaruh terhadap performa model deep learning, karena akan menentukan 
kemampuan model dalam mempelajari pola data, kecepatan pelatihan, dan 
stabilitas konvergensi (Rahmadi dkk., 2025).

Dalam penelitian yang menggunakan model GRU, LSTM, dan N-BEATS, 
hyperparameter memiliki peran penting dalam menentukan kualitas prediksi data 
time series. Beberapa hyperparameter utama yang digunakan dalam eksperimen 
ini meliputi learning rate, batch size, epoch, jumlah neuron, fungsi aktivasi, 
algoritma optimisasi, serta lookback window yang secara khusus digunakan 
dalam pemrosesan data time series.

2.18.1. Jenis-Jenis Hyperparameter

 Learning Rate (LR)
Learning rate adalah hyperparameter yang menentukan seberapa besar 
langkah pembaruan bobot (weight update) yang dilakukan oleh optimizer 
pada setiap iterasi. Nilai learning rate memegang peranan penting dalam 
menentukan apakah proses pelatihan model dapat mencapai konvergensi. 
Learning rate menentukan seberapa besar langkah pembaruan bobot 
dalam setiap iterasi pelatihan (Ilemobayo dkk., 2024).
Learning rate terlalu besar → model sulit konvergen, loss berosilasi 
Learning rate terlalu kecil → training sangat lambat dan berisiko stuck 
pada local minima. Dalam penelitian ini, nilai learning rate 0.001 
digunakan sebagai nilai optimal berdasarkan eksperimen awal.

1.

Batch size 
Bastch size adalah jumlah sampel data yang diproses sekaligus dalam satu 
langkah pembaruan bobot. Batch menentukan keseimbangan antara 

2.
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akurasi estimasi gradien dan efisiensi komputasi (Rochmawati dkk., 
2021).

Batch kecil → lebih cepat beradaptasi namun lebih bising (noisy)a.
Batch besar → lebih stabil namun membutuhkan memori lebih 
besar. 
Batch size yang umum digunakan dalam time series adalah 16–64; 
penelitian ini menggunakan batch size

b.

Epoch 
Epoch adalah jumlah pengulangan penuh model mempelajari seluruh 
dataset pelatihan. Semakin banyak epoch, semakin baik model dalam 
mempelajari pola, namun juga berpotensi menyebabkan overfitting 
(Nashrullah dkk., 2020). Dalam penelitian ini digunakan 150 epoch 
dengan mekanisme early stopping untuk mencegah overfitting.

3.

Jumlah Neuron / Hidden Units
Jumlah neuron menentukan kapasitas representasi dari suatu lapisan 
jaringan saraf. Semakin banyak neuron, semakin besar kemampuan 
jaringan untuk mempelajari pola kompleks pada data. Jumlah neuron pada 
layer tersembunyi menentukan kapasitas representasi model.

4.

Terlalu sedikit → model underfittinga.
Terlalu banyak → model overfitting dan memerlukan komputasi 
besar

b.

Dropout 
Dropout adalah metode regularization untuk mencegah overfitting dengan 
menonaktifkan sejumlah neuron secara acak pada setiap iterasi pelatihan 
(Ilemobayo dkk., 2024). 
Dropout rate yang digunakan

5.

LSTM/GRU: 0.2a.
Model yang kompleks seperti N-BEATS biasanya tidak 
membutuhkan dropout karena mengandalkan residual

b.

Lookback window
Lookback window menentukan jumlah hari historis yang digunakan 
sebagai input untuk memprediksi nilai berikutnya (Poldiaev, 2025). 
Dalam penelitian ini digunakan lookback = 90 hari, karena rentang 
tersebut terbukti mampu menangkap pola jangka pendek dan menengah.

6.
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2.19. Penelitian Terdahulu

Berbagai penelitian terdahulu telah dilakukan untuk menganalisis dan 
memprediksi pergerakan indeks saham menggunakan pendekatan statistik 
maupun kecerdasan buatan. Pada tahap awal, metode tradisional seperti 
Autoregressive Integrated Moving Average (ARIMA) dan Generalized 
Autoregressive Conditional Heteroskedasticity (GARCH) banyak digunakan 
untuk memprediksi harga saham. Namun, menurut Raissa (2025), metode 
tersebut memiliki keterbatasan dalam menangani data yang bersifat non-linear 
dan dinamis, yang sering ditemukan dalam pergerakan harga saham. Oleh karena 
itu, muncul pendekatan berbasis deep learning yang lebih adaptif, seperti Long 
Short-Term Memory (LSTM), Gated Recurrent Unit (GRU), dan Neural Basis 
Expansion Analysis for Time Series (N-BEATS), yang terbukti memberikan hasil 
prediksi yang lebih akurat pada data runtun waktu finansial.

Model LSTM dan GRU merupakan dua varian utama dari Recurrent 
Neural Network (RNN) yang dirancang untuk mengatasi permasalahan vanishing 
gradient dan exploding gradient yang sering muncul dalam proses pelatihan 
jaringan saraf tradisional. Arwansyah dkk. (2022)menjelaskan bahwa LSTM 
menggunakan tiga gerbang utama, yaitu input gate, forget gate, dan output gate, 
untuk mengatur aliran informasi dalam memory cell sehingga dapat mengingat 
pola jangka panjang yang relevan dengan data sebelumnya. Sementara itu, 
Madani (2025) mengemukakan bahwa GRU memiliki arsitektur yang lebih 
sederhana dengan hanya dua gerbang, yaitu update gate dan reset gate, yang 
memungkinkan proses pembelajaran lebih cepat tanpa mengurangi kemampuan 
model dalam menangkap dependensi temporal. Dengan kompleksitas yang lebih 
rendah, GRU cenderung lebih efisien dalam memproses data dalam jumlah besar 
dengan hasil akurasi yang sebanding dengan LSTM.

Beberapa penelitian telah membandingkan kinerja kedua model ini dalam 
konteks prediksi saham. Khalis Sofi dkk. (2021) menemukan bahwa GRU 
memiliki performa yang lebih baik dibandingkan LSTM dalam memprediksi 
harga saham, dengan nilai Mean Absolute Percentage Error (MAPE) dan Root 
Mean Squared Error (RMSE) yang lebih kecil. Hasil ini menunjukkan bahwa 
GRU mampu memberikan keseimbangan antara efisiensi komputasi dan akurasi 
prediksi, menjadikannya pilihan yang lebih optimal untuk data dengan volatilitas 
tinggi seperti pasar saham. Penelitian Raissa (2025)juga menegaskan bahwa 
LSTM dan GRU memiliki keunggulan dalam menangkap pola fluktuasi jangka 
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panjang pada data pasar keuangan yang bersifat kompleks dan non-linear.

Selain model berbasis RNN, perkembangan teknologi deep learning juga 
melahirkan model arsitektur baru yang lebih inovatif, seperti Neural Basis 
Expansion Analysis for Time Series (N-BEATS). Model ini dikembangkan oleh 
Oreshkin dkk. (2020)sebagai pendekatan berbasis feed-forward neural network 
yang dirancang khusus untuk prediksi deret waktu tanpa memerlukan rekayasa 
fitur tambahan (feature engineering). N-BEATS menggunakan mekanisme 
residual blocks untuk mempelajari pola tren, musiman, dan residu secara terpisah, 
sehingga mampu menangkap struktur data yang lebih kompleks dibandingkan 
model tradisional. Noh dkk. (2023)menegaskan bahwa keunggulan utama N-
BEATS terletak pada fleksibilitasnya dalam mempelajari data langsung dari 
observasi historis tanpa asumsi statistik yang kaku. Sementara itu, Riswanda dkk. 
(2025)menunjukkan bahwa N-BEATS berhasil mencapai tingkat akurasi yang 
lebih tinggi dibandingkan beberapa metode forecasting klasik dalam studi 
peramalan indeks saham internasional.

Dalam konteks pasar modal Indonesia, penelitian prediksi Indeks Harga 
Saham Gabungan (IHSG) berbasis deep learning mulai berkembang dalam 
beberapa tahun terakhir. Namun, sebagian besar penelitian masih berfokus pada 
penggunaan satu atau dua model, seperti LSTM dan GRU, tanpa melibatkan N-
BEATS. Handika dkk. (2021)menyatakan bahwa fluktuasi IHSG dipengaruhi 
oleh kombinasi faktor global dan domestik, termasuk kebijakan moneter, harga 
komoditas, dan ekspektasi pelaku pasar. Hal ini menjadikan IHSG sebagai objek 
penelitian yang kompleks dan sangat relevan untuk dikaji menggunakan model 
deep learning yang mampu mengenali hubungan non-linear antarvariabel. Di sisi 
lain, Tonce (2024)menjelaskan bahwa penurunan IHSG di akhir tahun 2024 
disebabkan oleh faktor eksternal seperti kenaikan suku bunga The Fed serta 
faktor domestik seperti kebijakan kenaikan PPN menjadi 12%, yang menciptakan 
ketidakpastian pasar dan meningkatkan kebutuhan akan model prediksi yang 
adaptif.

Beberapa penelitian juga telah mencoba menerapkan model deep learning 
untuk pasar saham Indonesia. Misalnya, penelitian oleh Arwansyah dkk. 
(2022)dan Raissa (2025)menunjukkan bahwa model LSTM dan GRU mampu 
menghasilkan prediksi IHSG dengan tingkat kesalahan rendah. Namun, belum 
banyak penelitian yang secara eksplisit membandingkan kinerja ketiga model 
modern, yaitu LSTM, GRU, dan N-BEATS, secara bersamaan. Algoritma Deep 
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Learning dapat mempelajari pergerakan saham, tetapi tidak dapat memprediksi 
secara presisi pergerakan saham, berdasarkan penelitian oleh Veronica dan 
Pebriani (2020) saham dipengaruhi oleh faktor fundamental, sentimen pasar, 
maupun faktor makroekonomi. 

Sebagai penguat, penelitian oleh Rahmadeyan dan Mustakim (2024) yang 
membandingkan model LSTM dan GRU dalam memprediksi harga saham 
perbankan Indonesia menunjukkan bahwa GRU menghasilkan kinerja yang lebih 
unggul dibandingkan LSTM, ditinjau dari nilai MSE, RMSE, dan MAPE yang 
lebih rendah. Hasil tersebut mengindikasikan bahwa arsitektur GRU yang lebih 
sederhana mampu beradaptasi lebih baik terhadap pola data saham yang fluktuatif 
dan non-linear. Temuan ini memperkuat argumen bahwa GRU merupakan model 
yang efisien dan andal untuk prediksi pasar saham, namun penelitian tersebut 
masih terbatas pada dua model sehingga membuka peluang untuk perluasan studi 
dengan melibatkan arsitektur deep learning lain seperti N-BEATS dalam konteks 
IHSG.

Berdasarkan kajian terhadap penelitian terdahulu, sebagian besar studi 
yang menganalisis pergerakan indeks saham menggunakan pendekatan deep 
learning umumnya masih terbatas pada penggunaan satu periode data tertentu dan 
satu atau dua algoritma, seperti LSTM atau GRU, sehingga hasil yang diperoleh 
cenderung merepresentasikan kondisi pasar pada periode spesifik saja. Selain itu, 
penelitian sebelumnya umumnya belum membedakan secara jelas antara kondisi 
pasar normal dan kondisi pasar ekstrem, seperti periode krisis atau pandemi, 
sehingga ketahanan dan konsistensi model dalam berbagai situasi pasar belum 
teruji secara menyeluruh. Berbeda dengan penelitian terdahulu, penelitian ini 
menggunakan tiga skenario dataset yang berbeda, yaitu periode data jangka 
panjang, periode tanpa pandemi, dan periode pandemi, serta menerapkan 
beberapa model deep learning dalam satu kerangka analisis yang sama, sehingga 
mampu memberikan gambaran yang lebih komprehensif mengenai kinerja, 
stabilitas, dan kemampuan adaptasi model dalam menganalisis pergerakan Indeks 
Harga Saham Gabungan (IHSG) pada berbagai kondisi pasar.
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3.1. Alur Metode Penelitian

Adapun langkah dan tahapan yang dilakukan pada penelitian ini dapat 
dilihat melalui skema alir pada Gambar 3.1  Tahapan dimulai dari perencanaan 
dan berakhir hingga dokumentasi.

Gambar 3.1 Metodologi Penelitian
3.2. Tahap Perencanaan

Tahap perencanaan merupakan fondasi penting dalam penelitian ini 
karena menjadi pijakan awal bagi keseluruhan proses penelitian. Pada tahap ini, 
peneliti menentukan topik, melakukan kajian awal mengenai metode pemodelan 
data deret waktu, menelusuri literatur ilmiah, serta mengidentifikasi tantangan 
utama dalam menganalisis pola historis IHSG. Penelitian ini tidak diarahkan 
untuk memprediksi harga saham secara akurat, melainkan menerapkan serta 

BAB 3
METODOLOGI PENELETIAN
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mengevaluasi kinerja model deep learning dalam mempelajari pola pergerakan 
IHSG berdasarkan data historis. Tahap perencanaan mencakup beberapa langkah 
yang saling terkait, yaitu penentuan topik, penyusunan studi pustaka, identifikasi 
masalah, perumusan tujuan penelitian, penetapan manfaat, dan pemilihan model 
deep learning yang relevan.

3.2.1. Identifikasi Masalah

Permasalahan utama yang mendasari penelitian ini adalah kompleksitas 
perilaku pergerakan IHSG yang bersifat fluktuatif, nonlinier, dan dipengaruhi 
oleh banyak variabel eksternal yang tidak selalu tercermin pada data harga 
historis. Metode tradisional seperti ARIMA atau model statistik lainnya terbatas 
dalam menangani pola nonlinier tersebut. Namun, penelitian ini tidak bertujuan 
menghasilkan prediksi harga saham yang akurat, melainkan untuk mengevaluasi 
model deep learning (LSTM, GRU, dan N-BEATS) dalam mempelajari pola 
historis IHSG. Masalah yang diidentifikasi adalah  Bagaimana perbedaan 
kemampuan ketiga model deep learning dalam mempelajari pola historis IHSG 
pada berbagai skenario data, serta sejauh mana model dapat menghasilkan output 
yang stabil dan konsisten berdasarkan metrik RMSE dan MAPE.

3.2.2. Menentukan Tujuan Penelitian

Berdasarkan latar belakang dan permasalahan yang telah diidentifikasi, 
tujuan utama penelitian ini adalah untuk menganalisis dan membandingkan 
kinerja tiga model deep learning, yaitu Long Short-Term Memory (LSTM), Gated 
Recurrent Unit (GRU), dan Neural Basis Expansion Analysis for Time Series (N-
BEATS), dalam mempelajari pola historis pergerakan Indeks Harga Saham 
Gabungan (IHSG). Penelitian ini tidak diarahkan untuk menghasilkan prediksi 
harga saham yang presisi, melainkan untuk mengevaluasi sejauh mana setiap 
model mampu mengenali karakteristik deret waktu seperti tren, fluktuasi, dan 
perubahan jangka pendek maupun jangka panjang yang tercermin pada data 
historis IHSG. Dengan menggunakan metrik evaluasi Root Mean Squared Error 
(RMSE) dan Mean Absolute Percentage Error (MAPE), penelitian ini berupaya 
mengidentifikasi model mana yang menunjukkan performa paling stabil dan 
konsisten pada berbagai skenario dataset. Hasil penelitian diharapkan dapat 
memberikan kontribusi akademik mengenai penerapan model deep learning 
dalam pemodelan deret waktu keuangan, serta menjadi referensi bagi penelitian 
selanjutnya yang mengkaji implementasi teknologi kecerdasan buatan pada 
analisis data pasar modal.
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3.2.3. Menentukan Batasan Masalah

Batasan masalah disusun agar fokus penelitian tetap jelas dan tidak 
meluas keluar dari ruang lingkup yang telah ditetapkan. Penelitian ini hanya 
menggunakan data harga penutupan harian (closing price) IHSG yang diperoleh 
dari situs Yahoo Finance sebagai representasi pola historis pergerakan indeks 
pasar modal Indonesia. Periode data mencakup tahun 1991 hingga 2025 dan 
dianalisis dalam tiga skenario, yaitu data penuh 1991–2025, data tanpa periode 
pandemi COVID-19 (2019–2020), serta data khusus tahun 2019–2020 sebagai 
periode volatilitas ekstrem. Variabel yang digunakan terbatas pada kolom tanggal 
(Date) dan harga penutupan (Close) karena kedua variabel tersebut dianggap 
paling sesuai untuk menggambarkan karakteristik dasar pola pergerakan indeks 
saham dalam konteks time series. Penelitian ini tidak memasukkan variabel 
fundamental perusahaan, indikator makroekonomi, maupun sentimen pasar, 
sehingga hasil pemodelan hanya merepresentasikan perilaku teknikal berdasarkan 
data historis semata. Model yang dianalisis dibatasi pada tiga arsitektur deep 
learning, yaitu LSTM, GRU, dan N-BEATS, dengan seluruh proses implementasi 
dilakukan menggunakan bahasa pemrograman Python melalui platform Google 
Colaboratory. Fokus penelitian diarahkan pada evaluasi performa model dalam 
mempelajari pola deret waktu, tanpa merancang sistem prediksi untuk keperluan 
investasi ataupun memberikan rekomendasi pengambilan keputusan pasar. 
Dengan batasan tersebut, penelitian ini diharapkan menghasilkan analisis yang 
terarah, sistematis, dan dapat dipertanggungjawabkan secara ilmiah.

3.2.4. Studi Pustaka

Studi pustaka dilakukan untuk memperoleh pemahaman mendalam 
mengenai teori, konsep, dan penelitian terdahulu yang berkaitan dengan 
pemodelan data deret waktu dan penerapan deep learning pada pasar modal. 
IHSG dikenal sebagai indikator utama kondisi pasar modal Indonesia dan 
dipengaruhi oleh berbagai faktor internal maupun eksternal yang menyebabkan 
tingkat volatilitasnya relatif tinggi. Penelitian sebelumnya menunjukkan bahwa 
data keuangan memiliki karakteristik nonlinier dan fluktuatif sehingga metode 
statistik tradisional seperti ARIMA sering kali tidak mampu mengakomodasi pola 
kompleks tersebut. Oleh karena itu, berbagai studi mulai beralih pada 
penggunaan model deep learning seperti LSTM dan GRU yang terbukti dapat 
menangkap ketergantungan jangka panjang serta pola-pola temporal yang tidak 
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linear. Selain itu, model N-BEATS menawarkan pendekatan berbeda melalui 
arsitektur feed-forward yang dirancang khusus untuk data deret waktu dan 
mampu memodelkan tren maupun pola musiman tanpa rekayasa fitur tambahan. 
Berdasarkan literatur yang ada, belum banyak penelitian yang membandingkan 
ketiga model tersebut secara bersamaan pada konteks IHSG. Dengan demikian, 
studi pustaka ini menjadi landasan kuat dalam merumuskan arah penelitian dan 
menekankan pentingnya evaluasi komparatif antar model dalam mempelajari pola 
historis IHSG.

3.3. Tahap Persiapan Data

3.3.1. Pengumpulan Data

Tahap pengumpulan data dilakukan dengan mengambil data historis 
Indeks Harga Saham Gabungan (IHSG) dari situs Yahoo Finance menggunakan 
pustaka yfinance pada bahasa pemrograman Python. Data yang dikumpulkan 
mencakup periode 1 Januari 1991 hingga 10 Oktober 2025 untuk memastikan 
cakupan waktu yang luas dan representatif terhadap dinamika pasar modal 
Indonesia. Data yang diperoleh berupa harga harian dengan beberapa atribut 
seperti Date, Open, High, Low, Close, dan Volume. Dalam penelitian ini, atribut 
yang digunakan hanyalah Date dan Close, karena harga penutupan dianggap 
paling stabil dan umum digunakan sebagai acuan analisis tren pergerakan indeks 
saham. Selain itu, data dibagi menjadi tiga skenario analisis, yaitu data penuh 
tahun 1991–2025, data tanpa periode pandemi 2019–2020, serta data khusus 
tahun 2019–2020 untuk menggambarkan perilaku pasar dalam kondisi krisis 
global.

3.3.2. Preprocessing Data

Tahap preprocessing data bertujuan untuk menyiapkan data agar bersih 
dan siap digunakan dalam proses pelatihan model. Langkah ini mencakup 
pembersihan data dari nilai kosong (missing values), penghapusan duplikasi, serta 
konversi format tanggal menjadi tipe datetime agar dapat diurutkan secara 
kronologis. Hanya fitur yang relevan, yaitu Date dan Close, yang dipertahankan 
untuk memastikan fokus pada pola pergerakan harga penutupan. Selain itu, 
dilakukan transformasi indeks waktu menjadi time series sequence agar sesuai 
dengan kebutuhan model deep learning yang bekerja dengan data berurutan. 
Hasil akhir tahap ini berupa dataset yang telah terstruktur, konsisten, dan bebas 
dari anomali yang dapat memengaruhi hasil pelatihan model.
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3.3.3. Normalisasi Data

Pada tahap ini dilakukan proses normalisasi data menggunakan metode 
Min-Max Normalization untuk mengubah rentang nilai harga penutupan ke 
dalam interval antara 0 dan 1. Proses ini dilakukan agar semua nilai memiliki 
skala yang seragam dan mencegah dominasi nilai besar terhadap bobot 
pembelajaran model. Rumus normalisasi yang digunakan adalah 
, di mana  adalah nilai asli, dan masing-masing adalah nilai minimum  
dan  maksimum pada dataset. Dengan normalisasi ini, model deep 
learning dapat beradaptasi lebih baik terhadap data, mempercepat konvergensi 
pada saat pelatihan, serta meningkatkan stabilitas proses pembelajaran.

3.3.4. Pembagian Data

Setelah data dinormalisasi, tahap berikutnya adalah pembagian dataset 
menggunakan metode Hold-Out Validation dengan rasio 80:10:10, yaitu 80% 
untuk data pelatihan (training), 10% untuk data validasi (validation), dan 10% 
untuk data pengujian (testing). Pembagian dilakukan secara kronologis (time-
based) untuk menjaga urutan temporal pada data deret waktu, sehingga tidak 
terjadi data leakage antara data masa lalu dan masa depan. Data pelatihan 
digunakan untuk membangun model, data validasi untuk menyesuaikan 
parameter dan mencegah overfitting, sedangkan data pengujian digunakan untuk 
mengevaluasi performa akhir model. Dengan pembagian ini, penelitian dapat 
mengukur kemampuan generalisasi model secara objektif terhadap data yang 
belum pernah dilihat sebelumnya.

3.4. Tahap Melatih Model

3.4.1. Model Algoritma Gated Recurrent Unit (GRU)

Model Gated Recurrent Unit (GRU) digunakan sebagai salah satu 
pendekatan berbasis Recurrent Neural Network (RNN) yang mampu memproses 
data deret waktu dengan efisien. GRU memiliki dua gerbang utama, yaitu update 
gate dan reset gate, yang berfungsi untuk mengatur aliran informasi dan menjaga 
memori jangka panjang tanpa menyebabkan masalah vanishing gradient. Dalam 
penelitian ini, arsitektur GRU terdiri atas dua lapisan tersembunyi (hidden layers) 
dengan masing-masing 64 neuron dan fungsi aktivasi ReLU, serta satu dense 
layer sebagai output untuk menghasilkan nilai prediksi harga IHSG. Untuk 
mencegah overfitting, diterapkan dropout sebesar 0,2 pada setiap lapisan 
tersembunyi. Model dilatih menggunakan data yang telah dinormalisasi dengan 
batch size 32 dan learning rate 0,001 selama 150 epochs. GRU dipilih karena 
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memiliki struktur yang lebih sederhana dibandingkan LSTM, namun tetap efektif 
dalam menangkap pola temporal dan fluktuasi jangka pendek maupun panjang 
pada pergerakan IHSG.

3.4.2. Model Algoritma Long Short-Term Memory (LSTM)

Model Long Short-Term Memory (LSTM) diterapkan untuk menangkap 
pola jangka panjang pada data historis IHSG. LSTM merupakan varian dari RNN 
yang dilengkapi dengan tiga gerbang utama, yaitu input gate, forget gate, dan 
output gate, yang bekerja untuk mengontrol aliran informasi dan menyimpan 
memori jangka panjang dalam cell state. Arsitektur LSTM dalam penelitian ini 
terdiri atas dua lapisan LSTM dengan masing-masing 64 neuron dan fungsi 
aktivasi ReLU, dilengkapi dengan dropout sebesar 0,2 dan satu lapisan dense 
layer sebagai output. Model ini dilatih menggunakan optimizer adaptif untuk 
menurunkan nilai loss function Mean Squared Error (MSE) secara bertahap pada 
data pelatihan dan validasi. Penggunaan LSTM diharapkan mampu mengenali 
pola pergerakan IHSG yang berulang setiap periode tertentu, seperti tren tahunan 
dan perubahan musiman akibat siklus ekonomi.

3.4.3. Model Algoritma Neural Basis Expansion Analysis for Time Series (N-
BEATS)

Model Neural Basis Expansion Analysis for Time Series (N-BEATS) 
digunakan sebagai pendekatan feed-forward neural network yang dirancang 
khusus untuk peramalan deret waktu tanpa memerlukan rekayasa fitur tambahan. 
Berbeda dari RNN, N-BEATS bekerja melalui serangkaian residual blocks yang 
terdiri atas komponen backcast dan forecast untuk mempelajari pola tren dan 
musiman dari data historis. Dalam penelitian ini, model N-BEATS dibangun 
menggunakan sekitar 30 blok residual dengan fungsi aktivasi ReLU, fully 
connected layers sebanyak 4 lapisan per blok, dan forecast layer tunggal untuk 
menghasilkan nilai prediksi IHSG. Kelebihan model ini adalah kemampuannya 
menangkap pola nonlinier kompleks secara langsung dari data tanpa memerlukan 
asumsi statistik tertentu. N-BEATS dipilih untuk melengkapi pendekatan berbasis 
RNN seperti GRU dan LSTM, sehingga memungkinkan perbandingan kinerja 
antara model feed-forward dan recurrent dalam konteks prediksi pasar modal 
Indonesia.

3.4.4. Optimasi Model dengan Adam

Proses pelatihan ketiga model dilakukan dengan bantuan algoritma 
optimizer Adam (Adaptive Moment Estimation) untuk mempercepat konvergensi 
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serta meningkatkan kemampuan generalisasi model. Optimizer Adam digunakan 
karena efisien dalam memperbarui bobot model berdasarkan estimasi momentum 
dari gradien pertama dan kedua, sehingga mampu beradaptasi terhadap dinamika 
pembelajaran yang tidak stabil pada data keuangan. Optimizer ini digunakan pada 
setiap model (GRU, LSTM, dan N-BEATS) untuk menentukan kombinasi 
parameter terbaik dengan nilai loss dan error metrics terendah. Melalui optimasi 
ini, diharapkan diperoleh model dengan tingkat akurasi tinggi, kestabilan 
pelatihan yang baik, serta kemampuan generalisasi yang optimal terhadap data 
IHSG di berbagai kondisi pasar. 

3.5. Tahap Hasil dan Analisis

3.5.1. Evaluasi Model

Tahap evaluasi model dilakukan untuk menilai sejauh mana tingkat 
akurasi dan efektivitas model deep learning dalam memprediksi pergerakan 
Indeks Harga Saham Gabungan (IHSG). Evaluasi dilakukan menggunakan dua 
metrik utama, yaitu Root Mean Squared Error (RMSE) dan Mean Absolute 
Percentage Error (MAPE). Nilai RMSE mengukur seberapa besar rata-rata 
kesalahan prediksi terhadap nilai aktual dalam satuan yang sama dengan harga 
saham, sedangkan MAPE menunjukkan rata-rata persentase kesalahan prediksi 
terhadap nilai aktual dalam bentuk persentase. Semakin kecil nilai RMSE dan 
MAPE, semakin baik kinerja model dalam menghasilkan prediksi yang 
mendekati data aktual. Selain itu, dilakukan juga perbandingan performa antar 
model (GRU, LSTM, dan N-BEATS) pada tiga skenario dataset: data penuh 
1991–2025, data tanpa periode pandemi 2019–2020, dan data pandemi 2019–
2020 saja. Proses ini bertujuan untuk menilai konsistensi performa model di 
berbagai kondisi pasar, baik dalam situasi normal maupun ekstrem. Hasil evaluasi 
ditampilkan dalam bentuk tabel dan grafik perbandingan nilai loss, RMSE, dan 
MAPE untuk setiap model, sehingga dapat diidentifikasi model mana yang 
memberikan hasil prediksi paling akurat dan stabil terhadap pergerakan IHSG.

3.5.2. Analisis Hasil Prediksi Pergerakan IHSG

Analisis hasil dilakukan dengan membandingkan data aktual dan hasil 
prediksi dari masing-masing model untuk periode pengujian, serta 
memproyeksikan pergerakan IHSG selama satu tahun ke depan dari titik data 
terakhir, yaitu hingga tahun 2026. Visualisasi hasil ditampilkan dalam bentuk 
grafik line chart yang memperlihatkan tren IHSG aktual dan hasil prediksi dari 
model LSTM, GRU, dan N-BEATS. Berdasarkan hasil pengamatan, model 
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LSTM dan GRU menunjukkan kemampuan yang baik dalam mengenali pola 
fluktuasi jangka menengah, seperti tren naik dan turun yang terjadi secara 
periodik, sementara N-BEATS lebih unggul dalam mempelajari pola jangka 
panjang dan menghasilkan prediksi yang lebih halus serta stabil. Hasil prediksi 
menunjukkan kecenderungan tren kenaikan IHSG secara bertahap pada tahun 
berikutnya, dengan fluktuasi moderat yang mengikuti pola historis data 
sebelumnya. Namun, pada skenario pandemi (2019–2020), tingkat kesalahan 
model meningkat karena adanya volatilitas ekstrem yang sulit diantisipasi. Secara 
keseluruhan, analisis hasil memperlihatkan bahwa kombinasi arsitektur deep 
learning dengan proses optimasi Adam dan AdamW mampu menghasilkan model 
prediksi IHSG yang akurat dan adaptif terhadap berbagai kondisi pasar. Prediksi 
selama satu tahun ke depan ini dapat dijadikan dasar untuk kajian lanjutan dalam 
pengembangan sistem pendukung keputusan berbasis kecerdasan buatan di 
bidang investasi dan analisis pasar modal.

3.6. Dokumentasi

Dokumentasi penelitian dilakukan untuk mencatat seluruh proses mulai 
dari tahap perencanaan, persiapan data, pelatihan model, hingga analisis hasil. 
Dokumentasi ini mencakup penjelasan metodologi, kode program, konfigurasi 
parameter, grafik visualisasi, serta catatan penting yang muncul selama 
eksperimen. Seluruh dokumentasi disusun dalam bentuk laporan tugas akhir yang 
sistematis dan mudah dipahami. Dokumentasi ini bertujuan agar penelitian dapat 
diverifikasi, direplikasi, dan dijadikan rujukan bagi penelitian selanjutnya, 
terutama dalam pengembangan metode pemodelan deret waktu berbasis deep 
learning pada data pasar modal. Dokumentasi tersebut tidak dimaksudkan sebagai 
panduan prediksi saham atau rekomendasi investasi, melainkan sebagai 
kontribusi ilmiah dalam bidang data science.
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5.1. Kesimpulan

Penelitian ini bertujuan untuk menerapkan serta menganalisis kinerja 
model deep learning Long Short-Term Memory (LSTM), Gated Recurrent Unit 
(GRU), dan Neural Basis Expansion Analysis for Time Series (N-BEATS) dalam 
menganalisis pergerakan Indeks Harga Saham Gabungan (IHSG) berdasarkan 
data historis harga penutupan. Berdasarkan hasil eksperimen dan pembahasan 
yang telah dilakukan, dapat disimpulkan bahwa seluruh tujuan penelitian telah 
tercapai dengan baik. Hasil penelitian menunjukkan adanya perbedaan 
karakteristik, keunggulan, dan performa dari masing-masing model deep learning 
pada kondisi data dan situasi pasar yang berbeda.

BAB 5
PENUTUP

Penerapan model deep learning LSTM, GRU, dan N-BEATS pada data 
historis IHSG berhasil dilakukan dan mampu mempelajari pola 
pergerakan teknikal indeks saham.
Ketiga model deep learning dapat diimplementasikan dengan baik pada 
data historis IHSG dan menunjukkan kemampuan dalam 
merepresentasikan pola pergerakan harga berdasarkan pendekatan analisis 
teknikal. Hasil evaluasi kinerja menunjukkan bahwa performa model 
sangat dipengaruhi oleh karakteristik data yang digunakan. Pada data 
historis jangka panjang (Skenario A), model N-BEATS menunjukkan 
performa terbaik berdasarkan nilai RMSE, sementara LSTM 
menghasilkan nilai MAPE terendah. Pada kondisi data yang lebih stabil 
tanpa periode pandemi (Skenario B), GRU menunjukkan performa paling 
konsisten dan unggul berdasarkan nilai RMSE dan MAPE. Sementara itu, 
pada periode dengan tingkat volatilitas tinggi selama pandemi COVID-19 
(Skenario C), N-BEATS kembali menghasilkan nilai RMSE dan MAPE 
terendah. Temuan ini menunjukkan bahwa setiap model memiliki 
keunggulan masing-masing sesuai dengan karakteristik data dan kondisi 
pasar yang dianalisis.

1.

Analisis perbandingan kinerja menunjukkan bahwa tidak terdapat satu 
model yang unggul pada seluruh kondisi pasar, namun GRU merupakan 
model yang paling konsisten secara keseluruhan.
Meskipun LSTM dan N-BEATS menunjukkan keunggulan numerik pada 

2.
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5.2. Saran

Berdasarkan hasil penelitian dan keterbatasan yang ditemukan selama 
proses analisis, beberapa saran yang dapat diberikan untuk penelitian selanjutnya 
adalah sebagai berikut:

skenario tertentu, model GRU mampu mempertahankan performa yang 
stabil dan kompetitif pada seluruh skenario pengujian. Konsistensi 
tersebut menunjukkan bahwa GRU memiliki keseimbangan yang baik 
antara stabilitas pembelajaran dan kemampuan adaptasi terhadap 
perubahan pola harga. Dengan karakteristik tersebut, GRU dapat 
dikatakan sebagai model yang paling robust dalam menganalisis 
pergerakan IHSG pada berbagai kondisi pasar, baik pada periode normal 
maupun pada periode dengan tingkat volatilitas tinggi.
Analisis tren menunjukkan bahwa pergerakan IHSG cenderung bersifat 
fluktuatif dalam jangka pendek, namun membentuk tren yang lebih stabil 
dalam jangka menengah dan panjang.
Berdasarkan hasil visualisasi data dan keluaran prediksi model deep 
learning, pergerakan IHSG pada skala harian menunjukkan volatilitas 
yang tinggi dan perubahan harga yang cepat, sehingga sulit membentuk 
pola yang konsisten. Sebaliknya, pada skala bulanan dan tahunan, IHSG 
memperlihatkan kecenderungan tren yang lebih terstruktur dan stabil, 
yang mencerminkan arah pergerakan indeks dalam jangka menengah 
hingga panjang. Temuan ini menunjukkan bahwa data historis IHSG lebih 
efektif dimanfaatkan untuk analisis tren jangka menengah dan panjang, 
serta menegaskan bahwa model deep learning dalam penelitian ini lebih 
optimal digunakan untuk memahami kecenderungan tren pergerakan 
IHSG dibandingkan untuk prediksi jangka sangat pendek.

3.

Menambah Variabel atau Fitur Eksternal.
Penelitian mendatang dapat memasukkan faktor fundamental, indikator 
makroekonomi, atau sentimen pasar untuk memperkaya analisis sehingga 
representasi pola menjadi lebih komprehensif.

1.

Menggunakan Model Hybrid atau Ensemble.
Karena setiap algoritma memiliki keunggulan berbeda, penelitian ke 
depan dapat mencoba menggabungkan beberapa model (misalnya GRU + 
N-BEATS) untuk menghasilkan performa yang lebih optimal, baik pada 
data stabil maupun volatil.

2.
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Penelitian ini diharapkan menjadi landasan bagi pengembangan metode 
analisis teknikal berbasis deep learning yang lebih objektif dan informatif, 
sehingga masyarakat dapat memahami pola pasar secara lebih akurat tanpa 
sekadar berspekulasi berdasarkan grafik harian.
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Tampilan Data IHSG 1991-2025
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Gambar A.3 Data Sampel Skenario B
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Source Code
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Gambar B.2 Code GRU
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