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ABSTRAK

Perkembangan Large Language Model (LLM) telah membuka peluang besar dalam mendukung
penulisan karya ilmiah, namun penggunaannya masih menghadapi tantangan seperti kurangnya
konteks lokal, potensi halusinasi informasi, dan risiko pelanggaran integritas akademik. Mahasiswa
Program Studi Sistem Informasi sering mengalami kesulitan dalam menemukan referensi yang
relevan, menentukan topik penelitian, serta menyusun sitasi yang akurat. Penelitian ini bertujuan
merancang dan membangun sebuah chatbot sebagai asisten penulisan cerdas berbasis Retrieval
Augmented Generation (RAG) yang diimplementasikan pada platform Telegram. Sistem ini me-
manfaatkan LLM melalui API Ollama dan basis pengetahuan kustom yang bersumber dari artikel
ilmiah dosen Program Studi Sistem Informasi. Metode RAG digunakan untuk mengombinasikan
proses retrieval dan generation sehingga chatbot mampu menghasilkan jawaban, rangkuman artikel,
rekomendasi topik penelitian, serta sitasi dalam format BibTeX yang relevan dan terverifikasi.
Pengembangan sistem dilakukan melalui tahapan perencanaan, perancangan, implementasi, dan
pengujian menggunakan metode black box testing. Hasil penelitian menunjukkan bahwa chatbot
yang dikembangkan mampu membantu mahasiswa dalam proses penulisan karya ilmiah secara
lebih efektif, akurat, dan kontekstual, serta berpotensi meningkatkan pemanfaatan dan sitasi
terhadap publikasi ilmiah dosen.
Kata Kunci: chatbot, large language model, penelitian, retrieval augmented generation, telegram
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AN INTELLIGENT WRITING ASSISTANT POWERED BY A
LARGE LANGUAGE MODEL (LLM) EMPLOYING THE
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ABSTRACT

The rapid development of Large Language Models (LLMs) has created significant opportunities
to support academic writing; however, their use still faces challenges such as lack of contextual
grounding, hallucinated information, and risks to academic integrity. Students in the Information
Systems program often encounter difficulties in identifying relevant references, determining research
topics, and generating accurate citations. This study aims to design and develop an intelligent
writing assistant in the form of a Telegram chatbot based on the Retrieval Augmented Generation
(RAG) method. The proposed system integrates an LLM accessed through the Ollama API with
a custom knowledge base derived from scientific publications authored by Information Systems
lecturers. The RAG approach combines retrieval and generation processes to enable the chatbot
to produce contextual answers, article summaries, research topic recommendations, and citation
outputs in BibTeX format that are relevant and verifiable. The system development follows the
stages of planning, design, implementation, and testing, with evaluation conducted using black-box
testing. The results indicate that the developed chatbot effectively assists students in the academic
writing process by providing accurate, contextual, and reliable information, while also supporting
increased utilization and citation of lecturers’ scientific publications.
Keywords: chatbot, large language model, research, retrieval augmented generation, telegram
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Kemunculan Large Language Model (LLM) seperti ChatGPT sejak akhir

tahun 2022 menandai sebuah momen penting dalam dunia teknologi dan akademisi
(Zhuang, Chen, Xu, Jiang, dan Lin, 2025). Model-model ini menunjukkan ke-
mampuan luar biasa dalam memahami dan menghasilkan teks yang menyerupai
tulisan manusia, mulai dari menyusun draf email hingga menulis kode pemrogra-
man (Ahmad, Mappease, dan Ruslan, 2024; Anindya dan Utami, 2025). Hal ini
telah mendorong adopsi yang cepat di berbagai sektor, termasuk pendidikan tinggi
di mana LLM digunakan untuk berbagai tugas mulai dari literature review hingga
penyusunan draf artikel ilmiah (Lakatos, Pollner, Hajdu, dan Joó, 2025).

Integrasi LLM ke dalam alur kerja akademik menghadirkan peluang sig-
nifikan sekaligus tantangan besar. Di satu sisi, alat ini dapat meningkatkan pro-
duktivitas dengan membantu dalam pembuatan ide, peringkasan teks, dan penyem-
purnaan bahasa (Hunawa, Djafar, dan Niode, 2024). Di sisi lain, penggunaannya
menimbulkan kekhawatiran etika yang krusial terkait integritas akademik, potensi
plagiarisme, dan pembuatan informasi yang ”berhalusinasi” atau palsu termasuk
kutipan yang tidak ada (Kooli, 2023; Nirwana dan Ruspa, 2020). Penelitian yang
dilakukan oleh (Cheng dkk., 2025; Mishra dkk., 2024) menunjukkan adanya pen-
ingkatan signifikan dalam penggunaan bahasa bergaya LLM dalam publikasi aka-
demik yang menunjukkan penggunaan yang luas.

Universitas Islam Negeri Sultan Syarif Kasim Riau merupakan salah satu
perguruan tinggi yang ada di Pekanbaru memiliki program studi (Prodi) Sistem In-
formasi yang berada di bawah naungan Fakultas Sains dan Teknologi (Faste) (UIN
SUSKA RIAU, 2025). Layaknya Prodi pada perguruan tinggi lainnya, Prodi Sis-
tem Informasi Universitas Islam Negeri Sultan Syarif Kasim Riau juga memiliki
kewajiban untuk menghasilkan karya ilmiah dalam bentuk Skripsi sebagai salah
satu syarat untuk penyelesaian studi program sarjana Strata 1 (S1) (Tim Penyusun
dan Fakultas Sains dan Teknologi, 2021).

Penulisan karya ilmiah merupakan sebuah kompetensi fundamental dan
pilar utama dalam ekosistem pendidikan tinggi (Putri, Junipriansa, dan Sutjipto,
2023). Kemampuan untuk menghasilkan tulisan ilmiah yang berkualitas tidak
hanya menjadi prasyarat kelulusan dalam bentuk skripsi atau tugas akhir (Ahmad
dkk., 2024), tetapi juga berfungsi sebagai indikator vital kualitas sebuah insti-
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tusi perguruan tinggi (Anggerahma dan Suryadi, 2025). Mahasiswa sebagai calon
akademisi diharapkan tidak hanya menjadi konsumen pengetahuan, tetapi juga pro-
dusen yang aktif menyebarluaskan ilmu pengetahuan melalui tulisan (Berrezueta-
Guzman, Parmacli, Krusche, dan Wagner, 2024).

Namun, di balik tuntutan ini terdapat sebuah permasalahan. Sejumlah besar
mahasiswa termasuk mahasiswa Prodi Sistem Informasi menghadapi serangkaian
kendala kompleks yang menghambat kemampuan mereka dalam menulis secara
efektif. Problematika ini tidak hanya sekadar kesulitan teknis yang berubah menjadi
sebuah krisis kognitif dan motivasional yang sistemik (Dharma, 2020).

Tantangan terbesar sering kali muncul pada sisi psikologis bahkan sebelum
satu katapun tertulis. Banyak mahasiswa mengalami kesulitan yang signifikan un-
tuk memulai proses penulisan, hal ini merupakan sebuah fenomena yang dikenal se-
bagai writer’s block (Firnanda, Hidayati, dan Jamaluddin, 2025). Hambatan ini ser-
ing kali berakar pada masalah yang lebih dalam seperti kurangnya pengalaman dan
kemampuan mahasiswa dalam menulis terutama kesulitan dalam menulis bagian
tertentu seperti latar belakang hingga metodologi (Oshiro, Caubet, Viola, dan Hu-
ber, 2020), faktor internal mahasiswa seperti kurangnya motivasi dan kepercayaan
diri juga dapat memberikan dampak pada proses pembuatan karya tulis ilmiah
(Hendy dkk., 2024). Siklus ini diperparah oleh kesulitan dalam menemukan ide
atau gagasan untuk ditulis. Hal ini merupakan akibat langsung dari kurangnya kebi-
asaan membaca referensi ilmiah (Firnanda dkk., 2025). Akibatnya, mahasiswa ter-
jebak dalam lingkaran kurangnya membaca menyebabkan minimnya ide, kemudian
memicu demotivasi, dan pada akhirnya berujung pada penundaan atau prokrastinasi
akademik (Gayary dan Kalita, 2025).

Dilihat dari sisi teknis, mahasiswa juga menghadapi kesulitan dalam mema-
hami dan menerapkan kaidah penulisan ilmiah yang baku. Banyak mahasiswa ke-
sulitan untuk merancang judul yang efektif, merumuskan masalah, dan mengem-
bangkan argumen secara logis (Ahmad dkk., 2024). Kesalahan berbahasa seperti
tata bahasa dan pemilihan kosakata juga menjadi kesulitan yang banyak ditemukan
(Dharma, 2020). Manajemen waktu yang buruk juga sering kali mengakibatkan
stres, kecemasan, dan penurunan kualitas karya tulis (Gayary dan Kalita, 2025).

Untuk mengatasi tantang tersebut, berbagai alat bantu digital telah dikem-
bangkan. Asisten tata bahasa seperti Grammarly sering kali gagal memahami nu-
ansa terminologi teknis dan tidak memberikan umpan balik substansif.

Kesenjangan yang mendasar dari alat-alat yang ada adalah kurangnya lan-
dasan kontekstual. Tidak ada alat yang memberikan saran teks dan sitasi yang di-
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dasarkan pada teks pengetahuan yang spesifik, terverifikasi, dan relevan secara kon-
tekstual bagi penulis. Kesenjangan inilah yang menciptakan peluang untuk sebuah
sistem yang diusulkan dalam penelitian ini.

Penelitian ini mengusulkan pengembangan sebuah sistem asisten penulisan
cerdas yang inovatif bersumber dari publikasi dosen Prodi Sistem Informasi kemu-
dian diimplementasikan sebagai Chatbot Telegram untuk memastikan kemudahan
akses (Kooli, 2023). Solusi ini pada dasarnya diharapkan efektif karena tiga pilar
utamanya yaitu berbasis pengetahuan lokal dengan sistem yang didasarkan pada
artikel ilmiah dosen Prodi Sistem Informasi pada teks berbasis pengetahuan yang
terkurasi. Kemudian dijalankan dengan memanfaatkan Application Programming
Interface (API) dari Ollama sebagai model yang berguna menjadi otak pada sistem
asisten penulisan cerdas guna memberikan rangkuman karya tulis ilmiah. Terakhir,
menggunakan metode Retrieval Augmented Generation (RAG) yang memungkin-
kan sistem untuk mengambil informasi yang paling relevan dari teks pengetahuan
kustom dan menghasilkan teks serta yang akurat (Izacard dkk., 2023).

1.2 Perumusan Masalah
Berdasarkan uraian pada latar belakang maka dapat dirumuskan permasa-

lahan yaitu Bagaimana merancang dan membangun sebuah sistem yang efisien de-
ngan Large Language Model (LLM) yang dijalankan secara online menggunakan
API Ollama dan terhubung ke basis pengetahuan kustom menggunakan metode
Retrieval Augmented Generation (RAG) untuk mahasiswa Sistem Informasi saat
menulis karya tulis ilmiah dan menghindari kebingungan pada topik penelitian yang
telah diteliti sebelumnya?

1.3 Batasan Masalah
Dibutuhkan batasan masalah dalam penilitian ini agar tidak menyimpang

dari tujuan penelitian dan membatasi fokus penelitian pada:
1. Pengembangan sistem pada penelitian ini akan difokuskan pada Chatbot

Telegram sebagai antarmuka interaksi dengan pengguna
2. Sistem pada penelitian ini akan menggunakan Ollama Cloud untuk men-

jalankan LLM secara online dan menggunakan metode RAG.
3. Teks pengetahuan atau dokumen yang digunakan sebagai sumber informasi

untuk sistem RAG terbatas pada kumpulan artikel ilmiah yang telah dipub-
likasikan oleh dosen Prodi Sistem Informasi UIN Suska Riau.

4. Penelitian ini ditujukan untuk digunakan oleh Mahasiswa Prodi Sistem In-
formasi.
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1.4 Tujuan
Adapun tujuan dari penelitian ini adalah untuk:

1. Mengembangkan sebuah prototipe fungsional berupa sistem Chatbot Tele-
gram sebagai antarmuka yang memanfaatkan LLM yang dijalankan secara
online menggunakan API Ollama dan basis pengetahuan kustom menggu-
nakan metode RAG.

2. Mengimplementasikan sebuah pipeline RAG yang mampu mengambil in-
formasi yang paling relevan dari teks atau dokumen artikel ilmiah dosen
Prodi Sistem Informasi, dan menghasilkan saran teks serta sitasi yang aku-
rat.

3. Mempermudah mahasiswa Prodi Sistem Informasi dalam mendapatkan re-
ferensi dalam bentuk bibtex yang dapat digunakan dalam penulisan karya
tulis ilmiah.

1.5 Manfaat
Adapun manfaat dari penelitian ini adalah untuk:

1. Menghasilkan aplikasi dalam bentuk Chatbot Telegram yang dapat diguna-
kan secara efisien baik dalam perangkat desktop maupun mobile.

2. Meningkatkan tingkat sitasi pada artikel ilmiah dosen Prodi Sistem Infor-
masi dengan memberikan rekomendasi sitasi yang relevan berdasarkan kon-
teks penulisan mahasiswa.

3. Membantu mahasiswa Prodi Sistem Informasi dalam mencari judul peneli-
tian yang belum diteliti sebelumnya dengan memanfaatkan basis penge-
tahuan artikel ilmiah dosen Prodi Sistem Informasi.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
BAB 1 pada tugas akhir ini berisi tentang: (1) latar belakang masalah; (2)

rumusan masalah; (3) batasan masalah; (4) tujuan; (5) manfaat; dan (6) sistematika
penulisan.

BAB 2. LANDASAN TEORI
BAB 2 pada tugas akhir ini berisi tentang: (1) Penelitian Terdahulu (2) Pro-

fil Instansi; (3) Evolusi Asisten Penulisan; (4) Large Language Model (LLM); (5)
Unified Modelling Language (UML); (6) Metode Retrieval Augmenter Generation
(RAG); (7) Ollama; (8) Telegram; (9) N8n; (10) HTTP Request; (11) Qdrant; (12)
Zotero; dan (13) Docker.
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BAB 3. METODOLOGI PENELITIAN
BAB 3 pada tugas akhir ini berisi tentang: (1) Tahap Perencanaan; (2) Tahap

Perancangan; (3) Tahap Implementasi; dan (4) Tahap Pengujian.
BAB 4. ANALISA DAN PERANCANGAN
BAB 4 pada tugas akhir ini berisi tentang: (1) Analisis; dan (2) Perancangan.
BAB 5. IMPLEMENTASI DAN PENGUJIAN
BAB 5 pada tugas akhir ini berisi tentang: (1) Implementasi; dan (2) Pen-

gujian.
BAB 6. PENUTUP
BAB 6 pada tugas akhir ini berisi tentang: (1) Kesimpulan; dan (2) Saran.
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BAB 2

LANDASAN TEORI

2.1 Profil Instansi
Fakultas Sains dan Teknologi Universitas Islam Negeri Sultan Syarif Kasim

Riau menawarkan Program Studi Sistem Informasi yang menawarkan gelar Strata 1
(S1). Program ini berdiri sejak tahun 2002 dan secara resmi didirikan berdasarkan
SK Pendirian No. DJ.II/26/2006 yang ditandatangani oleh Direktur Jenderal Pergu-
ruan Tinggi pada 20 Februari 2006. Dengan SK Penyelenggaraan No. 3480/D/T/K-
AI/2009 dan SK Izin Operasional No. DJ.I/123/2012 yang diterbitkan pada 25 Jan-
uari 2012, hal ini memperkuat penyelenggaraan Program Studi Sistem Informasi di
UIN Sultan Syarif Kasim Riau (Prodi Sistem Informasi UIN Suska Riau, 2025).

LAMINFOKOM telah memberikan akreditasi Baik Sekali kepada Program
Studi Sistem Informasi dengan nomor SK018/SK/LAMINFOKOM/Ak/S/III/2024
yang berlaku dari 19 Maret 2024 hingga 19 Maret 2029 (Prodi Sistem Infor-
masi UIN Suska Riau, 2025). Program Studi Sistem Informasi Universitas Is-
lam Negeri Sultan Syarif Kasim Riau dapat dihubungi melalui email faste@uin-
suska.ac.id. Informasi lebih lanjut dapat ditemukan di situs resmi Program Studi
Sistem Informasi Universitas Islam Negeri Sultan Syarif Kasim Riau di https://
sif.uin-suska.ac.id. Lokasi Kampus Program Studi Sistem Informasi berada
di Jl. HR. Soebrantas No. 155 KM 15, Pekanbaru 28293.

2.1.1 Sejarah Program Studi Sistem Informasi
Pada tahun 2002, Program Studi Sistem Informasi didirikan di Institut

Agama Islam Negeri Sultan Syarif Kasim Riau (IAIN Suska Riau) sebagai bagian
dari rencana untuk meningkatkan status IAIN Suska Riau menjadi Universitas Is-
lam Negeri Sultan Syarif Kasim Riau. Hal ini didudukgn oleh masyarakat dan pe-
merintah daerah Riau sebagai langkah untuk meningkatkan jumlah sarjana teknik
yang dibutuhkan di dunia kerja terutama dalam rangka menyambut era otonomi da-
erah. Selain itu, Program Studi Sistem Informasi juga mendukung Fakultas Sains
dan Teknologi serta kemajuan penelitian Islam pada millenium ketiga. IAIN Suska
Riau yang saat ini dikenal sebagai Universitas Islam Negeri Sultan Syarif Kasim
Riau, menawarkan Program Studi Sistem Informasi untuk melihat dan menjawab
tantangan masa depan.

Kurikulum Program Studi Sistem Informasi telah mengalami banyak pe-
rubahan untuk memenuhi persyaratan dunia kerja. Pada awalnya, kurikulum na-
sional dibagi menjadi kelompok berdasarkan Surat Keputusan Menteri Pendidikan
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Nasional RI Nomor 232 tahun 2000 tentang Pedoman Penyusunan Kurikulum Pen-
didikan Tinggi dan Penilaian Hasil Belajar Mahasiswa yang mencakup kelompok
mata kuliah pengembangan kepribadian (MPK) dan kelompok mata kuliah keil-
muan dan keterampuilan (MKK). Kurikulum saat ini telah berubah untuk menye-
suaikan dengan dunia kerja, kemajuan teknologi, dan arahan pemerintah tentang
Kurikulum Merdeka Belajar Kampus Merdeka (MBKM).

Meskipun saat ini teknologi berkembang dengan pesat, Program Studi Sis-
tem Informasi memberikan peraturan kepada mahasiswa untuk memiliki minimum
kompetensi dasar Ilmu Agama Islam seperti mata kuliah Aqidah Akhlak, Studi Al-
Qur’an dan hadits, Ilmu Fiqih, dan sebagainya. DIharapkan mahasiswa memiliki
pengetahuan yang bak dan kepribadian Islammi agar dapat menggunakan penge-
tahuan dan kemampuannya dalam kehidupan sehari-hari.

Program Studi Sistem Informasi Universitas Islam Negeri Sultan Syarif
Kasim Riau telah banyak bekerja sama dengan pihak luar, terutama perusahaan
besar di Riau seperti PT. Chevron Pacifc Indonesia. Selain itu, Program Studi Sis-
tem Informasi juga telah bekerja sama dengan beberapa pihak lain seperti Univer-
sitas Riau (UR), Politeknik Caltex Riau (PCR), PT. Riau Andalan Pulp and Paper
(RAPP), PT. Indah Kiat Pulp and Paper (IKPP), pemerintah Daerah Provinsi Riau,
dan Pihak-pihak lain yang terkait dengan Program Studi Sistem Informasi (Prodi
Sistem Informasi UIN Suska Riau, 2025).

2.1.2 Visi
Menjadi Program studi yang unggul di Indonesia dengan lulusan yang

mampu mengintegrasikan bidang ilmu Sistem Informasi dan nilai keislaman tahun
2025.

2.1.3 Misi
Untuk mencapai visi tersebut, Program Studi Sistem Informasi memiliki

misi yaitu:
1. Melaksanakan pendidikan dan pengajaran dalam bidang Sistem Informasi

yang berlandaskan nilai keislaman.
2. Melaksanakan penelitian yang inovatif, aplikatif, dan berkualitas di bidang

Sistem Informasi.
3. Melaksanakan pengabdian, pendampingan, dan pemberdayaan masyarakat

dalam bidang Sistem Informasi.
4. Melaksanakan tata kelola program studi dengan memberikan pelayanan

bidang akademik yang baik, professional, dan akuntabel.
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2.1.4 Struktur Organisasi
Untuk menjalankan visi dan misi Program Studi Sistem Informasi, diper-

lukan struktur organisasi yang jelas. Struktur organisasi ini terdiri dari beberapa
posisi penting yang saling berkoordinasi untuk mencapai tujuan bersama. Gam-
bar 2.1 menunjukkan struktur organisasi Program Studi Sistem Informasi di Univer-
sitas Islam Negeri Sultan Syarif Kasim Riau. Struktur ini mencakup posisi-posisi
seperti Ketua Program Studi, Sekretaris Program Studi, Kepala Laboratorium, dan
Staf Administrasi. Setiap posisi memiliki tanggung jawab dan peran yang berbeda
dalam menjalankan program studi.

Gambar 2.1. Struktur Organisasi Program Studi Sistem Informasi (Prodi Sistem
Informasi UIN Suska Riau, 2025)

2.2 Asisten Penulisan
Asisten penulisan adalah sistem atau alat kecerdasan buatan yang mem-

bantu penulis dalam proses pembuatan, penyusunan, dan penyuntingan teks ilmiah
(Khalifa dan Albadawy, 2024). Sedangkan menurut (Nazari, Shabbir, dan Seti-
awan, 2021), asisten penulisan berbasis AI adalah alat digital yang menggunakan
kecerdasan buatan untuk membantu proses pembelajaran dan pengembangan keter-
ampilan menulis, terutama di bidang akademik dan bagi penulis bahasa kedua.

2.3 Evolusi Asisten Penulisan
Asisten penulisan berfokus pada pemeriksaan tata bahasa atau Grammar

dan ejaan, dengan memberikan saran perbaikan dan umpan balik yang terbatas
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(Fitria, 2021). Asisten penulisan ini berkembang dengan kemampuan untuk mem-
berikan saran otomatis mengenai kualitas, struktur, dan gaya penulisan (Alharbi,
2023).

Di tahun 2022, pada awalnya penggunaan integrasi Artificial Intelligence
(AI) seperti Elicit, Fermat, dan Wordtune dalam lingkungan akademis diguna-
kan untuk brainstorming, mengedit serta untuk menyanggah pendapat tetapi lebih
banyak digunakan untuk mengembangkan keterampilan menulis karena keandalan
dan efisiensi waktu yang ditawarkan (Cummings, Monroe, dan Watkins, 2024).

Di akhir tahun 2022 hingga 2023, peluncuran dan penggunaan yang marak
dari ChatGPT menjadi sebuah topik utama dalam dunia akademis dan di kalangan
akademisi karena membuka peluang dan tantangan baru dalam dukungan penulisan
karya tulis ilmiah. Tetapi hal ini juga menimbulkan perdebatan mengenai integritas
akademik, plagiarisme, dan perlunya penyesuaian kebijakan (Imran dan Almushar-
raf, 2023).

Pada rentang 2022 hingga 2024, asisten penulisan seperti Grammarly dan
Wordtune semakin populer terutama di kalangan penutur non-native bahasa Inggris.
Grammarly dan Wordtune dapat meningkatkan akurasi tata bahasa dan kosakata
terutama bagi penulis pemula (Zhao, 2022; Dizon dan Gayed, 2021).

Peningkatan yang terus berlanjut pada AI membuat semakin fokus pada de-
finisi, tujuan, dan keseimbangan antara kreativitas manusia dan AI (Imran dan Al-
musharraf, 2023).

2.4 Large Language Model (LLM)
LLM adalah model bahasa berbasis transformer yang dilatih menggunakan

kumpulan data teks yang sangat besar untuk memahami dan menghasilkan ba-
hasa layaknya seorang manusia (Shao, Basit, Karri, dan Shafique, 2024). LLM
dilatih dengan trilyunan parameter, LLM dapat mengenali pola bahasa, memung-
kinkan kinerja yang luar biasa dalam berbagai tugas Natural Language Processing
(NLP)(Raza, Jahangir, Riaz, Saeed, dan Sattar, 2025).

Menurut penelitian yang dilakukan oleh (Gallegos dkk., 2024)menyebutkan
bahwa LLM dapat berupa arsitektur auto-regresive seperti ChatGPT, auto-encoding
seperti BERT, dan encoder-decoder seperti T5.

Model auto-regresive adalah model yang secara bertahap menghasilkan kata
demi kata dengan memanfaatkan probabilitas kondisi dari token sebelumnya untuk
menentukan token selanjutnya (Liu, Jiang, Monath, Cotterell, dan Sachan, 2022).

Pada penelitian yang dilakukan oleh (Liventsev, de Bruin, Härmä, dan
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Petković, 2025) menyebutkan auto-encoding merupakan teknik dari Machine
Learning yang bertujuan untuk merepresentasikan data input yang kompleks seperti
gambar, teks, atau kode ke dalam dimensi yang lebih rendah sehingga informasi
utama dapat direpresentasikan dalam format yang lebih ringkas dan efisien.

Penelitian (Grigoraş dan Leon, 2024) memaparkan encoder-decoder seba-
gai arsitektur transformer yang menggunakan dua komponen utama yaitu encoder
dan decoder. Encoder berfungsi untuk memproses data masukan dan mengubahnya
menjadi representasi tersembunyi atau hidden representatios. Sedangkan Decoder
mengubah representasi tersebut untuk menghasilkan keluaran berupa teks.

2.5 Retrieval Augmented Generation (RAG)
RAG adalah metode dalam LLM yang mengambil data dari korpus selama

proses generasi teks yang telah disediakan sehingga dapat meningkatkan kinerja
dan mampu mengurangi masalah generasi teks yang tidak akurat karena sumber
data yang digunakan berasal dari korpus (Ram dkk., 2023)

Berdasarkan penelitian yang dilakukan oleh (Fan dkk., 2024), RAG berasal
dari pola “Ambil – Baca” dan berkembang dengan mengintegrasikan komponen
pengambilan dan generasi. Penelitian oleh (Alvaro dan Barreda, 2025) menambah-
kan, RAG juga berbasis pencarian sparse (BM25/TF-IDF) dan pengambilan tingkat
dokumen hingga pada arsitektur yang mengandalkan dense retrieval dengan vek-
tor embedding, kemudian pemotongan korpus menjadi chunk serta integrasi dengan
LLM.

2.6 Unified Modelling Language (UML)
Unified Modelling Language (UML) adalah bahasa pemodelan yang di-

gunakan untuk merancang dan mendokumentasikan sistem perangkat lunak. UML
menyediakan berbagai diagram untuk menggambarkan struktur, perilaku, dan inter-
aksi dalam sistem. Diagram-diagram ini mencakup Class Diagram, Activity Dia-
gram, dan Use Case Diagram. UML membantu Developer dan untuk memahami
dan berkomunikasi tentang sistem yang sedang dibangun (Ozkaya dan Erata, 2020).
Beberapa jenis diagram UML yang umum digunakan antara lain:

1. Use Case Diagram
Menggambarkan fungsionalitas yang diharapakan dari sebuah sistem, dan
merepresentasikan sebuah interaksi antara aktor dan sistem. Didalam use
case terdapat aktor sebagai gambaran entitas dari manusia atau sebuah sis-
tem yang melakukan pekerjaan di sistem. Keterangan Simbol Use Case
Diagram dapat dilihat pada Tabel 2.1.
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Tabel 2.1. Deskripsi Use Case Diagram

No Simbol Nama Keterangan

1 Actor Menspesifikasikan himpunan peran yang pengguna

mainkan ketika berinteraksi dengan use case.

2 Depedency Hubungan dimana perubahan terjadi pada suatu el-

emen yang mandiri (independent) akan mempen-

garuhi elemen yang bergantung padanya elemen

yang tidak mandiri (independent).

3 Generelization Hubungan dimana objek anak (descendent) berbagi

prilaku dan struktur dari data objek yang ada di atas-

nya objek induk (ancestor).

4 Include Menspesifikasikan bahwa use case sumber secara ek-

splisit.

5 Extend Menspesifikasikan bahwa use case target memper-

luas perilaku dari use case sumber pada suatu titik

yang diberikan.

6 Association Apa yang menghubungkan antara objek satu dengan

objek lainnya.

7 System Menspesifikasikan paket yang menampilkan sistem

secara teraktas.

8 Use Case Deskripsi dari urutan aksi-aksi yang ditampilkan sis-

tem yang menghasilkan suatu hasil yang terukur bagi

suatu aktor.

9 Collaboration Interaksi aturan-aturan dan elemen lain yang bekerja

sama untuk menyediakan perilaku yang lebih besar

dari jumlah dan elemen-elemennya (sinergi).

2. Activity Diagram
Diagram aktivitas atau Activity Diagram menggambarkan aliran fungsion-
alitas sistem. Pada tahap pemodelan bisnis, Diagram aktivitas dapat diguna-
kan untuk menunjukkan aliran kerja bisnis (businness work flow). Dapat
juga digunakan untuk menggambarkan aliran kejadian (flow of event) dalam
use case. Aktivitas menggambarkan proses yang berjalan, sementara use
case menggambarkan bagaiman aktor menggunakan sistem untuk melaku-
kan aktivitas. Tabel Keterangan Simbol Activity Diagram dapat dilihat pada
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Tabel 2.2.

Tabel 2.2. Deskripsi Activity Diagram

No Simbol Nama Keterangan

1 Activity Memperlihatkan bagaimana masing-masing kelas

atau antarmuka saling berinteraksi satu sama lain.

2 Action Keadaan dari sistem yang mencerminkan eksekusi

dari suatu aksi.

3 Initial Node Menunjukkan bagaimana objek atau proses dimulai.

4 Activity Final Menunjukkan bagaimana objek atau proses berakhir.

5 Fork Node Satu aliran yang pada tahap tertentu bercabang men-

jadi beberapa aliran.

3. Class Diagram
Class Diagram menggambarkan struktur statis dari kelas dalam sistem dan
menggambarkan atribut, operasi dan hubungan antara kelas. Class Diagram
juga membantu dalam memvisualisasikan struktur kelas-kelas dari suatu sis-
tem dan merupakan tipe diagram yang paling banyak dipakai. Keterangan
Simbol Class Diagram dapat dilihat pada Tabel 2.3.

Tabel 2.3. Deskripsi Class Diagram

No Simbol Nama Keterangan

1 Package Package merupakan sebuah bungkusan yang terdiri

dari satu atau lebih kelas.

2 Operasi Merepresentasikan operasi atau metode yang dimi-

liki oleh suatu kelas pada struktur sistem.

3 Asosiasi Berarah

(Directed Associ-

ation)

Relasi antar kelas dengan makna umum; asosiasi ini

biasanya disertai dengan multiplicity.

4 Generalisasi Relasi antar kelas dengan makna general-

isasi–spesialisasi (umum–khusus).

5 Kebergantungan

(Dependency)

Relasi antar kelas yang menunjukkan adanya keter-

gantungan antar kelas.

2.7 Observasi
Observasi adalah tindakan mengamati secara langsung perilaku individu,

objek, atau aktivitas dengan cara yang teratur tanpa melakukan interaksi lansung
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dengan subjek yang diamati. Observasi merupakan metode pengumpulan data di
mana pengamat mengamati suatu sistem atau entitas saat sedang beroperasi untuk
mendapatkan wawasan dan pemahaman yang lebih mendalam tentang bagaimana
sistem tersebut bekerja (Tilley dan Rosenblatt, 2017).

2.8 Database
Database adalah struktur komputer yang berfungsi menyimpan data pe-

ngguna maupun metadata yang umumnya disimpan secara virtual dalam sebuah
sistem komputer (Almushaili, 2022). Data yang disimpan dapat berupa dalam ben-
tuk terstruktur maupun tidak terstruktur. Data terstruktur adalah data yang disimpan
dalam format yang telah ditentukan seperti tabel, sedangkan data tidak terstruktur
adalah data yang tidak memiliki format tertentu seperti teks, gambar, atau video.
Database dapat diakses, dikelola, dan diperbarui dengan menggunakan sistem man-
ajemen basis data (DBMS) seperti MariaDB, Oracle, atau Microsoft SQL Server
(Cowls, Tsamados, Taddeo, dan Floridi, 2021).

2.9 Vector Database
Vector Database adalah sistem database yang dirancang untuk

meningkatkan efisiensi dengan menggunakan vector berdimensi tinggi (Taipalus,
2024).

Di awal perkembangannya pada tahun 1990 vector database menerapkan
konsep matematis yang digunakan pada informasi yang diambil dari sumber do-
kumen (Berry, Drmač, dan Jessup, 1999). Pengembangan vector database kemu-
dian dikembangkan dengan tambahan berupa pencarian vector, namun hal ini tidak
memiliki kemampuan untuk mengelola database. Kehadiran Artificial Intelligence
(AI) dan LLM memberikan dampak yang signifikan pada perkembangan vector da-
tabase terutama dengan hadirnya vector database management system (VDBMS)
(Guo dkk., 2022; Ma dkk., 2025).

2.10 Artificial Intelligence (AI)
Menurut penelitian yang dilakukan oleh (Collins, Dennehy, Conboy, dan

Mikalef, 2021), AI adalah kemampuan suatu mesin untuk melakukan fungsi kogni-
tif yang biasanya dikaitkan dengan pikiran atau perilaku manusia seperti persepsi,
penalaran, pembelajaran, membantu dalam pengambilan keputusan, dan bahkan un-
tuk meniru kreativitas manusia. AI telah mengalami kemajuan pesat dalam bebe-
rapa tahun terakhir, terutama dengan munculnya model-model pembelajaran men-
dalam deep learning yang mampu memproses dan menganalisis data dalam jumlah
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besar dengan cara yang lebih efisien.

2.11 Ollama
Ollama adalah platform open source yang dirancang untuk menjalankan mo-

del LLM secara lokal pada perangkat pengguna. Ollama memungkinkan untuk
menghasilkan teks, membantu dalam pemrograman, dan membuat konten secara
aman karena dijalankan secara lokal tanpa perlu mengirim data ke server eksternal
(Ollama, 2024).

2.12 N8n
N8n adalah platform otomatisasi alur kerja yang memungkinkan pengguna

untuk menghubungkan berbagai aplikasi dan layanan. N8n dapat membuat alur
kerja yang kompleks dengan menggabungkan berbagai plugin dan integrasi untuk
mengotomatiskan tugas-tugas rutin dan meningkatkan efisiensi kerja (N8n, 2019).

2.13 Docker
Docker adalah platform sumber terbuka yang memungkinkan pengembang

untuk membangun, menerapkan, menjalankan, memperbarui, dan mengelola kon-
tainer. Kontainer adalah komponen standar yang dapat dieksekusi yang meng-
gabungkan kode sumber aplikasi dengan pustaka sistem operasi (OS) dan depen-
densi yang diperlukan untuk menjalankan kode tersebut di lingkungan apa pun
(Susnjara dan Smalley, 2024).

2.14 Qdrant
Qdrant adalah platform open source Vector Database dan Similarity Search

Engine yang dirancang untuk menangani vektor berdimensi tinggi dengan performa
tinggi (Qdrant, 2025).

2.15 Pipeline
Pipeline adalah rangkaian proses terstruktur untuk mengumpulkan, mem-

proses, dan memindahkan data dari berbagai sumber ke tujuan tertentu secara
otomatis guna menghasilkan data yang siap pakai dan berkualitas bagi aplikasi anal-
itik, ML/AI, atau sistem lainnya. Secara teoretis, pipeline berisi node-node yang
mentransformasi data secara berurutan, praktis, dan perangkat lunak yang mengo-
tomasi alur manipulasi dan perpindahan data lintas sistem sumber dan tujuan (Foidl,
Golendukhina, Ramler, dan derer, 2024).
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2.16 Penelitian Terdahulu
Penelitian-penelitian terdahulu yang relevan dengan topik RAG yang telah

dilakukan oleh para peneliti di berbagai bidang memberikan landasan penting bagi
pengembangan lebih lanjut dalam bidang ini. Tabel 2.4 menyajikan ringkasan dari
beberapa penelitian terdahulu yang berfokus pada RAG, termasuk nama peneliti,
tahun publikasi, judul penelitian, dan temuan utama dari masing-masing penelitian.

Tabel 2.4. Penelitian Terdahulu

No Nama Tahun Judul Temuan
1 Li dkk. (2025) Retrieval-

augmented
generation for
educational
application: A
systematicsurvey

RAG mendominasi sistem tanya
jawab karena kemampuannya
memberikan jawaban akurat dan
meminimalkan halusinasi, men-
jadikannya solusi andal dalam
pendidikan untuk menangani
pertanyaan siswa yang kompleks
sesuai konteks materi pembela-
jaran.

2 Lang dkk. (2023) Information Sys-
tems Education
Journal

Mengembangkan Chatbot RAG
lebih banyak digunakan untuk
menjawab pertanyaan tingkat
lanjut dan efektif mengurangi
beban infrastruktur dengan men-
jawab pertanyaan sesuai dengan
konteks. Hasil sentimen analisis
menunjukkan hasil 87% positif.

3 Yang dkk. (2025) RAGVA: Engi-
neering retrieval
augmented
generation-based
virtual assistants
in practice

Mengembangkan Virtual Assistant
RAG (RAGVA) untuk membantu
menjawab pertanyaan di luar
skenario pada sebuah perusahaan
Transurban. RAGVA menawarkan
solusi dari permasalahan Transur-
ban yang terlalu kaku dengan
pengambilan data spesifik untuk
memberikan jawaban kontekstual.
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Tabel 2.4 Penelitian Terdahulu (Tabel lanjutan)

No Nama Tahun Judul Temuan
4 Vinayan Kozhipu-

ram, Shailen-
dra, dan Kadel

(2025) Retrieval-
augmented
generation vs.
Baseline LLMs:
a multi-metric
evaluation for
knowledge-
intensive content

Membandingkan LLM biasa dan
LLM dengan RAG menggunakan
model TinyLlama (1.1B), Mistral
(7B), Llama 3.1 (8B), dan Llama 1
(13B). Model dengan temuan lebih
kecil dengan RAG lebih unggul
dibanding model besar tanpa RAG.
RAG sangat efektif untuk prompt
yang membutuhkan kutipan.

5 Aguzzi dkk. (2025) RAG-Enhanced
Open SLMs for
Hypertension
Management
Chatbots

Chatbot berbasis LLM seperti GPT-
4 memiliki masalah privasi data
pasien karena data dikirim ke server
pihak ketiga. Dengan menggu-
nakan RAG, akurasi dari model ke-
cil dapat lebih meningkat hingga
mencapai skor yang kompetitif de-
ngan GPT-4.

6 Klesel dan
Wittmann

(2025) Retrieval-
Augmented
Generation
(RAG)

Sistem yang sedang berjalan pada
organisasi memiliki sistem pencar-
ian yang mengecewakan karyawan
sebesar 79% tidak puas serta LLM
tidak memiliki akses ke data inter-
nal perusahaan dan rentan terhadap
halusinasi. RAG memungkinkan
grounding atau pemberian sumber
referensi yang meningkatkan keper-
cayaan dan mengurangi halusinasi.
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Tabel 2.4 Penelitian Terdahulu (Tabel lanjutan)

No Nama Tahun Judul Temuan
7 Baur, Ansorg,

Heyde, dan
Voelker

(2025) Development
and Evaluation
of a Retrieval-
Augmented Ge-
neration Chatbot
for Orthopedic
and Trauma
Surgery Pa-
tient Education:
Mixed-Methods
Study

Pasien ortopedi sering memiliki ke-
sulitan untuk berkonsultasi dengan
dokter atau tenaga ahli medis se-
hingga dikembangkan Chatbot de-
ngan RAG untuk dapat membantu
konsultasi secara daring dan pasien
merasa Chatbot mudah digunakan
dan jawabannya mudah dipahami
berdasarkan konteks

8 Aguzzi dkk. (2025) RAG-Enhanced
Open SLMs for
Hypertension
Management
Chatbots

Chatbot berbasis LLM seperti GPT-
4 memiliki masalah privasi data
pasien karena data dikirim ke server
pihak ketiga. Dengan menggu-
nakan RAG, akurasi dari model ke-
cil dapat lebih meningkat hingga
mencapai skor yang kompetitif de-
ngan GPT-4.

9 Hanmante,
Patil, dan
Shahade

(2025) A multi mod-
ule a.i. system
for intelligent
health insurance
support using
retrieval augmen-
ted generation

Dokumen aturan asuransi yang
panjang dan kalimat hukum serta
medis yang sulit dipahami oleh
orang awam mengakibatkan pe-
ngguna sering salah memilih paket.
Chatbot dengan RAG berhasil
membatasi jawaban model hanya
pada aturan yang ada di dokumen
serta mengurangi resiko kesalahan
informasi.
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Tabel 2.4 Penelitian Terdahulu (Tabel lanjutan)

No Nama Tahun Judul Temuan
10 Xu, Hong,

Zhang, dan Xu
(2024) Evaluation of

the integration
of retrieval-
augmented
generation in
large language
model for breast
cancer nursing
care responses

Meskipun LLM dapat memberikan
konsultasi tetapi memiliki resiko
yang tinggi terjadi halusinasi yang
dapat membahayakan dalam bidang
klinis. Dengan menggunakan RAG,
Chatbot tidak hanya memberikan
jawaban akurat tetapi juga dapat
lebih berempati sedangkan GPT-4
sering memberikan referensi palsu.
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BAB 3

METODOLOGI PENELITIAN

Gambar 3.1 merupakan kerangka penelitian langkah demi langkah dalam
penyusunan Tugas Akhir dimulai dari Tahap Perencanaan penelitian hingga Tahap
Hasil dan Dokumentasi.

Gambar 3.1. Kerangka Penelitian

3.1 Tahap Perencanaan
Tahap perencanaan merupakan tahap awal dalam penelitian yang berfokus

pada mengidentifikasi masalah dengan melakukan wawancara pada stakeholder,
menentukan tujuan, dan menentukan batasan masalah.

3.1.1 Identifikasi Masalah
Pada tahap ini masalah yang didapat adalah bagaimana cara untuk memu-

dahkan mahasiswa Sistem Informasi Fakultas Sains dan Teknologi UIN SUSKA
RIAU dalam pengerjaan suatu artikel ilmiah dengan mencari referensi yang rele-
van berdasarkan artikel ilmiah milik dosen Prodi Sistem Informasi menggunakan
Telegram sebagai antarmuka.

1. Observasi
Tahap awal penelitian ini dimulai dengan melakukan observasi pada fasili-
tas yang ada di Prodi Sistem Informasi, Fakultas Sains dan Teknologi UIN
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SUSKA RIAU. Observasi dilakukan dengan mengamati perangkat lunak
yang tersedia untuk menjalankan LLM (Large Language Model) serta in-
frastruktur yang mendukung penelitian ini.

3.1.2 Studi Literatur
Tahap studi literatur dilakukan dengan cara mencari artikel ilmiah yang re-

levan dengan topik penelitian. Artikel ilmiah yang digunakan pada penelitian ini
bersumber dari Google Scholar, IEEE Xplore, ResearchGate, dan ScienceDirect.
Studi literatur bertujuan untuk mendapatkan landasan teori yang kuat serta menge-
tahui perkembangan terkini dalam bidang penelitian yang sedang dilakukan.

3.1.3 Menentukan Tujuan
Tahap menentukan tujuan pada penelitian ini adalah untuk mengembangkan

sebuah prototipe fungsional berupa sistem Chatbot Telegram sebagai antarmuka
yang memanfaatkan LLM yang dijalankan secara online menggunakan API Ollama
dan basis pengetahuan kustom menggunakan metode RAG. Selain itu, tujuan lain-
nya adalah mengimplementasikan sebuah pipeline RAG yang mampu mengambil
informasi yang paling relevan dari teks atau dokumen artikel ilmiah dosen Prodi
Sistem Informasi, dan menghasilkan saran teks serta sitasi yang akurat. Terakhir
adalah mempermudah mahasiswa Prodi Sistem Informasi dalam mendapatkan refe-
rensi dalam bentuk bibtex yang dapat digunakan dalam penulisan karya tulis ilmiah.

3.1.4 Menentukan Batasan Masalah
Pada tahap ini dilakukan pembatasan dalam penelitian dengan fokus pada

pembuatan prototipe fungsional berupa sistem Chatbot Telegram sebagai antar-
muka yang memanfaatkan LLM yang dijalankan secara online menggunakan API
Ollama dan basis pengetahuan kustom menggunakan metode RAG. Selain itu,
penelitian ini juga difokuskan pada implementasi sebuah pipeline RAG yang
mampu mengambil informasi yang paling relevan dari teks atau dokumen artikel
ilmiah dosen Prodi Sistem Informasi, dan menghasilkan saran teks serta sitasi yang
akurat. Terakhir adalah mempermudah mahasiswa Prodi Sistem Informasi dalam
mendapatkan referensi dalam bentuk bibtex yang dapat digunakan dalam penulisan
karya tulis ilmiah.

3.2 Tahap Perancangan
Pada tahap ini juga dilakukan perancangan konsep dari Chatbot Telegram

yang akan dikembangkan. Perancangan ini meliputi penentuan arsitektur sistem,
perancangan Unified Modelling Language (UML), pemilihan teknologi atau tools
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yang akan digunakan, serta melakukan perancangan metode yang akan digunakan
dalam penelitian ini. Pemilihan metode yang akan digunakan, yaitu metode RAG
(Retrieval Augmented Generation) yang menggabungkan kemampuan retrieval dan
generation untuk memberikan jawaban yang lebih akurat dan relevan berdasarkan
basis pengetahuan kustom yang telah disiapkan.

3.2.1 Menentukan Konsep Sistem
Pada tahap ini, peneliti menentukan konsep sistem Chatbot yang akan

dikembangkan dimulai dari alur kerja sistem, arsitektur sistem, serta pemilihan
teknologi atau tools yang akan digunakan dalam pengembangan sistem.

3.2.2 Melakukan Perancangan UML
Pada tahap ini dilakukan perancangan Unified Modelling Language (UML)

yang meliputi Use Case Diagram, Activity Diagram, dan Class Diagram untuk
memodelkan sistem Chatbot yang akan dikembangkan.

3.2.3 Menentukan Tools
Pada tahap ini dilakukan pemilihan tools atau teknologi yang akan diguna-

kan dalam pengembangan sistem Chatbot Telegram. Dimulai dari pemilihan plat-
form otomisasi N8n, LLM yang dijalankan secara online menggunakan API Ol-
lama, vector database Qdrant, Google Scholar dan Semantic Scholar sebagai sum-
ber pengambilan artikel ilmiah Dosen Prodi Sistem Informasi, dan Google Colab
untuk mengekstrak teks dari dokumen artikel ilmiah.

3.2.4 Melakukan Perancangan N8n
Pada tahap setelah menentukan tools, selanjutnya dilakukan perancangan

workflow pada platform N8n yang akan digunakan dalam pengembangan sistem
Chatbot Telegram. Perancangan ini meliputi penentuan node yang akan digunakan
serta alur kerja dari setiap node yang ada pada workflow.

3.3 Implementasi
Pada tahap perancangan. Implementasi ini meliputi pembuatan workflow

pada platform N8n, pengaturan API Ollama, pengaturan vector database Qdrant,
serta integrasi sistem Chatbot Telegram dengan LLM yang dijalankan secara online
menggunakan API Ollama dan basis pengetahuan kustom menggunakan metode
RAG.
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3.3.1 Implementasi Metode RAG pada Chatbot Telegram
Tahap implementasi metode RAG pada sistem Chatbot Telegram dimulai

dari pembuatan pipeline RAG yang terdiri dari tahap indexing, tahap retrieval, dan
tahap generation. Pada tahap indexing, seluruh dokumen artikel ilmiah dosen Prodi
Sistem Informasi diimpor ke dalam vector database Qdrant kemudian memecah ar-
tikel ilmiah menjadi beberapa bagian kecil agar lebih mudah dipahami oleh model.
Pada tahap retrieval, input dari pengguna diubah menjadi query vector kemudian
model akan mencocokkan dengan data yang ada di dalam vector database. Pada
tahap generation, sistem Chatbot Telegram menghasilkan respon sesuai dengan in-
put dari pengguna dan berdasarkan data vector database.

3.4 Pengujian
Pada tahap pengujian, dilakukan evaluasi terhadap sistem Chatbot Telegram

yang telah dikembangkan. Pengujian ini bertujuan untuk memastikan bahwa sistem
berjalan sesuai dengan yang diharapkan dan dapat memberikan respon yang aku-
rat berdasarkan metode RAG yang telah diimplementasikan. Pengujian dilakukan
dengan metode Black Box Testing.

22



BAB 6

PENUTUP

6.1 Kesimpulan
Berdasarkan hasil penelitian dan pembahasan yang telah dilakukan, maka

dapat diambil kesimpulan yaitu:
1. Metode RAG efektif dalam menghasilkan data yang relevan dan akurat

untuk dapat menjawab secara spesifik pertanyaan kontekstual berdasarkan
banyaknya data artikel ilmiah.

2. Implementasi pada Telegram Chatbot memudahkan Mahasiswa dalam men-
dapatkan rangkuman artikel ilmiah dan rekomendasi ide topik penelitian.

3. Penggunaan workflow automation pada N8n mempermudah proses pengelo-
laan alur kerja dalam sistem Telegram Chatbot.

4. Penggunaan model Ollama secara Cloud dapat meningkatkan efektifitas
pengolahan dokumen dan Telegra Chatbot dengan model yang memiliki pa-
rameter yang besar tanpa memerlukan sumber daya komputasi lokal.

6.2 Saran
Penelitian ini dalam pelaksanaannya memiliki keterbatasan dan kekurangan.

Oleh karena itu, peneliti mengajukan beberapa saran untuk penelitian selanjutnya,
yaitu:

1. Mengintegrasikan Telegram Chatbot dengan SITASI agar memudahkan Ma-
hasiswa Prodi Sistem Informasi saat menyiapkan laporan Tugas Akhir.

2. Mengembangkan fitur rekomendasi ide topik penelitian berdasarkan tren
penelitian terkini di bidang Sistem Informasi.

3. Mengimplementasikan model LLM yang dijalankan di lokal server untuk
mengurangi ketergantungan pada layanan Cloud.

4. Mengembangkan Telegram Chatbot pada platform lain seperti WhatsApp.
5. Melakukan penelitian lanjutan mengenai efektivitas RAG dalam konteks

automation di Prodi Sistem Informasi.
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