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KLASIFIKASI CITRA PENYAKIT DAUN JAGUNG
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ABSTRAK

Penyakit daun jagung merupakan salah satu faktor utama yang menyebabkan penurunan produk-
tivitas tanaman dan berdampak pada ketahanan pangan. Identifikasi penyakit secara manual masih
memiliki keterbatasan dari sisi waktu, akurasi, sehingga diperlukan pendekatan otomatis yang lebih
efektif. Diperlukan sistem klasifikasi citra penyakit daun jagung berbasis DNN guna mendukung
deteksi dini yang cepat dan akurat. Penelitian ini menggunakan empat kelas citra daun jagung, yaitu
bgrjcak daun, bulai daun, karat daun, dan daun sehat. Dataset diperoleh dari repositori publik dan
diKombinasikan dengan data lapangan sebagai data pengujian. Pemodelan dilakukan menggunakan
da:l arsitektur DNN, yaitu ResNet50 dan DenseNet169, dengan variasi optimizer (Adam, Nadam,
SED, RMSprop, dan Adamax), learning rate, serta skenario pembagian data 80:20 dan 90:10.
Tgmik augmentasi data diterapkan untuk meningkatkan kemampuan generalisasi model. Evaluasi
kﬁlerja dilakukan menggunakan confusion matrix dan metrik akurasi, precision, recall, F1-score,
séffa ROC curve. Hasil penelitian menunjukkan bahwa augmentasi data dan pemilihan optimizer
be:rpengaruh signifikan terhadap performa model. Konfigurasi terbaik diperoleh pada arsitektur
R@sNet50 dengan optimizer RMSprop dan learning rate 0.001 pada skenario pembagian data 90:10
dé.:_ngan augmentasi data, yang menghasilkan akurasi sebesar 99,21%. Model terbaik selanjutnya
d‘gmplementasikan dalam sistem klasifikasi berbasis web menggunakan framework Flask.

Kata Kunci: Augmentasi Data, Deep Neural Network, Klasifikasi Citra, Penyakit Daun Jagung
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CLASSIFICATION OF CORN LEAF DISEASE IMAGES USING
©DEEP NEURAL NETWORK WITH DATA AUGMENTATION
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ABSTRACT

Corn leaf disease is one of the main factors causing a decline in crop productivity and impacting
food security. Manual disease identification still has limitations in terms of time and accuracy, so a
more effective automated approach is needed. A DNN-based corn leaf disease image classification
system is needed to support fast and accurate early detection. This study uses four classes of corn
leaf images, namely leaf spots, leaf blight, leaf rust, and healthy leaves. The dataset was obtained
from public repositories and combined with field data as test data. Modeling was performed using
two DNN architectures, namely ResNet50 and DenseNet169, with variations in optimizers (Adam,
Nadam, SGD, RMSprop, and Adamax), learning rates, and data division scenarios of 80:20 and
9%51 0. Data augmentation techniques were applied to improve the model’s generalization ability.
Petformance evaluation was conducted using a confusion matrix and accuracy, precision, recall,
Fa-score, and ROC curve metrics. The results showed that data augmentation and optimizer
sgﬁ:ection had a significant effect on model performance. The best configuration was obtained with
t@ ResNet50 architecture, the RMSprop optimizer, and a learning rate of 0.001 in the 90:10 data
s‘tﬁ.t’t scenario with data augmentation, which resulted in an accuracy of 99.21%. The best model
WA then implemented in a web-based classification system using the Flask framework.

Kgywords: Data Augmentation, Deep Neural Network, Image Classification, Corn Leaf Disease
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BAB 1
PENDAHULUAN

Latar Belakang

Tanaman jagung merupakan salah satu komoditas pertanian utama yang

1dioeH @

niémiliki nilai strategis bagi ketahanan pangan global (Mishra, Sachan, dan Raj-
pgl, 2020). Jagung dimanfaatkan tidak hanya sebagai bahan pangan pokok, tetapi
jbfg'a sebagai bahan baku pakan ternak serta industri bioenergi (Malik dkk., 2024;
Mazumder, Khan, dan Mohi Uddin, 2023). Produktivitas jagung menjadi indikator
pénting dalam menunjang ekonomi masyarakat petani, khususnya di negara-negara
agaris (Balafas, Karantoumanis, Louta, dan Ploskas, 2023; Tasfe, Nivrito, Al Ma-
cﬁot, Ullah, dan Ullah, 2024). Penyakit daun adalah salah satu masalah yang sangat
n%mpengaruhi pertanian dan bisa menyebabkan 35% hasil pertanian hilang (Alj,
Youssef, Abdelal, dan Raja, 2024). Di Amerika Serikat, sebagai salah satu produsen
jgl:gung terbesar di dunia, kerusakan akibat penyakit daun jagung dilaporkan menye-
babkan kerugian sangat tinggi. Sebuah studi yang dilakukan oleh Mueller, Robert-
son, dan tim Corn Disease Working Group (CDWG) mencatat bahwa penyakit daun
jagung seperti Northern Leaf Blight dan Gray Leaf Spot dapat menyebabkan keru-
gian ekonomi hingga sekitar US$1,11 miliar per tahun (Jiang, Chen, Useya, Cao,
dan Lu, 2022; Mueller dkk., 2020).

Di beberapa negara, termasuk Indonesia, jagung menempati posisi sebagai
kebutuhan pokok kedua setelah padi (Putra, Rusbandi, dan Alamsyah, 2022). Pada
tzihun 2023, produksi jagung di Indonesia mencapai 14,46 juta ton, hampir setara
da_:ngan kebutuhan domestik 16,44 juta ton, sehingga menjadi komoditas penting
bggi pangan nasional (Chitraningrum dkk., 2024). Menurut data resmi Badan Pusat
S%tistik (BPS), Jawa Timur merupakan provinsi dengan produksi jagung tertinggi
dglndonesia (BPS, 2024). Produktivitas tersebut terancam oleh penyakit daun. Ter-
dil;)at tiga jenis penyakit utama yang sering menyerang tanaman jagung di Indone-
sfé‘, yaitu bulai daun, karat daun, dan bercak daun (Hobi, 2024). Bercak daun dapat
m:énurunkan hasil panen hingga 70 100% (Chitraningrum dkk., 2024). Karat daun
t&catat menyerang hingga 81% di kondisi lembap (Sopialena, Suyadi, dan Noor,
2822). Bulai daun masih menjadi ancaman utama di berbagai daerah (Resti dkk.,
2@2). Ketiga penyakit ini menyerang bagian fotosintetik dan dapat menyebabkan
kélilangan hasil hingga 100% apabila tidak ditangani secara tepat (Ahmad, Gamal,
c@n Saraswat, 2023).

Populasi dunia diperkirakan akan melebihi 9 miliar dalam seperempat abad

NETY WIISEY JIIE:
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(Sachin Patil dan Kannan, 2024). Sehingga proyeksi dan analisis memperkirakan
b@wa 70% produksi jagung akan diperlukan pada tahun 2050 (M. M. Islam dkk.,
2§23; M. T. Islam dkk., 2024). Selain kerugian ekonomi, serangan penyakit daun ja-
gﬁng ini juga menimbulkan masalah sosial, khususnya bagi petani kecil yang sangat
bergantung pada hasil panen jagung sebagai sumber pendapatan utama. Identifikasi
dan penanganan dini terhadap serangan penyakit daun jagung diperlukan untuk
nﬁ:minimalkan kerugian (Manjula, Spoorthi, Yashaswini, dan Sharma, 2022; Ni-
gi_a?, Muhammad Faisal, Umer, Oki, dan Manappattukunnel Lukose, 2024). Dalam
praktiknya, identifikasi penyakit secara manual oleh petani sering kali tidak akurat
kérena bergantung pada pengalaman pribadi, sehingga rawan salah diagnosis dan
lzgjnbat dalam penanganan (Rahaman, Umer, Azharuddin, dan Hassan, 2025).

> Meskipun fasilitas diagnostik laboratorium telah tersedia di UPT Perlindun-
g%l Tanaman Pangan dan Hortikultura Provinsi Riau, metode laboratorium memi-
liki keterbatasan dari sisi waktu, kapasitas sampel yang dianalisis, serta kebutuhan
té:rlaga ahli. Dalam konteks wabah penyakit yang menyebar cepat, penundaan diag-
nosis dapat meningkatkan risiko kehilangan hasil. Karena itu, diperlukan teknologi
pendukung diagnosis dini berbasis deep learning yang mampu melakukan klasi-
fikasi cepat melalui citra daun sebagai identifikasi awal yang lebih efisien. Pen-
dekatan ini tidak dimaksudkan menggantikan diagnosis laboratorium, tetapi men-
jadi lapisan awal deteksi untuk mempercepat respons sehingga manfaatnya dapat
dirasakan langsung oleh petani dan lembaga pengendali penyakit tanaman (Lampi-
ran C, Lampiran D, dan Lampiran E).

o Pendekatan berbasis Deep Learning mampu mendeteksi penyakit tanaman
sé:cara otomatis melalui citra digital (Sajitha, Diana Andrushia, Anand, Naser, dan
Lleloy, 2024). Salah satu jenis Deep Learning yang populer adalah Deep Neu-
r% Network (DNN). DNN mampu mengekstraksi fitur kompleks dari gambar de-
n%an representasi hierarkis yang baik dibanding metode konvensional (Mishra dkk.,
2020). Algoritma ini memanfaatkan struktur jaringan yang terdiri dari banyak
lzﬁiisan tersembunyi (hidden layers), yang masing-masing mampu mengolah dan
n%nyaring informasi dari citra tanaman, sehingga sistem dapat belajar membedakan
aﬁfara daun yang sehat dan yang terinfeksi (Tasfe dkk., 2024). ResNet-50 dengan
niekanisme skip connection nya menjaga stabilitas pelatihan model, sedangkan
lignseNet169 dengan konektivitas padat antar-layer mampu memperkuat propagasi
ﬁ':"é_'ur dan meningkatkan akurasi klasifikasi citra tanaman (Abraham, Palanisamy, dan
Vigerapu, 2025; Nishad, Mitu, dan Jahan, 2022).
= Penelitian terkait klasifikasi citra penyakit daun dengan pendekatan Deep
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Learning telah banyak dilakukan untuk meningkatkan akurasi deteksi secara otoma-
ti&) Penelitian yang dilakukan oleh Mustakim dan kawan-kawan (2024) dalam
ngxgndeteksi citra penyakit daun jagung menunjukkan bahwa model Convolutional
]\Z%_ural Network (CNN) ResNet-50 dengan Optimizer Nadam mencapai akurasi
94,36% (Mustakim dkk., 2024). Penelitian oleh Didit Iswantoro dan Dewi Han-
d%ani (2022) tentang klasifikasi penyakit daun jagung menggunakan CNN men-
capai akurasi training sebesar 97,5% dan akurasi pengujian pada data baru sebe-
saf 94% (Iswantoro dan Handayani UN, 2022). Penelitian oleh Ahmad Aa-
nts dan kawan-kawan (2023) membandingkan algoritma DNN untuk klasifikasi
palyakit daun jagung, di mana arsitektur DenseNet169 meraih akurasi tertinggi
sgin)esar 81,60% (Ahmad dkk., 2023). Penelitian oleh Md. Manowarul Islam dan
k;wan—kawan (2023) dengan algoritma DNN dan Optimizer Adam untuk klasi-
ﬁ%si penyakit daun jagung mencapai akurasi sebesar 96,96% (M. M. Islam dkk.,
2023). Penelitian oleh Patayon dan Crisostomo (2022), arsitektur DenseNet-169
dgngan Optimizer RMSProp mencapai akurasi dan presisi tertinggi sebesar 98%
untuk identifikasi penyakit daun kacang tanah (Patayon dan Crisostomo, 2022).
Hasil penelitian Artika dan Wikky Fawwaz Al Maki (2025), arsitektur ResNet50
dengan RMSprop menghasilkan akurasi tertinggi sebesar 95%, sedangkan Adamax
mencapai 89%, dan SGD 77% (Artika dan Maki, 2025).

Pendekatan DNN telah banyak digunakan untuk klasifikasi penyakit tana-
man termasuk jagung, tetapi sebagian besar penelitian sebelumnya terbatas hanya
menggunakan satu arsitektur dan belum menganalisis variasi Optimizer, Learning
Rgte, serta augmentasi data dalam meningkatkan performa model. Penelitian ini
m:engusulkan pemodelan menggunakan dua arsitektur, ResNet50 dan DenseNet169,
dgl;lgan lima Optimizer dan lima variasi Learning Rate yang dipadukan dengan aug-
m%ntasi data untuk meningkatkan akurasi dan kemampuan generalisasi. Dengan
pgndekatan ini, penelitian diharapkan menghasilkan model klasifikasi penyakit

datin jagung yang lebih efisien untuk mendukung deteksi dini.

1;‘& Perumusan Masalah

s Berdasarkan permasalahan yang telah dijelaskan pada latar belakang, maka
te . . A AW S .
dapat dirumuskan suatu perumusan masalah pada penelitian ini yaitu bagaimana
p&erapan algoritma Deep Neural Network (DNN) berbasis arsitektur ResNet-50
dan DenseNet169 dengan beberapa Optimizer, variasi Learning Rate, serta teknik

aﬁgmentasi data dalam mengklasifikasikan citra penyakit daun jagung.
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1.3 Batasan Masalah

®

Untuk memastikan penelitian ini tetap fokus dan sejalan dengan sasaran

y%ng ingin dicapai, maka ditetapkan beberapa ruang lingkup permasalahan seba-

g(%;_i berikut:

ol

™~
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Studi kasus penelitian ini adalah penyakit daun jagung yang terdapat
di wilayah kerja UPT Perlindungan Tanaman Pangan dan Hortikultura
Provinsi Riau (JI. Hangtuah, Sail, Kota Pekanbaru, Riau 2813) (Lampiran
A, Lampiran B).

Dataset yang digunakan berasal dari repositori Github publik milik
Ibnu Jakaria https://github.com/ibnujakaria/deteksi-penyakit-jagung dan su-
dah pernah digunakan sebelumnya dalam penelitian oleh Aditya Rezky
Pratama https://ieeexplore.ieee.org/document/10836354/ serta dilengkapi
dengan data tambahan yang diperoleh langsung dari lapangan sebagai data
testing.

Kategori klasifikasi terbatas pada empat kelas, yaitu bercak daun, bulai
daun, karat daun, dan healthy.

Model klasifikasi dibangun menggunakan algoritma DNN dengan arsitek-
tur ResNet-50 dan DenseNet169, serta menggunakan beberapa Optimizer
seperti Adam, Nadam, SGD, RMSprop dan Adamax.

Proses pelatihan model menggunakan metode Hold-Out dengan rasio data
80:20 dan 90:10. Augmentasi citra diterapkan meliputi rotasi hingga 60°,
shear 25%, zoom 30%, pergeseran horizontal dan vertikal 10%, serta hori-
zontal flip dengan nearest interpolation untuk menjaga karakter visual daun.
Evaluasi kinerja model dilakukan terhadap data pengujian (festing set)
menggunakan Confusion Matrix dan metrik akurasi yang terdiri dari Ac-
curacy, Precision, Recall, F1-Score, serta ROC Curve.

Implementasi dan pelatihan model dilakukan menggunakan bahasa pemro-
graman Python dengan Google Colab.

Tahap deployment berbasis web menggunakan framework Flask untuk
menerima citra dan menampilkan hasil prediksi empat kelas penyakit.

Tujuan

Adapun tujuan yang ingin dicapai melalui pelaksanaan penelitian ini adalah

agai berikut:

Menganalisis dan membandingkan performa dua arsitektur DNN yaitu

ResNet-50 dan DenseNet169 dalam klasifikasi citra penyakit daun jagung


https://github.com/ibnujakaria/deteksi-penyakit-jagung
https://ieeexplore.ieee.org/document/10836354/
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dengan penerapan augmentasi data.

>

Menemukan konfigurasi terbaik dari pemodelan DNN untuk klasifikasi
penyakit daun jagung melalui penerapan variasi Optimizer, Learning Rate,
dan skenario pembagian data (80:20 dan 90:10) guna memperoleh akurasi

klasifikasi citra penyakit daun jagung yang optimal.

(98]

Menerapkan model DNN terbaik dalam bentuk deployment sederhana
berbasis Flask untuk melakukan klasifikasi citra penyakit daun jagung dan
menampilkan hasil prediksi serta nilai akurasi.

Manfaat
Adapun manfaat dari penelitian ini adalah:

—

Memberikan gambaran performa arsitektur ResNet-50 dan DenseNet169
dalam klasifikasi multikelas penyakit daun jagung berbasis citra digital

melalui berbagai konfigurasi pelatihan model.

nely eysns Nin A!iw eydio ey @

™

Menjadi referensi dalam pengembangan model klasifikasi penyakit tanaman
yang lebih akurat melalui analisis pengaruh Optimizer, Learning Rate, pem-
bagian data, dan augmentasi citra terhadap kinerja model DNN.

3. Mendukung instansi teknis pertanian, seperti UPT Perlindungan Tanaman
Pangan dan Hortikultura Provinsi Riau, dengan menyediakan informasi

awal berbasis citra digital sebagai alat bantu identifikasi penyakit daun ja-

gung.
1.6 Sistematika Penulisan

o Sistematika penulisan laporan adalah sebagai berikut:

&  BAB 1. PENDAHULUAN

:.;. Pada bab ini akan dijelaskan mengenai gambaran umum tugas akhir yang

nfeliputi latar belakang masalah, rumusan masalah, batasan masalah, tujuan peneli-
tiﬁn, serta manfaat yang diperoleh dari penelitian ini.

€ BAB 2. LANDASAN TEORI

5' Bab ini menyajikan teori-teori yang digunakan dalam penelitian, yang diper-

m . . . . .
ofeh dari jurnal, e-book serta referensi lain yang relevan sesuai dengan aturan

p%i'lulisan tugas akhir.
S.  BAB 3. METODOLOGI PENELITIAN
E’ Pada bab ini akan dijelaskan alur dari penelitian yang digunakan serta penje-

I

la.;s'fan mendalam mengenai metodologi penerapan algoritma Deep Neural Network
(PNN) dalam penelitian ini.
e

NeIy wisey| jue
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BAB 2
- LANDASAN TEORI
ui}
2;1 Penyakit Daun Jagung
=  Jagung sebagai tanaman pangan utama sangat rentan terhadap serangan

pényakit yang memiliki gejala visual pada daun, seperti bercak, warna yang memu-
dgr, atau jaringan mati (Gookyi dkk., 2024). Penyakit daun jagung merupakan
gi_ilgguan yang disebabkan oleh mikroorganisme patogen seperti jamur, bakteri,
atau virus. Gangguan ini secara langsung berdampak pada pertumbuhan dan hasil
pamen, serta menurunkan kualitas dan kuantitas produksi.

{f:n Menurut Ahmad et al. (2023), penyakit daun jagung seperti Northern Leaf
B%ght (NLB) dan Gray Leaf Spot (GLS) dapat menyebabkan kehilangan hasil panen
h;;}gga 15%, menjadikan deteksi dini sebagai langkah krusial dalam sistem mana-
jemen penyakit yang efektif (Ahmad dkk., 2023). Penyakit daun jagung seperti
B‘iight, Common Rust, dan Gray Leaf Spot merupakan jenis yang umum ditemui
dan dapat dikenali melalui citra daun berdasarkan pola dan bentuk kerusakan.

2.2 Leaf Spot (Bercak Daun)

Penyakit ini umumnya disebabkan oleh jamur seperti Helminthosporium
maydis, Bipolaris maydis, atau Cercospora zeae-maydis (Bachhal dkk., 2024).
Infeksi Leaf Spot berdampak serius pada proses fotosintesis karena area hijau
daun berkurang akibat nekrosis, sehingga menurunkan kemampuan tanaman dalam

menyerap energi cahaya dan pada akhirnya berpotensi mengurangi hasil panen
(Yang dkk., 2023).
=

22.1 Faktor Lingkungan yang Mempengaruhi
w

Munculnya bercak daun sangat dipengaruhi oleh kondisi lingkungan,

tetutama kelembapan yang tinggi, drainase tanah yang buruk, dan curah hujan yang

28

neningkat. Lingkungan yang lembap mempercepat perkecambahan spora, sedan-
ggan percikan air dan angin membantu penyebaran patogen. Faktor-faktor ini mem-
b&at penyakit berkembang lebih cepat dan menyebabkan bercak menyebar luas pada

p&mukaan daun.

Ciri-Ciri Visual Bercak Daun

Adapun ciri-ciri visual bercak daun sebagai berikut:

%)
B}[NGJO
¥}

Bercak kecil berbentuk bulat atau oval pada permukaan daun.

nery wisey] juaeAg u
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Bercak tersebut meluas menjadi lesi nekrotik berwarna kecokelatan hingga
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keabu-abuan.
@3, Tepi bercak lebih gelap dibanding bagian dalam.

54. Jumlah bercak biasanya banyak dan tersebar.
=
202.3 Karakteristik Visual untuk Klasifikasi Citra
=

£ Dalam klasifikasi citra, bercak daun dikenali melalui bercak oval dengan
tepi yang lebih gelap daripada bagian tengah. Lesinya berwarna kecokelatan atau
keabu-abuan, teksturnya tampak kering, dan ukurannya bervariasi. Bercak muncul
dgam jumlah banyak dan tersebar di seluruh daun. Kontras warna, bentuk bercak,
serta pola penyebarannya menjadi ciri visual utama untuk membedakan penyakit

b dari kelas lain. Gambar 2.1 menyajikan tampilan visual penyakit bercak pada

c
daun jagung.
=
©
=
o
=
Gambar 2.1. Penyakit Leaf Spot (Bercak Daun)
o (Sayyid, 2024)
5
224 Cara Penanganan Bercak Daun
:1--;-1. Pergiliran tanaman dilakukan dengan tanaman bukan inang untuk memutus
E. siklus hidup patogen penyebab bercak daun.
E:2. Pengaturan jarak tanam perlu dilakukan agar sirkulasi udara baik dan kelem-
E- baban di sekitar tanaman tidak terlalu tinggi.
©3. Pengendalian preventif dapat dilakukan dengan penyemprotan fungisida
wn
E pada fase awal pertumbuhan tanaman.
o
2% Northern Corn Leaf Blight (Bulai Daun)
=

£, Northern Corn Leaf Blight (NCLB) merupakan penyakit daun jagung
yang disebabkan oleh jamur Exserohilum turcicum (sebelumnya dikenal sebagai
@lminthosporium turcicum) (Bachhal dkk., 2024). Infeksi yang parah oleh bulai

dEL.m dapat menyebabkan pengeringan bahkan kematian daun karena terhambat-

nery wisey j
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nya proses fotosintesis. Penyakit ini menyebar melalui spora yang terbawa angin
midupun hujan, sehingga penyebarannya sangat cepat pada kondisi lingkungan yang
lg%ilbap (Ariska, Sari, dan Rachmawanto, 2024). Jika tidak dikendalikan, NCLB
bgrpotensi menurunkan hasil panen secara signifikan, berkisar antara 30% hingga
76% tergantung tingkat keparahan serangan (Wahyuningrum, Erfian, Kusuman-
1ﬁgs1h dan Tjahyaningtijas, 2025).

2:3_.1 Faktor Lingkungan yang Mempengaruhi
; Perkembangan bulai daun sangat dipengaruhi kelembapan tinggi, suhu
hangat, serta kondisi lahan yang teduh. Spora patogen dapat berkembang opti-
mal pada suhu 18-27°C, terutama setelah hujan atau embun. Penyakit ini menye-
bgr lebih cepat pada lahan dengan sirkulasi udara buruk, sehingga populasi spora
m:;ningkat dan mempercepat munculnya lesi. Tanah dengan drainase buruk cen-
d&ung mempertahankan kelembapan tinggi di sekitar tanaman, sehingga mencip-
t;i(an lingkungan yang ideal bagi patogen untuk bertahan dan menginfeksi. Pola
tanam yang terlalu rapat juga dapat meningkatkan intensitas serangan karena meng-

hambat penetrasi cahaya matahari.

2.3.2 Ciri-Ciri Visual Bulai Daun

Ciri-ciri visual dari bulai daun sebagai berikut:

1. Bercak lonjong atau elips memanjang hingga +15 cm pada permukaan daun.
2. Berwarna kuning kecokelatan hingga abu-abu.
3. Bentuk khas yang sering digambarkan menyerupai luka bakar cerutu.

E4. Pola lesi cenderung searah dengan tulang daun.

=

23.3 Karakteristik Visual untuk Klasifikasi Citra
@ Dalam klasifikasi citra, bulai daun memiliki pola lesi memanjang yang sa-
=51

ngat khas, dengan warna yang memudar di bagian tengah dan tepi yang lebih gelap.
B’éntuk cerutu yang simetris serta orientasi lesi mengikuti arah tulang daun menjadi
ﬁ:tur visual penting. Lesinya berukuran besar dengan tekstur kering dan memanjang,
éungga dapat dibedakan dari penyakit lain yang cenderung memiliki bercak kecil
atau pustula. Penyakit ini umumnya menyerang tanaman pada fase awal pertum-
Bﬁhan dan dapat menyebabkan klorosis menyeluruh hingga pertumbuhan tanaman
nignjadi kerdil. Serangan yang parah berpotensi menurunkan hasil panen secara
sfgniﬁkan karena gangguan pada proses fotosintesis dan perkembangan tongkol.
Gambar 2.2 menyajikan tampilan daun jagung yang terinfeksi penyakit Northern
Corn Leaf Blight.
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g
G . .
= Gambar 2.2. Penyakit Northern Corn Leaf Blight (Bulai Daun)
o (Ahadian dkk., 2024)
| o=t
w
25?.4 Cara Penanganan Bulai Daun
—pl. Penanaman jagung dilakukan menjelang atau pada awal musim penghujan
o untuk mengurangi risiko serangan penyakit bulai.
=
2. Pengendalian dilakukan melalui pengaturan pola tanam, pergiliran tanaman,

serta penggunaan varietas jagung tahan bulai seperti Bima-1, Bima-3, Bima-
9, Bima-14, Bima-15, Lagaligo, dan Lamuru.

3. Rotasi tanaman dengan jenis tanaman non-serealia diterapkan untuk memu-
tus ketersediaan inokulum patogen bulai.

4. Sanitasi lingkungan pertanaman dilakukan dengan membersihkan gulma

dan rumput yang berpotensi menjadi inang penyakit.

5. Tanaman yang terserang dicabut dan dimusnahkan untuk mencegah penye-
y  baran penyakit ke tanaman sehat.
2 6. Perlakuan benih dengan fungisida berbahan belerang atau tembaga di-
; lakukan untuk mencegah infeksi patogen yang terbawa benih.
&
24 Common Rust (Karat Daun)
':_: Common Rust pada jagung disebabkan oleh jamur Puccinia sorghi, yang

nienimbulkan pustula kecil berwarna jingga, kuning hingga cokelat kemerahan
(éayyid, 2024). Pustula ini berisi spora berwarna gelap yang mudah terbawa angin,
saiingga penyebarannya berlangsung cepat terutama pada lahan dengan kelemba-
[;gn tinggi. Meskipun jarang menyebabkan kematian tanaman secara langsung, in-
fa;si berat dapat menurunkan aktivitas fotosintesis, memperlambat pertumbuhan,
d;;n mengurangi kualitas biji jagung. Kerugian hasil panen yang ditimbulkan dapat
n%ncapai sekitar 30%, sehingga penyakit ini menjadi salah satu ancaman serius di
W;lﬁayah tropis penghasil jagung (Pratama dan Pristyanto, 2023).
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24.1 Faktor Lingkungan yang Mempengaruhi

® Karat daun berkembang pesat pada lingkungan yang lembap dengan suhu
1:§F—23°C. Kondisi daun yang basah akibat hujan atau embun meningkatkan infeksi
kﬁena spora lebih mudah melekat pada permukaan daun. Angin berperan besar

dalam membawa spora ke tanaman lain sehingga memperluas area infeksi.

2‘;.2 Ciri-Ciri Visual Karat Daun

= Adapun ciri-ciri visual karat daun sebagai berikut:

gl. Pustula berbentuk bulat atau oval.

—2. Berwarna jingga, kuning, hingga cokelat kemerahan pada permukaan atas
w maupun bawah daun.

5;3. Teksturnya tampak seperti bubuk menempel di permukaan daun.

2;!.3 Karakteristik Visual untuk Klasifikasi Citra

m  Pustula karat daun memiliki tekstur berbutir menyerupai serbuk, dengan

wcarna jingga terang hingga kecokelatan yang kontras dengan hijau daun. Ukuran-
nya kecil namun sering muncul dalam kelompok. Pola distribusi yang bergerom-
bol, tekstur tepung, dan warna mencolok menjadi ciri utama yang dapat dikenali
oleh model DNN dalam proses klasifikasi. Bercak pustula berwarna jingga hingga
kecokelatan akibat infeksi jamur Puccinia sorghi ditampilkan pada Gambar 2.3.

Gambar 2.3. Penyakit Common Rust (Karat Daun)
(Bachhal dkk., 2024)

uej[ng Jgﬂnsmngun JIWE[S] 2}B1S

0

=

Cara Penanganan Karat Daun

(S

Kelembaban lingkungan dikendalikan melalui pengaturan jarak tanam dan
kondisi lahan yang baik.

Penanaman varietas jagung yang tahan terhadap penyakit karat daun dian-
jurkan sebagai langkah pencegahan.
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3. Sanitasi kebun dilakukan dengan membersihkan sisa tanaman dan gulma
© yang menjadi sumber patogen.
;I, 4. Daun yang terserang penyakit dipangkas dan dimusnahkan untuk mengu-
Z rangi sumber infeksi.
w— 5. Pengendalian kimia dilakukan dengan penyemprotan fungisida sesuai anju-
o ran apabila serangan meningkat.
3

2.5 Healthy (Daun Sehat)

Healthy atau daun sehat pada jagung ditandai dengan permukaan daun

n

bérwarna hijau segar tanpa adanya gejala penyakit seperti bercak, pustula, ataupun
lesi dan tekstur daun tampak halus (Ahadian dkk., 2024). Kondisi ini memung-
k@iﬁnkan daun berfungsi optimal dalam proses fotosintesis, sehingga mendukung
pgrtumbuhan tanaman, memperkuat ketahanan terhadap stres lingkungan, dan

nﬁningkatkan produktivitas hasil panen.
ol

2(.:5.1 Faktor Lingkungan yang Mempengaruhi

Daun sehat umumnya ditemukan pada tanaman yang ditanam pada kondisi
dengan keseimbangan nutrisi, sinar matahari cukup, drainase baik, serta lingkungan
yang tidak mendukung perkembangan patogen (tidak terlalu lembap). Sirkulasi

udara yang baik juga mengurangi risiko infeksi jamur.

2.5.2 Ciri-Ciri Visual Daun Sehat

Adapun ciri-ciri visual dari daun sehat sebagai berikut:

1.  Warna hijau merata tanpa perubahan warna.
52. Permukaan daun halus dan bebas bercak, pustula, atau lesi.
= 3. Tekstur konsisten dengan pola tulang daun yang jelas.
:: Tidak terdapat area nekrosis atau tepi yang menghitam.
2%.3 Karakteristik Visual untuk Klasifikasi Citra
€ Pada citra digital, daun sehat memiliki warna hijau merata dengan intensi-

t%‘ yang konsisten. Permukaan daun tampak halus, tanpa gangguan berupa bercak,
pEstula, atau lesi. Tekstur seragam, pola tulang daun terlihat jelas, dan tidak terda-
p%f area perubahan warna. Fitur-fitur ini menjadi indikator utama yang digunakan
niadel DNN untuk membedakan daun sehat dari daun yang terinfeksi penyakit.
'Cgmbar 2.4 menunjukkan contoh daun jagung pada kondisi sehat tanpa gejala
pgnyaklt.

nery wisey] jueig
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Gambar 2.4. Daun Jagung Healthy (Daun Sehat)
(Chitraningrum dkk., 2024)

Data Mining

¥ eXsng NN AIw eldiojeH ©

Data Mining merupakan proses yang mengekstrak pola dan informasi
berharga dari kumpulan data yang sangat besar, yang seringkali memiliki berba-
g%i format dan dimensi. Proses ini memberikan pemahaman yang lebih mendalam
tentang perkembangan teknologi dan pengambilan keputusan (Yao, Luo, Yang,
Yuan, dan He, 2025). Teknik ini menghubungkan data mentah dengan pengetahuan
yang dapat digunakan melalui proses seperti pengumpulan data, pembersihan data,
pemilihan fitur, dan penerapan algoritma analitis (Wang dkk., 2025).

Bidang kecerdasan buatan telah menemukan Data Mining, yang me-
manfaatkan metode pembelajaran mesin dan pembelajaran mendalam untuk
meningkatkan akurasi identifikasi, klasifikasi, dan prediksi data kompleks seperti
gambar dan data berurutan (Yuan dan Hu, 2025). Karena mampu menggunakan
agoritma untuk mengelompokkan, mengenali, dan mengkategorikan banyak data,
Data M. ining juga dianggap sebagai teknologi penting dalam sistem pemrosesan dan
kl;ﬁsiﬁkasi gambar (Kusuma, Rubianto, Rosnelly, Hartono, dan Hayadi, 2023).

2_""7 Deep Learning

E; Deep Learning adalah cabang dari kecerdasan buatan yang menggunakan
jﬁ‘ingan saraf tiruan berlapis-lapis (Deep Neural Network) untuk mempelajari rep-
r%entasi data secara otomatis dari data mentah (Sun, Di, Fang, dan Burgess, 2020;
Tgsfe dkk., 2024). Pendekatan ini memungkinkan sistem untuk mengekstrak fitur
k&npleks tanpa proses ekstraksi manual, sehingga sangat efektif dalam mengolah
df&_ta dalam jumlah besar dan bervariasi. Deep Learning bekerja dengan membangun
réi)resentasi hierarkis dari data melalui beberapa lapisan transformasi non-linear,
y%znng mampu menangkap hubungan non-linier dan pola mendalam di dalam data
(M. M. Islam dkk., 2023).

13
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Deep Learning dirancang untuk melakukan pembelajaran end-to-end, di
midna sistem dapat secara langsung mempelajari input hingga output secara otoma-
ti{%: tanpa campur tangan manusia dalam tahap desain fitur (Ahmad dkk., 2023).
Iglebihan utama dari Deep Learning terletak pada kemampuannya dalam memban-
gun model prediktif yang kuat dari data besar dengan tingkat akurasi yang tinggi,
s'éri':[a ketahanannya terhadap variasi data dan kondisi lingkungan yang berbeda (Ali

dkk., 2024).

2? Deep Neural Network (DNN)

—  Deep Neural Network (DNN), yang merupakan evolusi dari jaringan saraf
tirtman, memiliki struktur berlapis yang memungkinkan mereka untuk mengekstrak
rgpresentasi fitur hierarkis dari data yang sangat besar dan kompleks (Sun dkk.,
2320). Sistem saraf biologis menginspirasi pengembangan Deep Neural Network
(BNN), karena setiap lapisan jaringan belajar pola mulai dari fitur sederhana dan
sgjcara bertahap beralih ke abstraksi yang lebih kompleks. Karena itu, DNN mampu
menghasilkan hasil yang sangat akurat untuk tugas klasifikasi dan prediksi (Sun
dkk., 2020). DNN baik mendeteksi gejala penyakit tanaman pada daun dan buah
daripada metode pembelajaran mesin tradisional karena dengan pembelajaran end-
to-end tanpa memerlukan pengolahan fitur secara manual (Sajitha dkk., 2024). Al-
goritma DNN menangkap hubungan non-linier dan variasi dalam ukuran, penca-
hayaan, dan warna pada gambar dengan menggunakan lapisan konvolusi dan ar-
sitektur turunan seperti DenseNet dan ResNet (M. M. Islam dkk., 2023). Struktur
dari algoritma Deep Neural Network (DNN) dapat dilihat pada Gambar 2.5.

Deep neural network
Input layer Multiple hidden layers Output layer

O—0O O O
Gambar 2.5. Struktur Deep Neural Network (DNN)
(Ramesh dan Vydeki, 2020)
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2.9 Architecture

© Arsitektur yang digunakan dalam penelitian ini dirancang untuk men-
dgkung pemodelan Deep Neural Network (DNN) dalam melakukan klasifikasi citra
pgrnyakit daun jagung secara efektif. Berikut arsitektur yang digunakan dalam

penelitian ini.
—

2;.1 ResNet-50 Architecture

= ResNet50 adalah salah satu arsitektur jaringan saraf konvolusional dalam
kguarga Jaringan Residual (ResNet) yang dirancang untuk mengatasi masalah gra-
dien yang menghilang dan degradasi dalam jaringan yang sangat dalam (Ahmad
dick., 2023). Arsitektur ini terdiri dari 50 lapisan yang mencakup 48 lapisan konvo-
hzu:si, satu lapisan max pooling, dan satu lapisan average pooling, dengan karakter-
igk utama berupa skip connections atau residual connections yang memungkinkan
alitan gradien melewati beberapa lapisan tanpa mengalami degradasi (Kwatra dkk.,
2825; Mustakim dkk., 2024).

ResNet50 unggul karena menggunakan pemetaan residual untuk mem-
pel/ajari perbedaan antara input dan output, menjadikan pelatihannya lebih stabil
pada arsitektur yang kompleks (Wan dkk., 2024). Pendekatan ini meningkatkan
akurasi klasifikasi gambar karena mampu mencegah hilangnya informasi yang ser-
ing terjadi pada jaringan CNN yang lebih dalam (Deshpande, Estrela, dan Patavard-
han, 2021). ResNet50 banyak digunakan dalam klasifikasi citra (kesehatan dan
pertanian) karena fleksibilitas dan kemampuan generalisasinya yang luar biasa
(Chowdhury dan Das, 2025; Wan dkk., 2024). Gambar 2.6 menunjukkan struk-
tuf dari arsitektur ResNet50 dengan skip connections.

ResNet50 Model Architecture

o
|npu’[ % ﬁ ¥ ﬁ X f) ¥ ﬁ ¥ 3 g’ OUtpUt
CARE Ol Olo Sl oo o =
0|2 m(8| m|8| m|e| m|8 o £lo
Lo 5 |0 s (@ s 0[] (@ m-gl.l.
=
o © slal|s/a| §lal(sa |z8
E’ 0 0 0 0 L

e e

Stage 1 Stage2  Stage3 Staged Stages

Gambar 2.6. Lapisan Arsitektur ResNet-50
(Bachhal dkk., 2024; Chakrabarty, Ahmed, Islam, Aziz, dan Maidin, 2024)
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2.9.2 DenseNetl169 Architecture

@ Arsitektur DenseNet169 (Densely Connected Convolutional Network)
rgxgrupakan pengembangan dari CNN yang menggunakan konsep dense connec-
tzgity, di mana setiap lapisan menerima masukan dari seluruh lapisan sebelumnya
dan menyalurkan keluarannya ke semua lapisan berikutnya (Abraham dkk., 2025).
ﬁbkanisme ini memungkinkan transfer informasi dan gradien berjalan lebih efisien,
s%lingga dapat mengatasi masalah vanishing gradient dan meningkatkan peman-
faatan fitur (Ahmad dkk., 2023). DenseNet169 terdiri atas 169 lapisan yang ter-
sfisun dalam beberapa dense block dan transition layer. Setiap dense block meng-
g%ungkan fitur menggunakan operasi concatenation, bukan summation, sehingga
model dapat mempertahankan informasi spasial secara lebih baik dan mengurangi
j;'nlah parameter yang harus dilatih (Katreddi, Midatani, Roy, Velpuri, dan Kasani,
23;5). DenseNet169 sering digunakan dengan bobot pre-trained dari ImageNet
untuk mempercepat proses pelatihan dan meningkatkan akurasi melalui transfer
l:e:arning (Abraham dkk., 2025). Arsitektur ini terbukti efektif dalam berbagai tugas
klasifikasi citra, termasuk pengenalan penyakit tanaman, karena kemampuannya
mengenali pola visual yang kompleks dengan efisiensi tinggi (Ahmad dkk., 2023).
Visualisasi dari architecture DenseNet169 dapat dilihat pada Gambar 2.7.

Gambar 2.7. Lapisan Arsitektur ResNet-50
(Ariska dkk., 2024)

[\

1S JOAJISIIATU() JTWER[S] 2)B)S

0 Augmentation Data

Augmentation Data adalah teknik pra-pemrosesan untuk memperluas dan
memperkaya dataset pelatihan dengan melakukan transformasi pada data yang su-
dah ada, tanpa perlu menambah data baru secara manual (Mustakim dkk., 2024).
l\iﬁ:tode augmentasi data, seperti rotation, flip, cropping, perubahan skala, penam-
bgﬁhan noise, hingga pemanfaatan Generative Adversarial Networks (GAN), digu-
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nakan untuk memperkaya variasi data agar model lebih mampu mengenali pola
d@gan baik (Ali dkk., 2024). Data augmentation penting untuk mengatasi ketidak-
sgI;mbangan jumlah data antar kelas yang dapat menimbulkan bias dalam pelatihan
model (Tasfe dkk., 2024).

© Melalui data augmentation, model Deep Learning menjadi lebih tangguh
dgn tidak mudah mengalami overfitting (Rahaman dkk., 2025). Data augmentation
n%mpercepat adaptasi model pada kondisi lingkungan yang bervariasi seperti ik-
lim, cahaya, dan latar belakang sehingga model lebih siap untuk aplikasi nyata di
pE_%tanian cerdas (Ahmad dkk., 2023; Venkataramana, Suresh Kumar, Suganthi, dan
R?ijeswari, 2022). Data augmentation merupakan strategi penting dalam pengem-
b{énngan model Deep Learning karena dapat meningkatkan akurasi, mengurangi bias,
d:aj'n memperkuat generalisasi (Joshi dkk., 2025).

211 Optimizer

ﬂcj Optimizer merupakan metode yang digunakan untuk memperbarui bobot
jaringan berdasarkan gradien kehilangan untuk meningkatkan akurasi model dan
mengurangi kesalahan (Mustakim dkk., 2024). Akurasi model dan kecepatan kon-
vergensi sangat dipengaruhi oleh pemilihan Optimizer yang tepat (M Sowmiya,
2023). Metode optimasi juga terkait dengan tuning hyperparameter, seperti Learn-
ing Rate, batch size, dan jumlah layer, untuk memperoleh kombinasi terbaik yang
meningkatkan akurasi dan menurunkan error model (Joshi dkk., 2025). Dengan
demikian, Optimizer berperan mempercepat proses pembelajaran sekaligus mem-
bantu jaringan saraf mencapai kinerja optimal dalam klasifikasi dan prediksi.

i Berikut beberapa Optimizer yang akan digunakan dalam penelitian ini.
=
241.1 Adam Optimizer
w
& Secara prinsip, Adam menggabungkan dua pendekatan optimasi populer

1

-

s;e:!aelumnya, yaitu Adaptive Gradient Algorithm (AdaGrad) yang efektif untuk
ni€nangani gradien jarang, dan Root Mean Square Propagation (RMSProp) yang
b%ik dalam mengatasi masalah non-stasioner pada data (Shahade, Walse, Thakare,
dgn Atique, 2023). Adam memanfaatkan momen pertama dan kedua untuk menye-
stiﬁ'likan Learning Rate tiap parameter secara adaptif, sehingga proses optimasi lebih
efisien dibandingkan metode tradisional seperti SGD (Chakrabarty dkk., 2024).
Aﬁam banyak digunakan karena mampu mencapai akurasi tinggi dengan konver-
gg'hsi yang stabil, sehingga efektif diterapkan pada berbagai model Deep Learn-
ing (Gookyi dkk., 2024; Shahade dkk., 2023). Adam memperbarui parameter de-
rlgan dua faktor peluruhan, ; untuk momentum dan 3, untuk variansi, sehingga
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konvergensi lebih seimbang dan osilasi berkurang saat pelatihan (Ahn, Zhang,
K@ok, dan Dai, 2024). Langkah-langkah perhitungan Adam dirumuskan pada Per-
sg:l;:naan 2.1).

1.

>

(O8]

Nely e)lsng NIiN yltw eydid

&

[\°)

u) Jwejs| 2je}s

1.2

Inisialisasi momen pertama dan kedua:
mg=0, vog=0
Pembaruan momen pertama (mean gradient):
my = Brmy—1 + (1= P1)g
Pembaruan momen kedua (variansi gradien):
Vr = BZVt—l - (1 B Bz)gtz

Koreksi bias:
niy ~ Vi

= s Vt:
1—-B] 1—-p5

1y

Pembaruan parameter:

A

niy

Vo +e

Wil =wr —

Keterangan:

B = faktor peluruhan momen pertama (biasanya 0.9)

B, = faktor peluruhan momen kedua (biasanya 0.999)

o = Learning Rate
€ = konstanta kecil untuk mencegah pembagian nol

Nadam Optimizer

2.1)

(2.2)

(2.3)

2.4)

(2.5)

Nadam (Nesterov-accelerated Adaptive Moment Estimation) merupakan

p%ﬁgembangan dari Adam Optimizer yang mengombinasikan keunggulan Adap-
t@l? Moment Estimation (Adam) dengan Nesterov Accelerated Gradient (NAG)

(Bamohabbat Chafjiri, Legg, Tsompanas, dan Hong, 2025). Selain memanfaatkan
o

mutgmen pertama dan kedua seperti Adam, Nadam juga menambahkan prediksi arah

gfadien menggunakan metode Nesterov, yang membuat pembaruan bobot lebih aku-
rzg dan konvergensi pelatihan lebih cepat (Bamohabbat Chafjiri dkk., 2025; Zhang
dkk., 2023). Nadam menggunakan koreksi gradien Nesterov yang membuat opti-

niasi lebih adaptif, mampu mempercepat konvergensi, serta mengurangi risiko ter-

nery wisey J
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jebak pada local minima sehingga kinerjanya lebih stabil pada dataset yang besar
dan kompleks. Menurut Dozat (2016) dan penelitian terbaru (Bamohabbat Chafjiri

dﬁ(., 2025) formulasi pembaruan Nadam dapat dilihat pada Persamaan (2.7).
1.

Nely eXsng NN y!tw eydid

[\

JATUD] JTWE[S] 2B}

>

(O8]

=

Gradien pada langkah ke-7:

& =Vl (et—l )

Pembaruan momen pertama dan kedua:

my = Brmy 1+ (1—-B1)g

Ve =PBovi—1 + (1 b BZ)th

Koreksi bias:
my Vi

=, =
] 1-p5

Pembaruan parameter dengan koreksi Nesterov:

aﬁlﬁitJr(l—Bl)gr/(l—Btl)

el+1:9t_ \/\T—i—e
t

Keterangan:

6; = bobot pada iterasi ke-7

g: = gradient fungsi loss

my,v; = estimasi momen pertama dan kedua

o = Learning Rate

B1, B2 = faktor peluruhan momen pertama dan kedua

¢ = konstanta kecil untuk stabilitas numerik

SGD Optimizer

(2.6)

2.7)

(2.8)

(2.9)

(2.10)

Stochastic Gradient Descent (SGD) adalah algoritma optimasi yang umum

d&unakan dalam pelatihan jaringan saraf tiruan karena sederhana, efisien, dan

mampu menangani data berukuran besar (Sweke dkk., 2020). Berbeda dengan

batch gradient descent yang menghitung gradien seluruh data, SGD memperbarui

pgameter berdasarkan sebagian kecil data (mini-batch) sehingga lebih cepat dan

hgmat komputasi (Ruder, 2017). Keunggulan utama SGD adalah sifat stokastiknya

yang membuat proses konvergensi lebih cepat serta membantu keluar dari local

mﬁnima (Chen, Kuzina, Esmaeili, dan Tomczak, 2025; Fjellstrom dan Nystrom,
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2022). Secara matematis, pembaruan parameter pada SGD dituliskan pada Per-
séfaan (2.11) (Fjellstrom dan Nystrom, 2022):

01 =0, —MVaJ (6,,x",y") (2.11)

Keterangan:

0 = parameter model

N = Learning Rate

VgJ = gradien fungsi loss pada sampel data (x(i) , y(i))

N Y iw ejdio yeH

2131.4 RMSprop Optimizer
Root Mean Square Propagation (RMSProp) adalah algoritma optimasi

sng

berbasis adaptive Learning Rate yang dikembangkan untuk mengatasi kelemahan
%agrad, khususnya masalah Learning Rate yang menurun terlalu cepat (Elshamy,
Abu-Elnasr, Elhoseny, dan Elmougy, 2023). RMSProp menggunakan rata-rata ek-
sgonensial gradien kuadrat untuk menyesuaikan Learning Rate tiap parameter, se-
hingga pembaruan menjadi lebih stabil pada data non-stationary seperti pelatihan
jaringan saraf tiruan (Choi dkk., 2020). RMSProp unggul dalam mempercepat kon-
vergensi, menjaga stabilitas pembaruan, serta efektif menangani variasi skala gra-
dien (El Hajoui dkk., 2025; Sanjaya, Kristiyanti, [rmawati, Hadinata, dan Karaeng,
2025).

2.11.5 Adamax Optimizer

Adamax merupakan salah satu varian dari algoritma Adaptive Moment Es-
timation (Adam) yang dikembangkan oleh Kingma dan Ba sebagai bagian dari
n%tode optimisasi adaptif pada jaringan saraf dalam (Uppal dkk., 2023). Opti-
mizer ini didesain dengan menggunakan norma tak hingga (infinity norm) untuk
n%nstabilkan pembaruan bobot pada proses pelatihan model yang memiliki gra-
dEn besar atau data dengan sebaran nilai yang bervariasi (Nutakki dan Mandava,
2§_24). Prinsip dasar Adamax adalah memperbaiki kelemahan Adam dalam meng-
hﬁdapi gradien ekstrem dengan memanfaatkan rasio antara momen pertama dan
n@ksimum eksponensial dari momen kedua, sehingga pembaruan parameter men-
jLaé‘li lebih halus dan stabil selama proses konvergensi. Optimizer ini lebih tahan
t@ladap gradien besar dan fluktuatif, sehingga proses konvergensi tidak mudah ter-
gf&__nggu (Artika dan Maki, 2025; Nutakki dan Mandava, 2024).

nery wisey] juiedg ue
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2.12 Hyperparameter

©  Hyperparameter adalah parameter yang ditetapkan sebelum proses pelati-
h%h dan tidak dipelajari langsung dari data, berbeda dengan parameter model yang
dfperbarui selama training (Kumar, Dalal, dan Sethi, 2024). Contoh hyperparameter
mﬁhputl Learning Rate, ukuran batch, jumlah epoch, jumlah layer, jumlah neuron,
Iﬁ'bmentum dan fungsi aktivasi. Nilai dari hyperparameter berpengaruh besar ter-
hgdap kecepatan konvergensi, kompleksitas, serta kemampuan generalisasi model
(Bischl dkk., 2023; Raiaan dkk., 2024). Pemilihan nilai hyperparameter yang tepat
sangat penting, karena konfigurasi yang kurang optimal dapat menyebabkan under-
ﬁ%ng atau overfitting. Oleh karena itu, optimasi hyperparameter menjadi langkah
kfﬁnnci untuk meningkatkan performa model machine learning maupun Deep Learn-
ing (Arnold, Biedebach, Kiipfer, dan Neunhoeffer, 2024; Kumar dkk., 2024).

213 Confusion Matrix

ﬂcj Confusion Matrix merupakan metode evaluasi yang digunakan secara luas
dalam machine learning untuk mengukur kinerja suatu model klasifikasi. Ma-
triks ini menyajikan informasi dalam bentuk tabel dua dimensi yang memband-
ingkan prediksi model terhadap label sebenarnya dari data uji, sehingga memu-
dahkan identifikasi tingkat akurasi serta kesalahan klasifikasi yang terjadi (Ahadian
dkk., 2024). Dalam Confusion Matrix, terdapat empat komponen utama, yaitu
True Positive (TP), True Negative (TN), False Positive (FP), dan False Negative
(FN). TP menunjukkan jumlah data positif yang berhasil diprediksi dengan be-
nar, sedangkan TN adalah jumlah data negatif yang diklasifikasikan dengan be-
ndr. Sebaliknya, FP menunjukkan jumlah data negatif yang salah diprediksi sebagai
p%sitif, dan FN menggambarkan data positif yang salah diprediksi sebagai negatif
(Ahadian dkk., 2024). Secara matematis, Confusion Matrix dapat dinyatakan pada
PErsamaan (2.12) (Mijwil dan Aljanabi, 2024):

TP FP
FN TN

CM = (2.12)

Dari matriks ini, dapat dihitung berbagai metrik evaluasi seperti Accuracy,

AJISIIATU[) DT

Precision, Recall, dan FI-Score yang menjadi indikator utama performa model
kigsiﬁkasi (Wu, 2022). Accuracy mengukur rasio prediksi benar terhadap seluruh
d:aja Precision menilai ketepatan prediksi kelas positif, Recall menunjukkan ke-
n’;&mpuan model menemukan data positif secara benar, sedangkan F'/-Score meng-

ggi)ungkan keduanya dalam bentuk harmonik rata-rata.
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2.14 Framework Flask

©  Framework Flask merupakan micro web framework berbasis bahasa pem-
rgIgraman Python yang dirancang untuk membangun aplikasi web secara ringan,
ﬂgksibel, dan mudah dikembangkan tanpa ketergantungan yang kompleks (Aziz et
ak, 2024). Flask menyediakan struktur inti yang sederhana sehingga pengembang
d%at mengatur alur aplikasi sesuai dengan kebutuhan sistem yang dibangun, terma-
s@g sistem berbasis kecerdasan buatan (Paneru, Thapa, dan Paneru, 2025). Peng-
ginaan Flask memungkinkan proses inferensi model dilakukan secara real-time, di
mana data masukan dari pengguna diproses langsung oleh model dan hasil prediksi
dﬁ)at ditampilkan secara responsif (Sulistiyana dan Anardani, 2023). Flask men-
dokung integrasi dengan berbagai pustaka Python seperti TensorFlow dan Keras,
sghingga efektif digunakan dalam penerapan sistem Deep Learning secara praktis
dan efisien (Paneru dkk., 2025).

235 Penelitian Terdahulu

Penelitian klasifikasi penyakit daun jagung berbasis citra banyak meman-
faatkan Deep Learning. Arsitektur ResNet5S0 dan DenseNetl169 dipilih karena
mampu mengekstraksi fitur visual daun secara mendalam, sementara augmen-
tasi data digunakan untuk meningkatkan variasi citra dan kemampuan generalisasi
model.

Beberapa penelitian terkait dengan identifikasi penyakit daun pada tanaman
jagung dan metode penggunaan Deep Learning telah dilakukan. Salah satunya
penelitian yang dilakukan oleh Mustakim dan kawan-kawan (2024) menerapkan ar-
sifektur CNN ResNet-50 untuk klasifikasi citra penyakit daun jagung. Dengan aug-
n%ntasi data, seperti rotasi, pergeseran, dan pembalikan citra, untuk memperkaya
variasi data latih. Penelitian ini membandingkan beberapa Optimizer, yaitu Adam,
h%dam, RMSProp, dan SGD, serta rasio pembagian data yang berbeda (80:20 dan
9@10) dan pembagian Learning Rate yang berbeda (0.1, 0.01, 0.001, 0.0001).
Hasil evaluasi menunjukkan bahwa konfigurasi terbaik dicapai dengan augmentasi
déta, pembagian data 90:10, Optimizer Nadam, dan Learning Rate 0.0001, dengan

akurasi tertinggi hingga 94,36% (Mustakim dkk., 2024).
e

=
teatang klasifikasi penyakit daun jagung dengan dua kelas penyakit, yaitu hawar

Penelitian yang dilakukan oleh Didit Iswantoro dan Dewi Handayani (2022)
d;:m dan karat daun menggunakan CNN. Dengan total 2000 citra yang dibagi men-

jgii data latih dan data validasi, serta 50 citra baru sebagai data uji. Hasil pengujian

menunjukkan bahwa model mencapai akurasi training sebesar 97,5%, akurasi val-
=]
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idasi 100%, dan akurasi pengujian pada data baru sebesar 94%, dengan Confusion
A@trix yang memperlihatkan 47 prediksi benar dari 50 data uji (Iswantoro dan Han-
dayani UN, 2022).

Penelitian selanjutnya oleh Aanis Ahmad, Aly El Gamal, dan Dharmen-

0
dra Saraswat (2023) mengevaluasi identifikasi penyakit tanaman jagung pada kon-

disi terkontrol (laboratorium) dan kondisi lapangan. Penelitian ini menggunakan
liila arsitektur DNN yang berbeda melalui pendekatan transfer learning, yaitu In-
ceptionV3, ResNet50, VGG16, DenseNet169, dan Xception. Hasil perbandingan
menunjukkan bahwa DenseNet169 memberikan performa terbaik, dengan akurasi
galeralisasi tertinggi mencapai 81,60% ketika dilatih menggunakan citra RGBA
dgi dataset CD&S. Kesimpulannya, menghilangkan latar belakang atau meng-
g;bungkan data laboratorium dengan data lapangan secara signifikan meningkatkan
k%nampuan generalisasi model (Ahmad dkk., 2023).

o Penelitian oleh Md. Manowarul Islam dan kawan-kawan (2023) berfokus
pgda klasifikasi penyakit daun jagung menggunakan algoritma DNN dan Optimizer
Adam serta Learning Rate sebesar 0.001. Diterapkan teknik augmentasi data untuk
meningkatkan kemampuan generalisasi terhadap variasi citra dan kondisi penca-
hayaan yang berbeda. Hasil pengujian menunjukkan bahwa model DNN mencapai
akurasi sebesar 96,96%. DNN efektif dalam mendeteksi dan mengenali pola visual
penyakit tanaman secara otomatis (M. M. Islam dkk., 2023).

Penelitian oleh Urbano B. Patayon dan Renato V. Crisostomo (2022) yang
mengidentifikasi penyakit bercak daun pada kacang tanah menggunakan pen-
dekatan transfer learning. Penelitian ini menggunakan 1.000 citra daun kacang
y@g dibagi menjadi dua kelas (sehat dan terinfeksi), serta menerapkan augmentasi
data untuk memperkaya variasi citra. Beberapa arsitektur deep CNN digunakan,
a%fara lain VGG16, VGGI19, InceptionV3, MobileNet, DenseNet-169, Xception,
InffseptionResNetVZ, dan ResNet50, dengan Optimizer SGD dengan momentum,
Adam, RMSProp, dan Adagrad. Hasil penelitian menunjukkan bahwa DenseNet-
159 menghasilkan performa terbaik, dengan akurasi tertinggi 98% saat dilatih
n%nggunakan RMSProp dan Adam serta presisi tertinggi 98% pada Optimizer RM-
Sfrop (Patayon dan Crisostomo, 2022).

-4 Penelitian oleh Artika dan Wikky Fawwaz Al Maki (2025) berjudul “Klasi-
ﬁfasi Penyakit Daun Pare Menggunakan Arsitektur ResNet50 dan ResNet101”
bé—"rtujuan untuk mengidentifikasi penyakit daun pare secara otomatis menggunakan
Degep Learning. Penelitian ini menggunakan 2.490 citra daun pare yang terdiri dari
tli%a kelas, yaitu daun sehat, Fusarium Wilt, dan Yellow Mosaic, serta menerap-

23

NEe) WIisey J



AVTH VHENS NIN

P

‘NEN BYSNS NN Wiz edue) undede ymuaqg wejep i syny eAiey yninjas neje ueibeges syefueqiadwsaw uep uejwnwnBuaw Buele)q 'z

by

3

By

‘nery eysng Nin Jelem Buek uebunuaday ueyiBniaw yepn uedinBuad 'q

‘yejesew njens ueneluy neje yuuy vesnuad ‘uesode] ueunsnAuad ‘yeiw) efsey uesiinuad ‘ueyauad ‘ueyipipuad ueBunuaday ymun efuey vedynbusy e

:18quINs ueyIngaAusiu uep ueywmuesuaw edue) jul sin) eAiey yrnunjas neje ueibegaes dynBuaw Buesejq 'L

Buepun-Buepun 1Bunpuijig e1did yey

kan augmentasi data untuk meningkatkan variasi dataset. Model dilatih menggu-
n@kan arsitektur ResNet50 dan ResNet101 dengan delapan Optimizer, yaitu Adam,
Aﬁamax, Nadam, RMSProp, SGD, Adagrad, Adadelta, dan Ftrl. Hasil penelitian
n%nunjukkan bahwa ResNet50 dengan Optimizer RMSprop menghasilkan akurasi
tertinggi sebesar 95%, sedangkan Adamax mencapai 89%, Nadam 93%, Adam
95%, dan SGD 77% (Artika dan Maki, 2025).

i Penelitian oleh Yahya Auliya’ Abdillah dan Kusrini (2025) berfokus pada
optimasi klasifikasi penyakit daun jagung menggunakan arsitektur CNN ResNet-
50- yang dipadukan dengan teknik optimasi hyperparameter berbasis Bayesian

timization. Penelitian ini membandingkan performa model seperti Learning
Rate, dropout rate, dan jumlah filter diatur secara manual dengan secara otoma-
ti;OIeh Bayesian Optimization. Hasil penelitian membuktikan bahwa penggunaan
l%yesian Optimization pada dataset yang telah diproses berhasil meningkatkan
akurasi model sebesar 5%, yaitu dari 82,82% (pengaturan manual) menjadi 87,79%
(ciizengan optimasi) (Abdillah dan Kusrini, 2025).

Penelitian oleh Imran Khan et al. (2024) melakukan klasifikasi penyakit
daun jagung fine-grained menggunakan Deep Transfer Learning. Penelitian ini
membandingkan 4 arsitektur, yaitu VGGNET, Inception V3, ResNet50, dan In-
ceptionResNetV2, dengan menggunakan dataset Plant Village yang telah diseim-
bangkan melalui augmentasi data. Optimizer SGD dengan momentum, RMSProp,
dan Adam untuk melatih model. Hasilnya menunjukkan bahwa arsitektur ResNet50
mencapai performa paling unggul di antara yang lain dengan akurasi validasi tert-
ilaggi sebesar 87,51%, presisi 90,33%, dan Recall 99,80%, yang membuktikan
eﬁ'-:kasi dan superioritas pendekatan ini (Khan, Sohail, Madsen, dan Khare, 2024).
Rgngkuman dari penelitian terdahulu yang relevan disajikan pada Tabel 2.1.

w

E Tabel 2.1. Penelitian Terkait Klasifikasi Penyakit Daun Tanaman
=

' No  Peneliti Objek Arsitektur Optimizer Hasil Utama
5' 1 Iswantoro  Penyakit CNN kon- Tidak dise- Akurasi
m . . e
= dan Han- daun  ja- vensional  butkan pengujian
Lf dayani gung 2 sebesar
- (2022) kelas: 94%

. hawar dan

E;'_' karat)

=3

w

-

.

2.

~

=1

<A

B8

= 24
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No  Peneliti Objek Arsitektur Optimizer Hasil Utama

2 Mustakim Penyakit ResNet- Adam, Akurasi
et al. daun  ja- 50 Nadam, tertinggi
(2024) gung 4 RMSProp, mencapai

kelas) SGD 94,36%

3 Ahmad et Penyakit InceptionV3, Transfer Akurasi

al. (2023) daun  ja- ResNet50, learning generalisasi
gung (data VGGI16, tertinggi
laborato- DenseNet169, 81,60%
rium dan Xception (DenseNet169)
lapangan)

4 M. M. Is- Penyakit Deep Adam Akurasi
lam et al. daun Neural mencapai
(2023) jagung Network 96,96%

(PlantVil-
lage)

5 Patayon Penyakit VGG, Adam, Akurasi
dan Crisos- daun ka- VGGI19, RMSProp, tertinggi
tomo cang tanah  Incep- SGD, 98%

(2022) tionV3, Adagrad (DenseNet169)
Mo-
bileNet,
DenseNet169,
ResNet50

6 Artika Penyakit ResNet50  Delapan Akurasi
dan Maki daun pare dan optimizer tertinggi
(2025) (3 kelas) ResNet101 (Adam, sebesar

RMSProp, 95%
dan lain-
nya)
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Tabel 2.1. Penelitian Terkait Klasifikasi Penyakit Daun Tanaman

? No  Peneliti Objek Arsitektur Optimizer Hasil Utama
2 7  Abdillah Penyakit ResNet- Adam Akurasi

o dan Kusrini daun  ja- 50 dengan meningkat
= (2025) gung Bayesian hingga

; Optimiza- 87,79%

— tion

E 8 Khan et al. Penyakit VGGNet, Adam, Akurasi

- (2024) daun  ja- Incep- RMSProp,  validasi

w gung (fine- tionV3, SGD 87,51%

» grained ResNet50, (ResNet50)
> classifica-  Inception-

s tion) ResNetV2

[11)

=

Tabel 2.1 menunjukkan bahwa metode Deep Learning, khususnya CNN

dan DNN, telah banyak digunakan untuk klasifikasi penyakit daun jagung dengan

hasil akurasi yang baik. Namun, sebagian besar penelitian masih berfokus pada

satu arsitektur atau konfigurasi pelatihan tertentu, serta belum mengevaluasi penga-

ruh kombinasi arsitektur, Optimizer, Learning Rate, dan augmentasi data secara

menyeluruh. Selain itu, pemanfaatan data lapangan dan penerapan hasil model ke

dalam sistem yang dapat digunakan secara langsung masih terbatas. Oleh karena

itu, penelitian ini melakukan analisis komprehensif melalui perbandingan multi-

apSitektur dan multi-parameter pelatihan, serta dilengkapi dengan implementasi sis-

=
téin berbasis web sebagai bentuk penerapan model terbaik dalam mendukung iden-

ti@msi penyakit daun jagung secara lebih aplikatif.
4]
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QMEH @

BAB 3
METODOLOGI PENELITIAN

Metodologi penelitian merujuk pada serangkaian prosedur atau langkah-

langkah sistematis yang dilakukan oleh peneliti untuk mengumpulkan, menganali-

}

si8, dan menginterpretasikan data. Metodologi yang digunakan dalam penelitian ini
dapat dilihat pada Gambar 3.1.

nely eXsng NIN ¥
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Tahap Perencanaan

(publik & lapangan)

Pembersihan Data

80:20 | 90:10

Identifilazi Menentuban Tujuan Menentukan Batasan A
Permasalahan Penelitian Masalah Studi Literatur
A4
Tahap Persiapan Data
Pengumpulan Diataset Hold Qrut Preprocessing dan

Anpmentasi Gambar

Pengembangan dan Pelatihan Model

Pemodelan Arsiteltur DNN
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h 4

Evaluasi Model
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Gambar 3.1. Metodologi Penelitian
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3.1 Tahap Perencanaan
©  Tahap ini mencakup perencanaan menyeluruh untuk memastikan penelitian
b%fjalan sistematis dan mencapai tujuan yang ditetapkan. Adapun tahapan-tahapan

y(arjng direncanakan meliputi:

31.1 Identifikasi Permasalahan

3 Jagung menjadi kebutuhan primer yang kedua setelah padi di Indonesia.
Sehingga petani dan ahli pertanian membutuhkan solusi untuk mengidentifikasi
ngsalah kesehatan tanaman jagung yang dapat merusak hasil panen. Penyakit
pada daun jagung dapat menurunkan hasil panen dan sulit dideteksi secara akurat
melalui pengamatan manual. Salah satu yang dapat dilakukan dalam mengiden-
tizii:ikasi masalah penyakit tanaman jagung adalah dengan melakukan pengamatan

=
visual terhadap daunnya.

0
3:1.2 Menentukan Tujuan Penelitian

Penelitian ini bertujuan untuk mengembangkan model klasifikasi citra
penyakit daun jagung menggunakan algoritma Deep Neural Network (DNN) berba-
sis arsitektur ResNet-50 dan DenseNet169. Selain itu, penelitian ini juga bertujuan
untuk meningkatkan performa model melalui penerapan teknik augmentasi data dan

pemilihan hyperparameter yang optimal.

3.1.3 Menentukan Batasan Masalah

Penelitian ini dibatasi pada klasifikasi citra penyakit daun jagung yang di-
validasi oleh UPT Perlindungan Tanaman Pangan dan Hortikultura Provinsi Riau.
FEkus klasifikasi hanya mencakup empat kelas utama, yaitu bercak daun, bulai
daun, karat daun, dan daun sehat (healthy). Arsitektur model yang digunakan
adalah DNN dengan ResNet-50 dan DenseNet169. Evaluasi model dilakukan de-
nEan membandingkan rasio pembagian data pelatithan dan pengujian (80:20 dan
99 10), serta penggunaan berbagai jenis Optimizer seperti Adam, Nadam RMSprop,
SGD, dan Adamax disertai variasi nilai Learning Rate (0.1, 0.01, 0.001, 0.0001 dan
0&)0001). Seluruh proses pengembangan dan pelatihan model dilakukan menggu-

nakan bahasa pemrograman Pyrhon pada Google Colab.
-

33.4 Studi Literatur

= Studi literatur dilakukan untuk memperoleh pemahaman teoritis mengenai
kgnsep dasar DNN, termasuk struktur arsitektur, fungsi aktivasi, proses pelatihan,

dam teknik optimasi. Pemahaman ini mencakup prinsip kerja DNN dalam menge-
gl

nﬁli pola visual pada citra, penggunaan arsitektur lanjutan seperti ResNet50 dan

28
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DenseNet169 untuk meningkatkan kedalaman jaringan tanpa mengalami degradasi
Kitlerja, serta pentingnya teknik augmentasi data dan tuning hyperparameter dalam
ngxgningkatkan akurasi model klasifikasi.

o
322 Tahap Persiapan Data

E Persiapan data bertujuan untuk memperoleh data-data yang berhubungan
dengan penelitian. Adapun tahap dari persiapan data sebagai berikut:

352.1 Pengumpulan Dataset (publik dan lapangan)

c Proses pengumpulan dataset dilakukan melalui dua sumber, yaitu repositori
pﬁolik milik Ibnu Jakaria (https://github.com/ibnujakaria/deteksi-penyakit-jagung)
yang sebelumnya sudah pernah digunakan pada penelitian Aditya Rezky Pratama
h?.!}'ps://ieeexplore.ieee.org/document/ 10836354/ dan data lapangan yang akan di
vglidasi oleh UPT Perlindungan Tanaman Pangan dan Hortikultura Provinsi Riau.
Pengumpulan ini bertujuan untuk memperoleh data citra penyakit daun jagung dari
bgrbagai kondisi nyata, sehingga model yang dibangun dapat dilatih dengan data
yang beragam. Keseluruhan dataset publik berjumlah 7.346 data, dengan kelas
Bercak Daun sebanyak 1.642, Bulai Daun sebanyak 1.918, Healthy sebanyak 1.859,
dan Karat Daun sebanyak 1.927. Dikarenakan gambar pada setiap jenis penyakit
daun jagung yang didapatkan berbeda jumlahnya, maka banyak data yang akan
digunakan pada penelitian ini yaitu sebanyak 1.250 dari setiap kelasnya, tujuan-
nya agar mencegah ketidakseimbangan dalam proses pembelajaran mesin. Jadi
pada pesnelitian ini total gambar yang digunakan pada penelitian ini yaitu sebanyak
5,000 data.

=
32.2 Pembersihan Data (Cleaning Data)
@ Meliputi penghapusan citra yang rusak, buram, atau duplikat agar data yang

d?éunakan berkualitas baik. Seluruh dataset citra penyakit daun jagung ini dalam
fgt_ir:mat JPG berukuran 256 x 256 pixels.

3‘3.3 Pembagian Data (Hold Out)

E Data yang telah diproses dibagi menggunakan metode Hold-Out, yaitu
m%mbagi dataset menjadi data latih dan data uji. Dalam penelitian ini, digunakan
dta skenario pembagian: 80:20 dan 90:10. Pembagian ini memungkinkan evaluasi
pgjrforma model terhadap data yang tidak pernah dilihat selama pelatihan, sehingga

dg‘pat mengukur akurasi klasifikasi secara objektif.
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3.2.4 Preprocessing dan Augmentasi Gambar

©  Tahapan preprocessing dan augmentasi gambar berfungsi untuk memper-
s%pkan citra sebelum dimasukkan ke dalam model pelatihan. Setiap citra diubah
ugurannya menjadi 224 x 224 pixels dan dilakukan augmentasi berupa rotasi hingga
68°, shear sebesar 25%, zoom sebesar 30%, pergeseran horizontal dan vertikal
16%, serta horizontal flip dengan nearest interpolation untuk menjaga karakter vi-
séal daun. Augmentasi ini bertujuan untuk meningkatkan variasi data pelatihan
tagpa perlu mengumpulkan data tambahan, serta untuk mencegah overfitting de-

nigan membuat model lebih robust terhadap variasi visual pada citra daun.
7

3.3 Pengembangan dan Pelatihan Model
s

» Tahap ini melibatkan proses pelatihan model menggunakan algoritma DNN
i

dengan arsitektur ResNet-50 dan DenseNet169. Adapun tahapan nya sebagai
betikut:

oo

33.1 Pemodelan Arsitektur DNN

Pemodelan arsitektur DNN dilakukan dengan membangun model dua ar-
sitektur pre-trained, yaitu ResNet50 dan DenseNet169. Kedua arsitektur digunakan
sebagai dasar ekstraksi fitur dengan bobot ImageNet dan dikembangkan dengan
penambahan lapisan klasifikasi untuk empat kelas penyakit. Pada setiap model,
bagian dasar arsitektur dibekukan, kemudian ditambahkan Global Average Pool-
ing, dropout, dan dense layer dengan regularisasi L2, serta lapisan output softmax.
Model dikompilasi dan dilatih menggunakan lima Optimizer dan lima nilai Learn-
ing Rate, serta diuji dengan hold out 80:20 dan 90:10 dengan non augmentasi dan

aggmetasi data.

o

3@.2 Arsitektur ResNet50

Pemodelan ResNet50 dilakukan dengan memanfaatkan arsitektur ResNet50

ue

b@t_fbobot pre-trained ImageNet sebagai dasar pembentukan model DNN. Data citra
ntasukan diproses menggunakan fungsi preprocess_input khusus ResNet50 agar
sésuai dengan karakteristik bobot awal. Arsitektur ini dilakukan pada kondisi de-
ngan augmentasi dan tanpa augmentasi data. Setelah proses ekstraksi fitur, dita-
ﬁg)ahkan lapisan Global Average Pooling untuk mereduksi dimensi fitur, diikuti
d@pout untuk mengurangi overfitting, serta dense layer berukuran 256 neuron de-
ngan aktivasi ReLLU dan regularisasi L2. Lapisan output menggunakan fungsi soft-
mawx untuk klasifikasi empat kelas. Setiap kombinasi Optimizer dan Learning Rate
dgg;angun sebagai satu eksperimen terpisah, dilatih selama 35 epoch, dan dievalu-

30
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asi untuk menentukan performa terbaik. Alur pemodelan DNN menggunakan ar-

sftéktur ResNet50 dengan augmentasi dan tanpa augmentasi data ditunjukkan pada

(%mbar 3.2 dan Gambar 3.3.

Nely eysng NiNy!tw e}dioy

Diagram Alur Pemodelan DNN ResNet50

Gambar 3.2. Alur Pemodelan ResNet50 dengan Augmentasi Data

Alur Pemodelan DNN ResNet50 Tanpa Augmentasi Data

Nery wise) JiieAg uejng jo AJIsIaAtun) dJTwe[s| aje}sg

Dataset

[ Dataset Citra Penyakit Daun Jagung ]

Pembagian Data (Hold-out)
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Prep ing Input [o]
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‘ Augmentasi Data

(rotasi 60%, shear 25%, zoom 30 %,
width dan height shift 10 %,
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ResNet50 Pre-trained (ImageNet)
(Base Model Dibekukan)

L Global Ave}aga Pooling J
)

[ Dropout

[Dense Layer (256 neuron, ReLU + L2) ]

[Oulpu( Layer (4 neuron, Softmanx) ]

Pelatihan Model
(Optimizer + Learning Rate)

Evaluasi Model
(Akurasi, Confusion Matrix, ROC)

dengan Augmentasi Data

[ Dataset Citra Penyakit Daun Jagung

4

[ Pembagian Data (Hold-out) ]

| Training Set J[ Validation Si“ Testing Set J

Preprocessing Input ResNet50
(preprocess_input)

+
{ o Pre-trained (mageniet
(Base Model Dibekukan)
'
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[ Dropout }

¥
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{ Qutput Layer (4 neuron, Softmax) ]

Pelatihan Model
(Optimizer + Learning Rate)

+

Evaluasi Model l

(Akurasi, Confusion Matrix, ROC)

Gambar 3.3. Alur Pemodelan ResNet50 Tanpa Augmentasi Data
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3.3.3 Arsitektur DenseNet169

© Pemodelan DenseNet169 dilakukan dengan menggunakan DenseNetl169
bgj,:rbobot pre-trained ImageNet sebagai dasar pengembangan model DNN. Berbeda
dg}lgan ResNet50, data citra pada arsitektur ini dinormalisasi menggunakan skema
rescale 1/255. DenseNet169 diuji pada kondisi dengan augmentasi dan tanpa aug-
rﬁ'—éntasi data untuk melihat pengaruh variasi data terhadap performa model. Struk-
t@ lapisan tambahan yang digunakan sama, yaitu Global Average Pooling, dropout,
dense layer 256 neuron dengan activation ReLU dan regularisasi L2, serta lapisan
output softmax. Seluruh konfigurasi Optimizer dan Learning Rate diuji secara kon-
sisten dengan pengaturan epoch, batch size, dan callback yang sama, sehingga per-
bandingan performa antar konfigurasi dapat dilakukan secara objektif. Alur pemo-
d:julian DNN menggunakan arsitektur DenseNet169 dengan augmentasi dan tanpa
aygmentasi data ditunjukkan pada Gambar 3.4 dan Gambar 3.5.

ui]

= Alur Pemodelan DNN DenseNet169 dengan Data Augmentasi

Ea asetj

it
( Dataset Citra Penyakit Daun Jagung
Normalisasi Data
(rescale 1/255)

v

—_— -

Augmentasi Data

rotasi 60%, shear 25%, zoom 30%,
width dan height shift 10%,
flip horizontal)

s

Data Splitting
(Train / Validation / Test)
Delilseleet169 pré—tra}ned W
(Base Model Dibekukan)

-

Global Average Pooling

¥

Dropout

Dense 256 (RelLU + L2)

Dense 4 (Softmax)

-

Pelatihan Model
(Optimizer + Learning Rate)

Evaluasi Model

Gambar 3.4. Alur Pemodelan DenseNet169 dengan Augmentasi Data
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Alur Pemodelan DNN DenseNet169 Tanpa Augmentasi Data

© >
T
fui] ]
- Dataset Citra Penyakit Daun Jagung
h 4
L9 Normalisasi Data
- (rescale 1/255)
— D B e e
[11] Data Splitting
3 (Train / Validation / Test)
DenseNet169 Pre-trained ]
— (Base Model Dibekukan) ‘
— * J
c Global Average Pooling J
E Dropout l
Dense 256 (RelLU + L2) J
| = g
w
Dense 4 (Softmax) J
= e
[11]
Pelatihan Model
:U (Optimizer + Learning Rate)
o Ewvaluasi Model ‘
= -

Gambar 3.5. Alur Pemodelan DenseNet169 Tanpa Augmentasi Data

3.3.4 Penyesuaian Hyperparameter

Penelitian ini menguji dua arsitektur dengan lima jenis Optimizer, lima ni-
lai Learning Rate berbeda, batch size 32 dan epoch 35. Tujuannya adalah untuk
mengevaluasi kombinasi parameter terbaik yang mampu memberikan akurasi tinggi
dan generalisasi yang baik dalam klasifikasi citra penyakit daun jagung. Masing-
masing percobaan dilakukan sebanyak 50 kali untuk kedua rasio pembagian data,
y?tu 80:20 dan 90:10 baik tanpa augmentasi maupun dengan augmentasi data. Pa-
raneter yang digunakan dapat dilihat pada Tabel 3.1.

Tabel 3.1. Hyperparameter yang Digunakan

Parameter Pelatihan Konfigurasi
Arsitektur Model ResNet-50 dan DenseNet169
Optimizer Adam, RMSprop, SGD, Nadam, Adamax
Learning Rate 0.1, 0.01, 0.001, 0.0001, 0.00001
Batch Size 32
Epoch 35
Metode Pembagian Data Hold-Out
Rasio Data 80:20 dan 90:10
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3.4 Evaluasi Model

@ Setelah model dilatih, dilakukan evaluasi terhadap performanya.
I

3321.1 Evaluasi Performa Model

L Tahap ini bertujuan mengukur performa model klasifikasi penyakit daun ja-
g§ng berbasis DNN arsitektur ResNet-50 dan DenseNet169, dengan fokus pada
data testing. Model dievaluasi menggunakan beberapa metrik, yaitu Kurva Training
dan Validation Accuracy/Loss, untuk melihat proses pembelajaran model. Classifi-
c@ion Report, mencakup nilai Precision, Recall, dan F1-Score. Confusion Matrix,
uptuk mengetahui tingkat kesalahan prediksi antar kelas. ROC Curve dan AUC,

umtuk menilai kemampuan model dalam membedakan antar kelas.
s

3;.2 Hasil

; Berdasarkan evaluasi terhadap data testing, model ResNet-50 dan
DenseNet169 yang telah dilatih menunjukkan performa yang bervariasi tergantung
pgda nilai Learning Rate yang digunakan. Dari kelima Learning Rate yang diuji
(0.1, 0.01, 0.001, 0.0001, dan 0.00001), model memberikan akurasi terbaik pada
Learning Rate tertentu yang mampu menyeimbangkan kecepatan dan kestabilan

data pelatihan.

3.5 Tahap Deployment

Tahap deployment merupakan proses implementasi model DNN dengan
performa terbaik ke dalam sistem klasifikasi citra penyakit daun jagung berba-
sis web menggunakan framework Flask. Sistem ini menerima input citra daun
jﬁung, melakukan preprocessing sesuai tahap pelatihan, kemudian mengklasi-
fikasikan citra ke dalam empat kelas, yaitu Bercak Daun, Bulai Daun, Karat Daun,
dan Healthy. Hasil prediksi ditampilkan sebagai keluaran sistem untuk membantu

dEteksi penyakit daun jagung secara cepat berdasarkan citra digital.

3% Dokumentasi dan Laporan Akhir

5' Dokumentasi dan laporan akhir menyajikan informasi lengkap tentang
pﬁ)ses dan hasil penelitian. Dokumentasi mencatat langkah-langkah, metode, dan
h%"éil, sedangkan laporan akhir merangkum tujuan, metodologi, hasil, dan kesimpu-
lah. Laporan ini juga akan memberikan dasar untuk referensi dan pengembangan

1¢bih lanjut.
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil pengujian dan analisis terhadap 200 kombinasi skenario

percobaan yang melibatkan dua arsitektur DNN (ResNet50 dan DenseNet169), lima

@timizer, lima Learning Rate, dua rasio pembagian data, serta penerapan augmen-

tasi data, diperoleh kesimpulan sebagai berikut:

1.

nelry ejsng N

AJISIBATU[] JTWE[S] 2)B}S

th
S REINS jo

A

NETY WISEY J?L’

Hasil penelitian menunjukkan bahwa DenseNet169 lebih stabil pada ske-
nario tanpa augmentasi data, sedangkan ResNet50 memberikan performa
yang lebih optimal ketika augmentasi data diterapkan. Hal ini menun-
jukkan bahwa efektivitas arsitektur dipengaruhi oleh strategi augmentasi
dalam proses klasifikasi citra penyakit daun jagung.

Pada skenario 80:20 tanpa augmentasi, konfigurasi terbaik diperoleh oleh
DenseNet169, RMSprop, Learning Rate 0.001 dengan akurasi 98,60%, vali-
dation accuracy 0,9780, dan validation loss 0,1054. Pada skenario 80:20 de-
ngan augmentasi, performa terbaik dicapai oleh ResNet50, Nadam, Learn-
ing Rate 0.001 dengan akurasi 98,60%, validation accuracy 0,9960, dan
validation loss 0,0789. Selanjutnya, pada skenario 90:10 tanpa augmentasi,
model terbaik adalah DenseNet169, Nadam, Learning Rate 0.0001 dengan
akurasi 98,81%, validation accuracy 1,0000, dan validation loss 0,1424.
Sementara itu, pada skenario 90:10 dengan augmentasi, konfigurasi terbaik
diperoleh oleh ResNet50, RMSprop, Learning Rate 0.001 dengan akurasi
tertinggi sebesar 99,21%, validation accuracy 0,9839, dan validation loss
0,0845. Hasil ini menunjukkan bahwa variasi Optimizer, Learning Rate,
pembagian data, serta augmentasi berpengaruh signifikan terhadap performa
dan kestabilan model.

Model terbaik ditetapkan pada konfigurasi ResNet50, RMSprop, Learn-
ing Rate 0.001 dengan skenario 90:10 dan augmentasi data, karena meng-
hasilkan akurasi tertinggi sebesar 99,21% dan performa yang konsisten.
Model ini berhasil diimplementasikan dalam sistem klasifikasi berbasis

Flask untuk menampilkan hasil prediksi dan nilai akurasi penyakit daun

jagung.

Saran

Berdasarkan hasil penelitian yang telah dilakukan, penelitian selanjutnya

rankan untuk memperluas dataset dengan menambahkan lebih banyak data
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primer dari berbagai kondisi lingkungan dan lokasi pengambilan citra dengan penc-
ahdyaan yang memadai agar model memiliki kemampuan generalisasi yang lebih
b%k terhadap kondisi nyata di lapangan. Selain itu, eksplorasi arsitektur DNN lain
yﬁ}lg lebih efisien serta penerapan fine-tuning dan optimasi hyperparameter secara
lebih mendalam dapat dilakukan untuk meningkatkan kinerja dan efisiensi model
ﬁhsiﬁkasi. Strategi augmentasi data yang lebih beragam dan terkontrol, seperti
r@asi sudut kecil, perubahan pencahayaan, zoom, dan penyesuaian warna. Perlu
dilakukan perbandingan tingkat augmentasi ringan, sedang, dan agresif untuk meli-
hat pengaruhnya terhadap kestabilan dan konsistensi performa model. Dari sisi
ifiplementasi, sistem klasifikasi yang dikembangkan dapat diperluas ke platform
mobile atau perangkat edge serta dilengkapi dengan metode Explainable Al untuk
m:eningkatkan interpretabilitas hasil prediksi dan kemudahan penggunaan di ling-
kyngan operasional.

1]
=
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SURAT KETERANGAN OBSERVASI DAN WAWANCARA

Dengan ini menyatakan bahwa Mahasiswa dibawah ini:

Nama : Irma Fitriani

NIM - 12250325541

Program Studi H Sistem Informasi

Fakultas z Sains dan Teknologi

Universitas i Universitas Islam Negeri Sultan Syarif Kasim Riau
Telah melakukan wawancara dengan

Nama § 4\0‘0"7»—-1.—‘“@
Jabatan/Posisi 2

Bidang/Seksi

Tanggal Wawancara :

Waktu

Lokasi Wawancara

Dalam rangka menyusun Laporan Tugas Akhir Program Studi Sistem Informasi dengan
judul “Klasifikasi Citra Penyakit Daun Jagung Menggunakan Deep Neural
Network dengan Augmentasi Data”.

Gambar C.1. Berita Acara Wawancara
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LAMPIRAN D
TRANSKIP WAWANCARA

Hari/Tanggal : Jum’at, 31 Oktober 2025

Waktu : 10.57 - 11.25

Lokasi : UPT Perlindungan Tanaman Pangan dan Hortikultura Provinsi Riau
Narasumber : Dede Andriyadi

Jabatan : Pengendali Organisme Pengganggu Tumbuhan (POPT)

Bagaimana kondisi umum budidaya tanaman jagung di Provinsi Riau
berdasarkan pengamatan dan data dari UPT Perlindungan Tanaman pangan
dan Hortikultura Provinsi Riau saat ini?

Jawaban: Begini ya sebenarnya kita dalam sistem kerja sebagai POPT itu
berjenjang. Berjenjang itu artinya ada petugas yang berada di tingkat keca-
matan. Kecamatan itu berarti home base mereka itu di BPP (Balai Penyu-
luhan Pertanian). Balai Penyuluhan Pertanian itu ada PPL dan ada Petu-
gas Hama Penyakit atau POPT ini tadi. Dari kecamatan itu naik ke Kabu-
paten, Kabupaten itu ada namanya koordinator POPT Kabupaten, kemudian
di provinsi UPT Perlindungan Tanaman Pangan dan Hortikultura. Tentang
budidaya tanaman jagung di Provinsi Riau, kemudian bagaimana dengan
kondisi hama dan penyakitnya? Tentu ada wilayah yang Kecamatannya
itu tersedia petugas POPT. Tentu sistem budidaya apalagi didampingi oleh
PPL. Ya ada petugas yang mendampingi, tentu sistem budidayanya men-
garah kepada budidaya yang baik, bisa saja di samping melakukan budidaya
itu pada daerah yang memang betul-betul terdampingi oleh petugas kita di
lapangan. Di samping menerapkan pelaksanaan budidaya secara umum,
mereka juga mampu melakukan teknik pengendalian hama dan penyakit
secara terpadu. Itulah yang dikenal dengan PHT (Pengendalian Hama Ter-
padu). Jadi itu tadi jika pada wilayah Provinsi Riau itu tersedia petugas
yang mendampingi ya ada petugasnya karena kan keterbatasan petugas nih
petugas POPT atau pengendali hama penyakit itu kan kurang. Tidak se-
mua kecamatan di Provinsi Riau ini ada. Tentu yang bisa kita sampaikan
kepada adik-adik, karena kita bekerja di bawah instansi tertentu. Dan men-
jadi tanggung jawab Kkita, jika memang petugas itu ada korelasinya pasti
positif. Kalau korelasinya negatif padadaerah atau wilayah kecamatan yang
ada petugas malah sistem budidayanya buruk atau tingkat serangan hama

penyakitnya tinggi.Tentu ini ada sesuatu yang bermasalah dan perlu koordi-
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nasi lebih tinggi lagi, apakah di tingkat Kabupaten atau di tingkat Provinsi.
Jadi kalau wilayah itu ada petugas, ada PPL nya ada petugas penyakitnya,
pasti sistem budidayanya terdampingi dengan baik. Mulai dari pengolahan
lahannya, persiapan benihnya atau penanamannya, dan juga pemeliharaan
hama penyakit, serta bagaimana distribusi hasil panen dari panen petani itu
juga akan terarah dengan baik melalui kinerja kinerja PPL nya juga yang ada
di sana. Karena kalau POPT itu hanya spesifik pada tahapan pemeliharaan
dalam hal ini adalah pengendalian hama atau penyakit itu tadi.

Apa saja tugas dan tanggung jawab utama dari upt perlindungan tanaman
pangan dan holtikultura dalam pengendalian serta pemantauan penyakit
tanaman jagung di wilayah Riau?

Jawaban: Seperti yang saya jelaskan tadi bahwa sistem kerja kita itu berjen-
jang ya berjenjang mulai dari tingkat kecamatan. Ada tadi petugas kita yang
membawahi wilayah kerja kecamatan, kemudian ada Kabupaten dan ada
Provinsi. Petugas kita di kecamatan itu bertanggung jawab atau tupoksi nya
itu tentu mendampingi wilayah kerjanya dalam hal ini adalah pertanian ya
petani orangnya. Kemudian pertanian yang ada di wilayah setempat, apakah
itu tanaman horti atau tanaman pangan? Mengamankannya bagaimana? Sis-
tem pertanian yang berlangsung di wilayah dampingannya itu aman dari
serangan hama atau penyakit. Kemudian jika serangan atau permasalahan
hama dan penyakit yang terjadi di wilayah dampingan itu masih bisa di-
tangani oleh petugas di wilayah kerja tersebut maka itu bisa secara lang-
sung dilakukan oleh petugas yang bersangkutan. Nah, dengan mengajak
petani bersama Balai Penyuluhan Pertanian setempat. Jadi itu bisa ditan-
gani secara langsung. Tapi untuk kasus kasus tertentu, misalnya terjadi ek-
splosi atau ledakan serangan dalam waktu yang cepat, dan itu tidak tertan-
gani lagi oleh petugas di lapangan dan petani. Maka itu akan dinaikkan
statusnya ke tingkat Kabupaten dan ke tingkat Provinsi. Dari UPT Perlin-
dungan nanti melalui brigade proteksi nya akan memberikan pendampin-
gan secara langsung ke wilayah yang bersangkutan yang terjadi serangan
hama atau penyakit yang tidak sanggup ditangani oleh petugas di lapan-
gan tadi. UPT Perlindungan itu juga memberikan pembinaan pembinaan
artinya melakukan gerakan pengendalian kemudian melakukan temu lapang
atau memberikan sosialisasi pada wilayah-wilayah yang menjadi potensi
pangan dan horti di Provinsi Riau. Di UPT Perlindungan ini juga meng-
hasilkan atau memproduksi Agen Pengendali Hayati. Peran lain dari UPT

D-2
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Perlindungan ini, misalnya di lapangan ada penyakit yang ditemukan oleh
petugas dan itu tidak teridentifikasi di tingkat lapangan. Nah maka sam-
pel penyakit yang terjadi pada tanaman itu bisa dikirim ke sini. Kemudian
sampel itu akan diidentifikasi lebih lanjut oleh petugas analis nya di lab-
oratorium pengujian, maka hasil rekomendasi dari identifikasi itulah yang
akan disampaikan kepada pihak-pihak berkepentingan. Petugas di Kabu-
paten dan Balai Penyuluhan Pertanian untuk melakukan langkah-langkah
pengendalian sesuai rekomendasi dari identifikasi. Misalnya kalau sudah
mewabahnya tingkat serangannya di atas ambang ekonomi, maka itu di-
arahkan untuk menggunakan bahan kimia. Jadi bahan kimia itu memang
sebisa mungkin itu sebagai langkah terakhir.

Bagaimana pedoman atau standar baku dari Kementerian Pertanian ataupun
Dinas Pertanian terkait klasifikasi dan identifikasi dari penyakit daun ja-
gung? Apakah ada?

Jawaban: Jadi dari Kementerian Pertanian itu ada mengeluarkan buku
Petunjuk Teknis Pengamatan dan Pelaporan Organisme pengganggu tum-
buhan dan dampak perubahan iklim. Segala sesuatu pelaporan yang kita
buat ada berkas yang akan kita sampaikan itu acuannya di sini, blangko
mana yang mau dipakai, lampiran mana yang mau dipakai. Misalnya dalam
mengidentifikasi segala sesuatu pada tanaman jagung tadi ada penyakit
hawar gitu, bagaimana sih melapor penyakit hawar itu? misalnya pada
blangko laporan kerusakan tanaman akibat serangan penyakit. Nah dari
blangko itu, maka kita akan tahu apakah serangan penyakit itu berada pada
kategori ringan, apakah dia berada pada kategori sedang ataupun dia berada
pada kategori berat dan bahkan puso (gagal panen). Jadi seperti itu sudah
ada acuan baku, ringan itu berapa persen misalnya di bawah 25% kecil atau
sama 25% itu ringan, kemudian sedangnya 50 kemudian beratnya 75% be-
sar dari 75% berarti sudah puso misalnya. Jadi seperti itu ada acuan baku
dan itu sudah memang menjadi suatu hal wajib yang harus diikuti. Tidak
boleh sembarangan. Tapi kalau tadi yang penyakitnya didiagnosa pada skala
laboratorium, itu memang rekomendasinya dikeluarkan oleh petugas yang
melakukan diagnosa. Dalam hal ini analisnya ataau pakarnya, kalau di labo-
ratorium itu ada analis orang yang melakukan pengujian. Nah itu rekomen-
dasinya dikeluarkan oleh si petugas labor. Tapi kalau dari petugas lapangan
data nya atau laporan kerusakan penyakit itu dibuat dalam bentuk laporan
laporan yang mengacu kepada petunjuk teknis.
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Kemudian bagaimana data statistik tahunan mengenai luas serangan ataupun
frekuensi penyakit daun jagung di Provinsi Riau?

Jawaban: Laporan yang dibuat POPT itu setiap bulan, dalam satu bulan itu
ada 2 periode laporan, tanggal 1sampai tanggal 15, tanggal 16 sampai tang-
gal 30 atau 31. Jadi dalam satu bulan itu ada 2 kali periode laporan oleh
petugas di lapangan, yang disampaikan oleh petugas lapangan ke provinsi,
maka laporan itu direkap menjadi laporan rekapitulasi KLTS (Kumulatif
Luas Tambah Serangan), sehingga secara statistiknya itu Provinsi Riau itu di
Kabupaten ini, di Kecamatan ini, Kabupaten ini tingkat serangannya di bu-
lan ini. Misalnya penyakit hawar di jagung itu intensitasnya sekian persen.
Jadi itu sudah terdokumentasi dengan baik. Untuk meminta data itu nanti
kepada Seksi Perlintan, karena data KLTS itu di nanti lapor ke Pak Kategu
nya. Kalau di sini kan lebih ke laboratorium.

Pada penelitian saya ini menggunakan data yang saya dapatkan di internet
(github), untuk klasifikasi dari penyakit daun jagung itu ada 4 kelas yaitu
Bulai daun, bercak daun, karat daun dan daun sehat. Menurut pihak UPT,
apakah pengelompokan ini sudah sesuai dengan klasifikasi penyakit daun
jagung yang ada di Provinsi Riau maupun di provinsi lain di Indonesia?
Jawaban: Kalau kita di laboratorium tentu mengelompokkan penyakit itu
berdasarkan sumber inoculum nya apa atau patogennya apa, apakah dia
disebabkan oleh hama sebagai vektor, apakah dia disebabkan oleh jamur,
apakah dia disebabkan oleh bakteri, apakah disebabkan oleh virus atau ne-
matoda. Nah khusus kita di UPT Perlindungan kalau untuk virus diag-
nosa secara laboratoriumnya itu peralatan kita di sini memang belum men-
dukung, tapi kalau penyakit yang disebabkan oleh jamur itu di laboratorium
kita sudah bisa. Jadi untuk Provinsi Riau sendiri itu berarti sama saja de-
ngan yang ada di provinsi lain, provinsi yang terbesar penghasil jagung di
Indonesia itu Jawa Timur, yang paling banyak menyerang itu bulai daun, dan
sama juga seperti Provinsi Riau, yang paling banyak terdeteksi itu serangan
penyakit bulai daun, dan yang terbaru itu disebabkan oleh ulat krayak.
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