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ABSTRAK

Diagnosis tumor otak melalui citra Magnetic Resonance Imaging (MRI) secara manual seringkali
bersifat subjektif, memakan waktu, dan rentan terhadap kesalahan interpretasi. Meskipun metode
Deep Learning, khususnya Convolutional Neural Network (CNN), telah terbukti efektif dalam
klasifikasi citra medis, sifatnya yang black-box membuat keputusan model sulit dipahami oleh
tenaga medis. Penelitian ini bertujuan untuk mengevaluasi performa tiga arsitektur CNN yaitu
Xception, DenseNet-121, dan VGG-19 dalam mengklasifikasikan tumor otak jenis Glioma dan
Meningioma, serta menerapkan pendekatan Explainable Artificial Intelligence (XAI) menggunakan
Gradient-weighted Class Activation Mapping (Grad-CAM) untuk meningkatkan transparansi
model. Penelitian menggunakan 2.875 data citra MRI sekunder yang melalui tahap preprocessing
dengan teknik Random Under Sampling (RUS) untuk menangani ketidakseimbangan kelas.
Berdasarkan 27 skenario pengujian dengan variasi hyperparameter, hasil menunjukkan bahwa
arsitektur DenseNet-121 dengan optimizer Adam dan learning rate 0.01 merupakan model
terbaik, mencapai akurasi 99,31%, F1-Score 99,30%, dan nilai AUC 0,9999. Visualisasi heatmap
Grad-CAM membuktikan bahwa model secara presisi memfokuskan atensi pada area jaringan
tumor yang relevan secara klinis, sehingga dapat diandalkan sebagai sistem pendukung keputusan
medis
Kata Kunci: Deep Learning, Tumor Otak, DenseNet-121, XAI, Grad-CAM, MRI
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ABSTRACT

The diagnosis of brain tumors through Magnetic Resonance Imaging (MRI) images is often
subjective, time-consuming, and prone to misinterpretation. Although Deep Learning methods,
particularly Convolutional Neural Networks (CNN), have proven effective in medical image
classification, their black-box nature makes model decisions difficult for medical personnel to
understand. This study aims to evaluate the performance of three CNN architectures, namely
Xception, DenseNet-121, and VGG-19, in classifying Glioma and Meningioma brain tumors, as well
as applying the Explainable Artificial Intelligence (XAI) approach using Gradient-weighted Class
Activation Mapping (Grad-CAM) to improve model transparency. The study used 2,875 secondary
MRI images that underwent preprocessing with the Random Under-Sampling (RUS) technique to
address class imbalance. Based on 27 testing scenarios with hyperparameter variations, the results
showed that the DenseNet-121 architecture with the Adam optimizer and a learning rate of 0.01
was the best model, achieving an accuracy of 99.31%, an F1-Score of 99.30%, and an AUC value
of 0.9999. Grad-CAM heatmap visualization proves that the model precisely focuses attention on
clinically relevant tumor tissue areas, making it reliable as a medical decision support system.
Keywords: Deep Learning, Brain Tumor, DenseNet-121, XAI, Grad-CAM, MRI
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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Otak merupakan pusat kendali Sistem Saraf Pusat (SSP) yang berperan

penting dalam mengatur berbagai fungsi tubuh, mulai dari pengambilan keputu-
san hingga pengendalian motorik (Soomro dkk., 2023; Kang, Ullah, dan Gwak,
2021). Karena kompleksitas dan peran vitalnya, otak sangat rentan terhadap gang-
guan seperti tumor (Ranjbarzadeh dkk., 2021). Tumor otak adalah pertumbuhan sel
abnormal di dalam jaringan otak yang dapat menyebabkan berbagai gejala seperti
sakit kepala, kejang, gangguan kognitif, hingga kematian (Srinivas dkk., 2022;
Reddy dkk., 2024). Berdasarkan data World Health Organization (WHO), kanker
merupakan penyebab kematian kedua terbesar di dunia dengan 10 juta kematian
pada tahun 2020, termasuk kontribusi signifikan dari tumor otak (Gaur, Bhandari,
Razdan, Mallik, dan Zhao, 2022).Di Indonesia, kasus tumor otak diperkirakan men-
capai 300 pasien per tahun yang menyerang berbagai kalangan usia, baik dewasa
maupun anak-anak (Harahap, Nafisa, Purba, dan Putri, 2023).

Terdapat berbagai jenis tumor otak, dengan dua yang paling sering menjadi
fokus klinis yaitu glioma yang bersifat ganas dan agresif, serta meningioma yang
berasal dari selaput meninges dan umumnya jinak namun berisiko jika menekan
jaringan vital otak (Srinivas dkk., 2022). Diagnosis dini sangat penting untuk keber-
hasilan pengobatan, namun masih bergantung pada interpretasi manual yang sub-
jektif dan memakan waktu (Kang dkk., 2021). Saat ini, Magnetic Resonance Imag-
ing (MRI) merupakan salah satu metode pencitraan medis terbaik untuk mende-
teksi kelainan pada jaringan lunak otak karena mampu menghasilkan citra bereso-
lusi tinggi tanpa penggunaan radiasi ionisasi (Sharif, Li, Khan, dan Saleem, 2020).
Namun, keterbatasan tenaga medis dan risiko kesalahan interpretasi membuat dibu-
tuhkannya sistem pendukung keputusan berbasis teknologi (Velpula dkk., 2025).
Urgensi ini dikonfirmasi melalui wawancara dengan Dokter Spesialis Bedah Saraf
di RSUD Arifin Achmad Provinsi Riau, yang menyatakan bahwa pada kasus ter-
tentu karakteristik visual glioma dan meningioma dapat tampak serupa sehingga
menyulitkan pembedaan secara manual. Kondisi ini, ditambah dengan meningkat-
nya jumlah temuan kasus akibat kesadaran masyarakat yang lebih tinggi, mene-
gaskan perlunya pemanfaatan teknologi kecerdasan buatan sebagai sistem pen-
dukung untuk mempercepat analisis citra MRI dan meningkatkan ketepatan diag-
nosis (Lampiran A).

1



Pemanfaatan Artificial Intelligence (AI) melalui pendekatan Deep Learning
menjadi solusi potensial yang mampu melakukan klasifikasi otomatis berdasarkan
citra medis (Saeedi, Rezayi, Keshavarz, dan R. Niakan Kalhori, 2023). Convolu-
tional Neural Network (CNN) telah banyak digunakan dalam berbagai tugas klasi-
fikasi citra, termasuk deteksi penyakit (Zeineldin dkk., 2022). Berbeda dengan Ma-
chine Learning konvensional yang memerlukan ekstraksi fitur manual (Kang dkk.,
2021), CNN mampu mempelajari fitur visual secara otomatis dari data mentah, se-
hingga lebih efektif dalam membedakan karakteristik kompleks antara Glioma dan
Meningioma (Saeedi dkk., 2023).

Meskipun CNN menawarkan akurasi klasifikasi yang tinggi, karakteris-
tiknya sebagai Black-box menjadi tantangan karena hasil prediksi sulit dijelaskan
dan dipahami oleh tenaga medis sebagai pengguna akhir (Akça, Atban, Garip,
dan Ekinci, 2023). Mengingat dampaknya terhadap keselamatan pasien, sistem AI
dalam bidang kesehatan tidak hanya dituntut akurat tetapi juga transparan dan da-
pat diinterpretasikan. Untuk mengatasi masalah tersebut, pendekatan Explainable
Artificial Intelligence (XAI) dibutuhkan untuk meningkatkan keterjelasan dan in-
terpretabilitas hasil prediksi model Deep Learning (Eder, Moser, Holzinger, Jean-
Quartier, dan Jeanquartier, 2022). Meskipun terdapat metode XAI post-hoc lain
seperti Local Interpretable Model-agnostic Explanations (LIME) dan SHapley Ad-
ditive exPlanations (SHAP), penerapannya pada citra medis beresolusi tinggi ser-
ing terkendala oleh kompleksitas komputasi dan hasil segmentasi yang kurang
natural (Barredo Arrieta dkk., 2020). Berbeda dengan pendekatan lain, pen-
dekatan Gradient-weighted Class Activation Mapping (Grad-CAM) dipilih karena
menawarkan efisiensi komputasi dengan memanfaatkan informasi gradien pada
lapisan konvolusi terakhir tanpa memerlukan perubahan pada arsitektur jaringan
(Marmolejo-Saucedo dan Kose, 2024).

Penelitian oleh Hidayatullah (2021) membangun model klasifikasi tumor
otak berbasis MRI menggunakan EfficientNet-B0, yang menghasilkan akurasi
99,8% dan F1-score 99,7% (Hidayatullah, 2021). Asif dan kawan-kawan (2022)
menerapkan model Xception dengan optimizer Adam dan mencapai akurasi 99,67%
serta F1-score 99,68%, menjadikannya model terbaik di antara beberapa arsitek-
tur CNN berbasis Transfer Learning (Asif dkk., 2022). Umair dan kawan-kawan
(2021) menggunakan DenseNet-121 dengan Grad-CAM untuk klasifikasi COVID-
19 dari citra X-ray dan mencapai akurasi 96,49%. Implementasi Grad-CAM
berhasil menunjukkan area kritis pada citra yang berkontribusi terhadap keputu-
san model, sehingga meningkatkan transparansi dan performa sistem klasifikasi
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(Umair dkk., 2021). Sementara itu, Jain dan kawan-kawan (2021) membuktikan
keunggulan VGG-19 dalam mengklasifikasikan penyakit otak melalui citra MRI
dengan meraih akurasi 86,42%, disertai dengan visualisasi Grad-CAM yang tepat
dan Confusion Matrix yang konsisten dibandingkan ResNet-18 dan VGG-16 (Jain
dkk., 2021).

Berdasarkan penelitian terdahulu, pendekatan Deep Learning khususnya
CNN terbukti efektif dalam klasifikasi tumor otak. Namun, tantangan berupa
kompleksitas model black-box dan subjektivitas interpretasi manual masih meng-
hambat penerapannya di dunia klinis. Penelitian ini mengusulkan pengembangan
model menggunakan 2.875 data sekunder citra MRI yang bersumber dari RSUD
Arifin Achmad Provinsi Riau periode tahun 2021, merujuk pada dataset yang telah
dikurasi dalam penelitian Hidayatullah. Penelitian ini mengusulkan pengembangan
model menggunakan tiga arsitektur Transfer Learning, yaitu VGG-19 yang merep-
resentasikan arsitektur jaringan dalam, DenseNet-121 yang unggul dalam efisiensi
parameter melalui dense connectivity, dan Xception yang menawarkan kecepatan
komputasi melalui depthwise separable convolution. Kebaruan penelitian ini ter-
letak pada analisis komparatif ketiga arsitektur tersebut yang diintegrasikan dengan
metode XAI Grad-CAM untuk memvisualisasikan area tumor secara presisi, guna
meningkatkan transparansi hasil klasifikasi. Model dengan hasil evaluasi terbaik
kemudian disimpan dalam ekstensi h5 untuk dipergunakan dalam pengembangan
aplikasi, sehingga hasil klasifikasi dan visualisasi Grad-CAM dapat diakses secara
langsung dan berfungsi sebagai alat bantu keputusan klinis yang transparan.

1.2 Perumusan Masalah
Berdasarkan latar belakang yang telah diuraikan, penelitian ini berfokus

pada pengembangan dan perbandingan performa model klasifikasi tumor otak
Glioma dan Meningioma menggunakan tiga arsitektur Deep Learning berbeda,
yaitu Xception, DenseNet-121, dan VGG-19, yang dioptimalkan dengan pen-
dekatan Explainable Artificial Intelligence (XAI). Maka dapat ditetapkan suatu
rumusan masalah yaitu ”Bagaimana implementasi Grad-CAM pada Xception,
DenseNet-121, dan VGG-19 dapat meningkatkan akurasi dan interpretabilitas klasi-
fikasi tumor otak glioma dan meningioma berdasarkan citra MRI 2D?”

1.3 Batasan Masalah
Dalam penelitian yang dilakukan diperlukan batasan masalah agar tidak

meluas dari topik yang telah ditentukan, berikut batasan masalah dalam penulisan
tugas akhir:
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1. Dataset yang digunakan adalah data sekunder citra MRI tumor otak berupa
irisan 2D (axial plane) sebanyak 2.875 citra yang bersumber dari rekam
medis pasien RSUD Arifin Achmad Provinsi Riau Periode Tahun 2021.
Data ini merujuk pada dataset yang telah tervalidasi dalam penelitian Hi-
dayatullah (2021).

2. Klasifikasi dilakukan pada dua kelas tumor otak dengan komposisi data,
yaitu kelas Glioma sebanyak 840 citra dan kelas Meningioma sebanyak
2.035 citra.

3. Model Deep Learning dibangun menggunakan tiga arsitektur Transfer
Learning, yaitu Xception, DenseNet-121, dan VGG-19.

4. Interpretabilitas Model menggunakan pendekatan Explainable Artificial
Intelligence (XAI) teknik Gradient-weighted Class Activation Mapping
(Grad-CAM) untuk memvisualisasikan heatmap area tumor.

5. Evaluasi performa model dilakukan menggunakan Confusion Matrix yang
terdiri dari accuracy, precision, recall, dan F-1 score serta ROC.

6. Tools yang digunakan adalah Google Colab, Library Tensorflow, framework
Flask dan Keras.

1.4 Tujuan
Adapun tujuan penelitian ini adalah sebagai berikut:

1. Menganalisis dan membandingkan performa tiga arsitektur Convolutional
Neural Network (CNN) yaitu Xception, DenseNet-121, dan VGG-19 untuk
menentukan model terbaik dalam klasifikasi tumor otak berdasarkan citra
MRI.

2. Meningkatkan transparansi dan interpretabilitas model melalui pendekatan
Explainable Artificial Intelligence (XAI) menggunakan Grad-CAM agar
keputusan prediksi dapat dijelaskan secara visual.

3. Mengembangkan prototipe aplikasi berbasis web menggunakan model ter-
baik sebagai alat bantu diagnosis yang mampu memberikan hasil klasifikasi
dan visualisasi area tumor.

1.5 Manfaat
Manfaat penelitian ini adalah sebagai berikut:

1. Memberikan alat bantu diagnosis alternatif yang cepat bagi tenaga medis
dalam membedakan tumor glioma dan meningioma, sehingga dapat men-
gurangi subjektivitas dalam interpretasi citra secara manual.

2. Mengatasi masalah Black-box pada Deep Learning melalui visualisasi
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Grad-CAM, sehingga tenaga medis dapat memahami dan memverifikasi
bahwa keputusan model didasarkan pada area tumor yang relevan.

3. Mendapatkan model yang bisa digunakan untuk pengembangan aplikasi
klasifikasi tumor otak Meningioma dan Glioma.

4. Memberikan kontribusi dalam bidang kesehatan, khususnya dalam
meningkatkan kualitas diagnosis dan pengobatan tumor otak.

1.6 Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:
BAB 1. PENDAHULUAN
Dalam bab ini peneliti menjelaskan mengenai latar belakang, rumusan

masalah, batasan masalah, tujuan penelitian, manfaat penelitian, serta sistematika
penulisan dalam laporan tugas akhir.

BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang berasal dari jurnal ilmiah, prosiding,

buku serta studi kepustakaan yang digunakan sebagai tinjauan dalam penulisan tu-
gas akhir ini.

BAB 3. METODOLOGI PENELITIAN
Bab ini memaparkan mengenai tentang alur penelitian penulis mulai dari

pengumpulan data hingga pengolahan datanya.
BAB 4. HASIL DAN PEMBAHASAN
Bab ini memaparkan mengenai analisis dan hasil yang merupakan analisis

perbandingan metode CNN dengan arstitektur Xception, DenseNet-121 dan VGG-
19 serta hasil dari aplikasinya

BAB 5. PENUTUP
Bab ini memaparkan kesimpulan dan saran dari penelitian
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BAB 2

LANDASAN TEORI

2.1 Tumor Otak
Otak manusia merupakan komponen inti dari sistem saraf pusat (SSP) dan

termasuk salah satu organ paling kompleks serta vital dalam tubuh (Ullah dkk.,
2022). Organ ini berperan sebagai pusat pengendali seluruh aktivitas tubuh melalui
koordinasi miliaran sel dan sistem saraf (Alanazi dkk., 2022). Otak bertanggung
jawab atas pemrosesan, pengambilan keputusan, dan pengiriman instruksi ke berba-
gai sistem tubuh (Mastoi dkk., 2025). Kompleksitas dan peran krusial otak dalam
fungsi tubuh menyebabkan kerentanannya terhadap berbagai gangguan, termasuk
perkembangan jaringan abnormal seperti tumor (Özkaraca dkk., 2023).

Tumor otak adalah sekumpulan sel abnormal yang tumbuh secara tidak
terkendali di dalam otak atau sistem saraf pusat (Akter dkk., 2024). Menurut la-
poran World Health Organization (WHO), kanker otak termasuk salah satu jenis
kanker paling mematikan, dengan statistik menunjukkan sekitar 17.760 kematian
pada orang dewasa akibat tumor otak pada tahun 2019 (Khairandish, Sharma, Jain,
Chatterjee, dan Jhanjhi, 2022). Di Indonesia terdapat sekitar 300 kasus tumor otak
yang terdiagnosis setiap tahun pada berbagai kalangan usia baik dewasa maupun
anak-anak (Harahap dkk., 2023). Dalam praktik klinis di RSUD Arifin Achmad
Provinsi Riau, peningkatan temuan kasus lebih dipengaruhi oleh meningkatnya ke-
sadaran masyarakat dan akses BPJS yang mendukung deteksi dini melalui CT Scan,
bukan karena peningkatan angka kejadian tumor otak (Valentino, 2025). Meskipun
demikian, banyak kasus yang terlambat ditangani karena gejala awal sering dia-
baikan. Berdasarkan observasi klinis, gejala paling umum yang dikeluhkan pasien
adalah nyeri kepala kronis yang bersifat progresif, serta gangguan fungsional lain
bergantung pada lokasi tumor, seperti gangguan penglihatan, pendengaran, bicara,
atau motorik (Valentino, 2025).

Sekitar 130 varian tumor yang berbeda dapat menyerang otak dan sis-
tem saraf pusat, dengan rentang klasifikasi dari tumor jinak sampai ganas
(Abdusalomov, Mukhiddinov, dan Whangbo, 2023). Di bidang bedah saraf RSUD
Arifin Achmad provinsi Riau sendiri, kasus tumor otak menempati urutan ketiga
terbanyak setelah kasus trauma dan penyakit vaskular (Valentino, 2025). Tumor
otak dibagi menjadi dua bagian utama yaitu tumor primer dan sekunder (Raza dkk.,
2022). Tumor otak primer adalah tumor yang dapat berkembang dalam sel-sel otak
itu sendiri, sebelum berpotensi menyebar ke bagian lain tubuh. Karakteristik tu-
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mor ini bervariasi mulai dari bentuk jinak hingga ganas (Reddy dkk., 2024). Se-
baliknya tumor otak sekunder atau metastasis merupakan tumor yang berasal dari
kelainan organ tubuh lain yang menyebar ke otak melalui aliran darah (Soomro
dkk., 2023). Tumor otak sekunder bersifat kanker karena berasal dari penyebaran
kanker dari organ tubuh lain, sedangkan tumor jinak tidak menyebar antar bagian
tubuh (Abdusalomov dkk., 2023).

2.1.1 Glioma
Glioma adalah tumor otak primer yang sangat berbahaya di sistem saraf

pusat (SSP), dengan jumlah kasus yang terus meningkat dan dampak besar pada
tingkat kematian manusia (Kader dkk., 2021). Glioma berasal dari sel glia, yang
berfungsi menjaga kesehatan neuron otak dan mendukung komunikasi antar sel
saraf di otak dan sistem saraf pusat (Reddy dkk., 2024). Tumor ini umumnya
bersifat ganas dan berkontribusi terhadap 33% dari seluruh kasus tumor otak, de-
ngan tingkat agresivitas tinggi yang memungkinkannya menyebar cepat ke jaringan
otak lainnya (Akter dkk., 2024). Secara demografis, karakteristik penderita Glioma
memiliki perbedaan signifikan dengan jenis tumor lain. Berdasarkan data klinis di
RSUD Arifin Achmad, kasus Glioma lebih dominan ditemukan pada pasien berusia
lanjut, yakni kisaran 50 tahun ke atas (Valentino, 2025). Glioma diklasifikasikan
menjadi dua jenis utama, yaitu Low-Grade Glioma (LGG) dan High-Grade Glioma
(HGG). LGG umumnya tumbuh lambat dan bisa bersifat jinak maupun ganas, se-
hingga penderita dapat bertahan hidup selama beberapa tahun. Sebaliknya, HGG
bersifat sangat ganas dengan laju pertumbuhan tinggi, dan harapan hidup penderi-
tanya biasanya kurang dari dua tahun (Sharif dkk., 2020). Citra Meningioma dapat
dilihat pada Gambar 2.1 (Abdusalomov dkk., 2023).

Gambar 2.1. Citra Tumor Otak Glioma

2.1.2 Meningioma
Meningioma adalah jenis tumor otak yang berkembang dari tiga lapisan

membran yang disebut meninges (Maqsood, Damaševičius, dan Maskeliūnas,
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2022). Lapisan tersebut mengelilingi sumsum tulang belakang dan otak manusia
(Ullah dkk., 2022). Meningioma termasuk dalam tumor otak primer karena be-
rasal dari otak itu sendiri dan cenderung bersifat tumor jinak, namun tetap memer-
lukan pengawasan medis karena dapat memberikan tekanan pada jaringan otak sek-
itarnya jika ukurannya membesar (Reddy dkk., 2024; Maqsood, Damaševičius, dan
Maskeliūnas, 2022).

Gejala meningioma sangat bervariasi tergantung pada lokasi dan ukuran
tumor, namun umumnya mencakup sakit kepala, kejang, gangguan penglihatan
atau pendengaran dan kelemahan anggota badan (Maqsood, Damaševičius, dan
Maskeliūnas, 2022). Dalam praktik klinis, meningioma menyumbang sekitar 15%
dari seluruh kasus tumor otak (Özkaraca dkk., 2023). Observasi klinis di RSUD
Arifin Achmad menunjukkan bahwa kasus meningioma paling dominan ditemukan
pada pasien wanita. Data kunjungan pasien juga mengindikasikan bahwa seba-
gian kasus terdeteksi pada kelompok usia yang relatif lebih muda, sekitar 40 tahun,
meskipun secara umum meningioma lebih sering dilaporkan pada individu berusia
di atas 60 tahun (Komite Penanggulangan Kanker Nasional, 2019; Valentino, 2025).
Citra Meningioma dapat dilihat pada Gambar 2.2 (Abdusalomov dkk., 2023).

Gambar 2.2. Citra Tumor Otak Meningioma

2.2 Magnetic Resonance Imaging (MRI)
MRI adalah teknik pencitraan medis penting yang memberikan informasi

rinci tentang struktur otak dengan resolusi tinggi (Ullah dkk., 2022). Teknologi
MRI memanfaatkan medan magnet kuat dan gelombang radio untuk menghasilkan
gambar tiga dimensi yang rinci dari organ dan jaringan di dalam tubuh (Marek dkk.,
2022). MRI lebih unggul dari Computer Tomography (CT) Scan karena mem-
berikan citra jaringan otak yang lebih detail tanpa menggunakan radiasi ionisasi,
sehingga lebih aman dan efektif untuk mendeteksi tumor berdasarkan tekstur dan
bentuknya (Asif dkk., 2022).

MRI unggul dalam diagnosis tumor otak karena menghasilkan gambar res-
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olusi tinggi dengan kontras jaringan lunak yang baik dan menyediakan pandangan
aksial, koronal, dan sagital untuk evaluasi menyeluruh (Abdusalomov dkk., 2023).
Citra MRI umumnya terdiri dari beberapa jenis pemindaian seperti T1-weighted
(T1w), T2-weighted (T2w), FLAIR, dan T1-weighted dengan kontras (T1wc), yang
masing-masing memberikan representasi berbeda terhadap jaringan otak (Shehab,
Fahmy, Gasser, dan El-Mahallawy, 2021). Meski memiliki banyak keunggulan,
akurasi MRI tetap bergantung pada interpretasi radiolog yang bisa bersifat subjek-
tif, dan integrasi data sering terkendala oleh perbedaan metode serta variasi populasi
(Bethlehem dkk., 2022). Citra MRI otak dapat dilihat pada Gambar 2.3 (Senan dkk.,
2022).

Gambar 2.3. Citra MRI Tumor Otak Manusia

2.3 Deep Learning
Deep Learning merupakan bidang populer AI yang menggunakan jaringan

saraf tiruan (Neural Network) untuk memproses informasi seperti otak manusia dan
memungkinkan pemodelan otomatis tanpa ekstraksi fitur manual (Abdullah, berhe
Abrha, Kedir, dan Tamirat Tagesse, 2024). Deep Learning adalah cabang machine
learning yang menggunakan jaringan saraf bertingkat dengan minimal dua lapisan
tersembunyi yang bekerja secara hierarkis untuk mengenali pola dari data men-
tah (Mirugwe, Nyirenda, dan Dufourq, 2022). Teknik Deep Learning berkembang
pesat dan banyak digunakan dalam pengenalan gambar, segmentasi, deteksi, serta
berbagai tugas computer vision (Maqsood, Damaševičius, dan Maskeliūnas, 2022).

Deep Learning telah menjadi teknik unggulan dalam analisis citra medis
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karena kemampuannya mengenali pola kompleks yang sulit diidentifikasi manusia,
khususnya pada data citra MRI (Menaouer, Dermane, El Houda Kebir, dan Matta,
2022). Deep Learning mampu mengenali pola halus yang sulit ditangkap oleh
manusia. Karena itu, teknologi ini banyak digunakan dalam analisis citra medis
(Alsaif dkk., 2022).

2.4 Convolutional Neural Network (CNN)
CNN adalah algoritma Deep Learning paling populer yang menjadi ter-

obosan besar dalam klasifikasi dan pengolahan citra digital (Tashtoush dkk.,
2023). CNN dirancang untuk mengenali pola spasial pada gambar dengan struk-
tur menyerupai sistem visual manusia, memproses input gambar melalui lapisan
tersembunyi dan menghasilkan kategori kelas sebagai output (Menaouer dkk.,
2022). CNN digunakan untuk melakukan klasifikasi, segmentasi, dan deteksi objek
dalam citra, dengan kemampuan mengolah data berdimensi tinggi guna mengenali
pola visual yang kompleks (Alsaif dkk., 2022). Pertimbangan utama dalam pemil-
ihan algoritma CNN pada penelitian ini adalah keunggulannya dalam melakukan
ekstraksi fitur secara otomatis (Boussaad dan Boucetta, 2022). Berbeda dengan
metode Machine Learning konvensional yang sangat bergantung pada ekstraksi fi-
tur manual yang rumit dan rentan terhadap bias subjektif manusia, CNN memi-
liki kemampuan untuk mempelajari hierarki fitur langsung dari data mentah piksel
(Maqsood, Damaševičius, dan Maskeliūnas, 2022). CNN mampu secara otoma-
tis mempelajari fitur dari data mentah dengan mengekstraksi fitur visual seder-
hana pada lapisan awal dan menyusunnya secara hierarkis menjadi fitur yang lebih
kompleks pada lapisan yang lebih dalam, sehingga dapat mengatasi keterbatasan
metode Machine Learning tradisional yang bergantung pada rekayasa fitur manual
(Özkaraca dkk., 2023).

CNN memiliki tiga lapisan utama, yaitu convolutional layer, pooling layer,
dan fully connected (Asif dkk., 2022). Lapisan konvolusional pada CNN berfungsi
mendeteksi fitur lokal dari gambar dengan menggunakan filter atau kernel, di mana
setiap neuron menghitung input sebagai hasil perkalian titik untuk menghasilkan
representasi fitur dalam ruang laten beresolusi rendah (Ammann, Hadler, Gröschel,
Kolbitsch, dan Schulz-Menger, 2023). Pooling layer berfungsi mengurangi dimensi
spasial dari fitur yang dihasilkan lapisan konvolusi dengan tetap mempertahankan
informasi penting. Proses ini, seperti max pooling atau average pooling, membantu
mengurangi kompleksitas model dan meningkatkan ketahanan terhadap perubahan
posisi atau skala objek dalam citra (Abdullah dkk., 2024). Lapisan Fully Connected
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(FC) adalah komponen akhir dalam CNN yang menghubungkan semua fitur hasil
ekstraksi dari lapisan sebelumnya ke neuron output untuk menghasilkan prediksi.
Setiap neuron pada lapisan ini terhubung penuh dengan neuron di lapisan sebelum-
nya, memungkinkan transformasi fitur menjadi hasil klasifikasi (Balaha dan Has-
san, 2023). Gambar 2.4 menunjukkan contoh arsitektur CNN (Dhillon dan Verma,
2020).

Gambar 2.4. Arsitektur Convolutional Neural Network (CNN)

2.5 Transfer Learning
Transfer Learning adalah teknik Deep Learning yang mentransfer penge-

tahuan dari model yang telah dilatih sebelumnya ke model baru untuk meningkatkan
efisiensi pembelajaran (Maqsood, Damaševičius, dan Maskeliūnas, 2022). Transfer
Learning memanfaatkan model yang sudah terlatih (pre-trained) pada dataset besar
untuk diterapkan pada tugas baru dengan data berbeda,dan sangat cocok diterapkan
ketika jumlah data pelatihan terbatas (Asif dkk., 2022). Dengan melakukan fine-
tuning pada lapisan tertentu, model dapat memanfaatkan pengetahuan yang telah
diperoleh dari data berlabel dalam jumlah besar untuk beradaptasi dengan karak-
teristik spesifik pada tugas baru yang memiliki data terbatas, sehingga menghemat
waktu dan sumber daya komputasi (Balaha dan Hassan, 2023).

2.5.1 Arsitektur Xception
Xception, singkatan dari “Extreme Inception”, adalah arsitektur Deep

Learning lanjutan yang dikembangkan oleh François Chollet pada 2017 sebagai
pengembangan Inception dengan menggantikan modul Inception dengan operasi
depthwise separable convolution (Asif dkk., 2022; Yoon, 2025). Pendekatan Xcep-
tion mengandalkan konvolusi yang dipisahkan berdasarkan kedalaman, di mana
depthwise convolution menerapkan filter 3x3 secara independen pada setiap salu-
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ran, diikuti oleh pointwise convolution 1x1 untuk menggabungkan informasi antar
saluran, serta dilengkapi dengan batch normalization dan koneksi residual (Reyes
dan Sánchez, 2024).

Model Xception memiliki 71 lapisan, termasuk 36 lapisan konvolusi un-
tuk ekstraksi fitur yang disusun dalam 14 modul dengan koneksi residual linier.
Setelah bagian inti konvolusi, digunakan global average pooling dan dropout 50%
sebelum lapisan akhir yang terhubung penuh (Ullah dkk., 2022). Xception mengan-
dalkan konvolusi terpisah untuk mengurangi parameter dan mempercepat pelatihan,
serta menunjukkan performa lebih baik dibanding InceptionV3, VGG, dan berbagai
varian ResNet pada klasifikasi dataset ImageNet (Dhillon dan Verma, 2020). Ar-
sitektur utama model Xception beserta komponen-komponennya ditampilkan pada
Gambar 2.5 (Dhillon dan Verma, 2020).

Gambar 2.5. Arsitektur Xception

2.5.2 Arsitektur DenseNet-121
Arsitektur DenseNet merupakan salah satu varian dari Dense Convolutional

Network (DenseNet) yang dikembangkan oleh Gao Huang dan rekan-rekannya pada
tahun 2017 (Huang, Liu, Van Der Maaten, dan Weinberger, 2017). DenseNet
merupakan pengembangan dari ResNet dengan arsitektur feedforward yang me-
manfaatkan koneksi padat antar lapisan melalui blok padat (Asif dkk., 2022).
Setiap lapisan terhubung langsung ke seluruh lapisan setelahnya, sehingga lebih
efisien dalam mengatasi masalah hilangnya gradien, memperkuat aliran fitur, me-
manfaatkan informasi dari berbagai tingkat, serta mengurangi jumlah parameter
meskipun memiliki jumlah lapisan yang sama (F. Li, Feng, Han, dan Wang, 2020).

DenseNet-121 dirancang untuk tugas klasifikasi gambar dengan meman-
faatkan koneksi padat antar lapisan, yang memungkinkan aliran informasi dan gra-
dien lebih efisien melalui koneksi pendek, di mana setiap lapisan menerima dan
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meneruskan peta fitur secara kolektif dalam dimensi kedalaman (Ho dan Gwak,
2019). DenseNet121 terdiri dari empat blok padat yang masing-masing berisi 6, 12,
24, dan 16 blok konvolusi, yang dipisahkan oleh tiga lapisan transisi untuk men-
gurangi dimensi fitur dan ukuran spasial melalui konvolusi 1x1 dan pooling (Asif
dkk., 2022). DenseNet121 mampu mempelajari pola fitur yang lebih beragam dan
menghasilkan batas keputusan yang lebih halus, terutama saat data pelatihan ter-
batas (Ho dan Gwak, 2019). Berkat efisiensi dan generalisasi yang baik, model ini
banyak digunakan dalam pengenalan citra, termasuk deteksi tumor otak pada citra
MRI. Arsitektur DenseNet121 secara keseluruhan dapat dilihat pada Gambar 2.6
(Huang dkk., 2017).

Gambar 2.6. Arsitektur DenseNet-121

2.5.3 Arsitektur VGG-19
Visual Geometry Group Network (VGGNet) adalah arsitektur jaringan saraf

konvolusional yang dikembangkan oleh Karen Simonyan dan Andrew Zisserman
dari Universitas Oxford pada tahun 2014 (Alsaif dkk., 2022). VGG dikembangkan
untuk tugas klasifikasi gambar dan berhasil meraih juara kedua dalam kategori
klasifikasi dan lokalisasi pada kompetisi ImageNet Large Scale Visual Recogni-
tion Challenge (ILSVRC) 2014 (Tashtoush dkk., 2023). VGGNet meningkatkan
akurasi klasifikasi dengan memperdalam arsitektur jaringan, menggunakan filter
konvolusi kecil berukuran 3×3 dan max pooling 2×2 untuk membentuk represen-
tasi fitur yang kompleks (Menaouer dkk., 2022). VGGNet dirumuskan dengan
meningkatkan kedalaman arsitektur yang memiliki dua varian utama yaitu VGG-
16 dan VGG-19 (Maqsood, Damaševičius, dan Maskeliūnas, 2022).

VGG-19 memiliki 16 lapisan konvolusi dan 3 fully connected, menggu-

13



nakan filter 3×3 dengan stride 1, max-pooling 2×2, dan aktivasi ReLU untuk
menambahkan non-linearitas. Arsitektur ini lebih dalam dibanding VGG-16 yang
hanya memiliki 13 lapisan konvolusi (Tashtoush dkk., 2023). Penggunaan fil-
ter kecil yang berulang pada VGG-19 memungkinkan penangkapan fitur hierarkis
yang lebih kompleks dibandingkan arsitektur sebelumnya seperti AlexNet, sekali-
gus meningkatkan kemampuan non-linearitas jaringan tanpa menambah komplek-
sitas parameter secara signifikan (Alanazi dkk., 2022). Meskipun penambahan
lapisan pendukung menjadikan VGG-19 lebih mumpuni dalam mempelajari struk-
tur kompleks dengan blok sekuensial yang meminimalisir kehilangan informasi
spasial, peningkatan jumlah lapisan dan parameter dibandingkan pendahulunya
seperti VGG-16 menyebabkan kebutuhan sumber daya komputasi yang lebih besar
dan waktu pelatihan yang lebih lama (Kandel dan Castelli, 2020). VGG-19 memi-
liki arsitektur bertingkat dengan blok konvolusi, dilanjutkan lapisan fully connected
dan softmax di akhir untuk klasifikasi. Gambar 2.7 menunjukkan struktur arsitektur
VGG-19 secara keseluruhan (Maqsood, Damaševičius, dan Maskeliūnas, 2022).

Gambar 2.7. Arsitektur VGG-19

2.6 Explainable Artificial Intelligence (XAI)
XAI adalah bidang kecerdasan buatan yang mengusulkan pergeseran

menuju AI transparan melalui pengembangan teknik untuk meningkatkan inter-
pretabilitas model pembelajaran mesin kompleks seperti Deep Learning (Adadi dan
Berrada, 2018). XAI bertujuan untuk membuka ”kotak hitam” dari model pembe-
lajaran mendalam yang proses pengambilan keputusannya sulit dipahami manusia,
sehingga keputusan internalnya dapat dipahami dengan lebih baik (van der Velden,
Kuijf, Gilhuijs, dan Viergever, 2022). XAI mengatasi masalah interpretabilitas de-
ngan menyediakan visualisasi dan penjelasan yang menyoroti bagian relevan dalam
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representasi mesin yang memengaruhi akurasi model saat pelatihan atau prediksi
(Eder dkk., 2022).

Teknik XAI diklasifikasikan berdasarkan tiga kriteria utama yaitu ruang
lingkup (global vs lokal), waktu penerapan (intrinsik vs post hoc), dan pendekatan
yang digunakan yaitu berbasis model, fitur, atau parameter (van der Velden dkk.,
2022). Dalam kategori post-hoc, terdapat beberapa metode populer seperti Local
Interpretable Model-agnostic Explanations (LIME) dan SHapley Additive exPlana-
tions (SHAP) (Linardatos, Papastefanopoulos, dan Kotsiantis, 2021). Namun, pen-
erapan metode tersebut pada citra medis beresolusi tinggi sering kali menghadapi
kendala, seperti kompleksitas komputasi yang tinggi pada SHAP dan hasil segmen-
tasi superpixel yang kurang natural pada LIME (van der Velden dkk., 2022). XAI
mengatasi kekurangan penjelasan model radiomik dengan mengidentifikasi area
berpengaruh dalam citra MRI, sehingga meningkatkan kepercayaan dan memung-
kinkan validasi klinis oleh tenaga medis untuk diagnosis (Gaur dkk., 2022). Menu-
rut penelitian oleh Zeineldin dan kawan-kawan (2022), penerapan XAI dalam anal-
isis citra MRI dapat membantu tenaga medis memahami proses pengambilan kepu-
tusan model Deep Learning melalui visualisasi area penting pada gambar(Zeineldin
dkk., 2022).

2.6.1 Gradient-weighted Class Activation Mapping (Grad-CAM)
Grad-CAM dikembangkan oleh Selvaraju dan kawan-kawan (2016)

dan merupakan metode post-hoc interpretabilitas yang menghasilkan heatmap
(Selvaraju dkk., 2017). Berbeda dengan LIME yang bekerja dengan melakukan
perturbasi acak pada input gambar untuk mengidentifikasi fitur mana yang memi-
liki pengaruh paling besar terhadap prediksi model (S Band dkk., 2023), Grad-
CAM menggunakan informasi gradien dari kelas target pada lapisan konvolusi
terakhir untuk menghasilkan visualisasi yang menyoroti area penting dalam citra
yang memengaruhi keputusan klasifikasi model CNN (Barredo Arrieta dkk., 2020).
Grad-CAM efektif untuk analisis citra MRI, seperti penilaian dan lokalisasi glioma,
dengan menyoroti area penting yang memengaruhi prediksi model dan lebih mu-
dah dipahami manusia dibandingkan penjelasan berbasis piksel. Secara matematis,
Grad-CAM menghitung koefisien penting (weight) untuk setiap feature map pada
lapisan konvolusi, seperti ditunjukkan pada Persamaan 2.1 (Zeineldin dkk., 2022).

α
c
k =

1
z ∑

i
∑

j

ϑyc

ϑAk
i j

(2.1)

Persamaan 2.1 menghitung bobot αc
k sebagai rata-rata gradien skor kelas yc
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terhadap aktivasi spasial Ak
i j. Bobot ini menunjukkan kontribusi feature map ke-

k terhadap prediksi kelas c. Selanjutnya, heatmap Grad-CAM dihasilkan melalui
kombinasi linear antara bobot αc

k dan feature map Ak, kemudian diterapkan fungsi
aktivasi ReLU untuk mempertahankan hanya kontribusi positif, seperti yang ditun-
jukkan pada Persamaan 2.2 (H. Y. Chen dan Lee, 2020).

Lc
Grad−CAM = ReLU

(
∑
k

α
c
kAk

)
(2.2)

Grad-CAM bekerja dengan melakukan forward pass untuk menghasilkan
prediksi, lalu tbackward pass untuk menghitung gradien terhadap feature map di
lapisan konvolusi terakhir. Gradien ini menentukan bobot tiap feature map yang
kemudian digabung dan diaktifkan dengan ReLU untuk membentuk peta aktivasi
spasial. Hasil visualisasi ini menyoroti area penting dalam citra yang memen-
garuhi keputusan model tanpa mengubah arsitektur jaringan, seperti ditunjukkan
pada Gambar 2.8 (Selvaraju dkk., 2017).

Gambar 2.8. Arsitektur Grad-CAM

2.7 optimizer
Optimizer adalah komponen kunci dalam pelatihan model Deep Learn-

ing yang berfungsi memperbarui bobot jaringan berdasarkan nilai loss, sehingga
berperan langsung dalam meningkatkan akurasi dan performa model [57]. Opti-
mizer bertujuan meminimalkan fungsi loss dengan menyesuaikan parameter yang
dapat dipelajari, sehingga proses pembelajaran model menjadi lebih efisien dan aku-
rat [24]. Optimizer bekerja dengan memperbarui bobot jaringan saraf menggunakan
algoritma gradient descent, yang mengambil langkah kecil ke arah negatif dari tu-
runan fungsi loss untuk meminimalkan kesalahan secara bertahap [43]. Banyak
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algoritma Optimizer dikembangkan untuk meningkatkan efisiensi pelatihan model.
Beberapa Optimizer yang sering digunakan antara lain Adam, SGD dengan mo-
mentum, dan RMSProp.

2.7.1 Adaptive Moment Estimation (Adam)
Adam merupakan algoritma optimasi yang menggabungkan heuristik dan

keunggulan dari metode Momentum dan RMSProp untuk menghasilkan pendekatan
yang lebih efektif dalam pelatihan model (Balaha dan Hassan, 2023). Adam adalah
algoritma optimasi berbasis gradien orde pertama yang menggunakan estimasi mo-
men pertama (rata-rata gradien) dan momen kedua (kuadrat gradien) secara adap-
tif untuk setiap parameter, sehingga mampu mengatur Learning Rate secara di-
namis selama proses pelatihan pada fungsi objektif stokastik (Usmani dkk., 2023).
Adam digunakan untuk memperbarui bobot jaringan secara iteratif berdasarkan
data pelatihan, dengan kemampuan adaptasi yang menjadikannya algoritma pop-
uler karena stabilitas, dan konvergensi cepat (Asif dkk., 2022). Adam menghitung
momen pertama dan kedua gradien menggunakan Persamaan 2.3 dan 2.4, lalu mem-
perbarui bobot dengan Persamaan 2.5 yang menggabungkan konsep dari SGDM
dan RMSprop (Rajakumari dan Kalaivani, 2022).

mt = δmt +(1−δ1)(∇wL(x,y,wt)) (2.3)

vt = δ2vt−1 +(1−δ2)(∇wL(x,y,w))2 (2.4)

w = w− lr · mt√
vt + ε

(2.5)

Pada algoritma Adam, persamaan pertama menghitung momen pertama mt

sebagai rata-rata eksponensial dari gradien gt untuk menangkap arah pembaruan
bobot, sementara persamaan kedua menghitung momen kedua vt sebagai rata-rata
eksponensial dari kuadrat gradien g2

t , yang digunakan untuk mengontrol skala pem-
baruan agar tetap stabil. Kedua nilai ini kemudian digunakan dalam persamaan
ketiga untuk memperbarui bobot w, yaitu dengan mengurangi hasil dari mt√

vt+ε
yang

dikalikan dengan Learning Rate α, sehingga proses pelatihan menjadi adaptif, sta-
bil, dan cepat konvergen (Rajakumari dan Kalaivani, 2022).
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2.7.2 Stochastic Gradient Descent with Momentum (SGDM)
Stochastic Gradient Descent (SGD) adalah algoritma optimasi paling dasar

yang sering digunakan dalam machine learning untuk meminimalkan fungsi keru-
gian (Shehab dkk., 2021). SGD mempercepat pelatihan dibanding gradient de-
scent tradisional dengan memperbarui bobot per sampel pelatihan, bukan menghi-
tung gradien dari seluruh dataset (Hassan, Shams, Hikal, dan Elmougy, 2023).
SGDM adalah pengembangan dari SGD yang menambahkan komponen momen-
tum, yaitu kombinasi linear antara gradien saat ini dan pembaruan sebelumnya, un-
tuk mempercepat konvergensi, mengurangi osilasi, dan menghasilkan pembaruan
bobot yang lebih stabil dan akurat (Kandel dan Castelli, 2020). Secara matematis,
SGDM didasarkan pada prinsip momentum dalam fisika, di mana algoritma cen-
derung mempertahankan arah langkah sebelumnya. Konsep ini diterapkan dengan
menambahkan dua variabel, yaitu kecepatan dan faktor gesekan, untuk memper-
baiki arah dan meningkatkan kestabilan proses optimisasi, seperti ditunjukkan pada
Persamaan 2.6 dan 2.7 (Rajakumari dan Kalaivani, 2022).

vt +1 = pvt +∇wL(x,w) (2.6)

w = w− lr · (vt +1) (2.7)

Persamaan 2.6 menghitung kecepatan pembaruan bobot vt+1 dengan meng-
gabungkan momentum dari gradien sebelumnya pvt dan gradien terkini ∇wL(x,w),
di mana p merupakan koefisien momentum yang membantu mempertahankan arah
pembaruan untuk mempercepat konvergensi dan mengurangi osilasi. Hasil per-
hitungan kecepatan ini kemudian digunakan dalam Persamaan 2.7 untuk memper-
barui bobot w, yaitu dengan mengurangkan nilai lr ·vt+1 dari bobot sebelumnya, se-
hingga proses optimasi menjadi lebih stabil dan efisien (Kandel dan Castelli, 2020).

2.7.3 RMSprop
RMSprop adalah algoritma optimisasi dari kelompok gradien adaptif yang

dikembangkan untuk mengatasi permasalahan dalam penentuan Learning Rate awal
pada SGD. Metode ini bekerja dengan menyesuaikan Learning Rate secara otoma-
tis selama pelatihan, menggunakan exponentially weighted moving average dari
kuadrat gradien (Rajakumari dan Kalaivani, 2022). RMSprop memiliki kemiri-
pan dengan optimizer Adam, perbedaannya terletak pada cara pembaruan param-
eter. RMSprop menggunakan momentum pada gradien yang telah disesuaikan,
sedangkan Adam memperbarui parameter dengan rata-rata bergerak dari momen
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pertama dan kedua gradien (Reyad, Sarhan, dan Arafa, 2023). Proses pembaruan
gradien telah dibahas dalam (Hassan dkk., 2023) seperti yang ditunjukkan pada
persamaan 2.8 dan 2.9.

vt = δvt−1 +(1−δ)(∇wL(x,y,wt))
2 (2.8)

w = w−η · 1√
vt + ε

⊙∇wL(x,y,w) (2.9)

Persamaan 2.8 menghitung nilai ekspektasi dari kuadrat gradien vt dengan
mengombinasikan nilai historis vt−1 dan kuadrat gradien terkini (∇wL(x,y,wt))

2,
diatur oleh koefisien peluruhan δ yang berfungsi mengontrol kontribusi memori
masa lalu. Selanjutnya, Persamaan 2.9 menunjukkan proses pembaruan parameter
bobot w dengan mengurangkan hasil dari gradien yang telah dinormalisasi terhadap
akar dari vt yang distabilisasi menggunakan konstanta ε. Simbol ⊙ menyatakan
operasi Hadamard (perkalian elemen per elemen), yang memungkinkan pembaruan
dilakukan secara individual terhadap setiap parameter dalam jaringan.

2.8 Random Under Sampling (RUS)
Class Imbalance adalah masalah umum dalam Machine Learning dan Deep

Learning, terutama pada dataset medis. Hal ini terjadi ketika jumlah data kelas
mayoritas jauh lebih banyak dibanding kelas minoritas, seperti pada kasus prediksi
klinis di mana pasien dengan kondisi tertentu jumlahnya sangat sedikit (Yang,
Fridgeirsson, Kors, Reps, dan Rijnbeek, 2024). Class imbalance membuat model
bias ke kelas mayoritas dengan akurasi tinggi, tetapi gagal mengenali kelas minori-
tas dengan baik. Hal ini menghasilkan performa tidak seimbang dan memerlukan
penanganan khusus dalam pengembangan model prediksi (Zhong dan Wang, 2023).
RUS adalah metode yang menyeimbangkan data dengan mengurangi sampel kelas
mayoritas secara acak hingga seimbang dengan kelas minoritas, sehingga mencegah
bias dan overfitting pada model (Z. Chen, Liu, Zhao, dan Bi, 2025). Menurut peneli-
tian yang dilakukan oleh Yang dkk. (2024), dampak teknik random under-sampling
terhadap performa validasi internal dan eksternal model prediksi pada dataset kese-
hatan observasional berskala besar. Hasil penelitian menunjukkan bahwa teknik ini
mempengaruhi kinerja model yang dikembangkan menggunakan data dengan for-
mat Observational Medical Outcomes Partnership Common Data Model (OMOP
CDM) (Yang dkk., 2024). Meskipun dapat menghilangkan informasi, metode ini
terbukti efektif meningkatkan sensitivitas kelas minoritas pada dataset besar tanpa
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menurunkan generalisasi model secara drastis. Visualisasi konsep RUS ditunjukkan
pada Gambar 2.9 (Joloudari, Marefat, Nematollahi, Oyelere, dan Hussain, 2023).

Gambar 2.9. Konsep Random Under Sampling

2.9 Python
Python adalah bahasa pemrograman tingkat tinggi yang dikembangkan oleh

Guido van Rossum pada akhir tahun 1989 selama liburan panjangnya, terinspi-
rasi dari bahasa ABC dan dinamai dari acara televisi Monty Python’s Flying Cir-
cus. Tujuan awal pengembangan Python adalah menciptakan bahasa yang mudah
digunakan, fleksibel, namun tetap kuat untuk pengembangan sistem dan utilitas,
khususnya pada sistem operasi Amoeba. Pada tahun 1990, Van Rossum menga-
jukan proposal kepada DARPA untuk menjadikan Python sebagai alat bantu yang
efektif dalam kurikulum komputer dan pengembangan perangkat lunak (Severance,
2015). Python merupakan bahasa pemrograman tingkat tinggi yang bersifat open-
source dan interpretatif, mendukung berbagai paradigma seperti prosedural, objek,
dan fungsional, serta dikenal karena kelenturannya dalam pengembangan berbagai
aplikasi dan paket (Doyoro dkk., 2022).

Python menawarkan ekosistem pustaka dan kerangka kerja seperti Ten-
sorFlow, PyTorch, dan Keras, yang mendukung pengembangan model pembela-
jaran mendalam seperti CNN secara efisien, serta didukung oleh pustaka kom-
putasi ilmiah seperti NumPy, Pandas, dan Matplotlib yang memudahkan proses pra-
pemrosesan data dan visualisasi hasil (M. Li, Jiang, Zhang, dan Zhu, 2023). Sejak
dikembangkan pada Desember 1989, Python terus berkembang dari versi 1.x hingga
3.x dengan dukungan komunitas besar dan dokumentasi lengkap yang memudahkan
debugging serta pengembangan sistem (Severance, 2015).
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2.10 Penelitian Terdahulu
Riset terdahulu yang telah dilakukan oleh Hidayatullah (2021) mengem-

bangkan model klasifikasi tumor otak menggunakan arsitektur EfficientNet-B0
pada dataset lokal dari RSUD Arifin Achmad. Fokus penelitian ini adalah menga-
tasi risiko kesalahan diagnosis manual dan durasi biopsi yang lama. Proses Prepro-
cessing dilakukan dengan crop dan resize citra menjadi 224×224 piksel, dilanjutkan
dengan optimasi Hyperparameter berupa kombinasi Learning Rate dan jumlah neu-
ron. Model terbaik dicapai pada konfigurasi Learning Rate 0,01 dan 256 neuron,
menghasilkan akurasi 99,8% dan F1-score 99,7% (Hidayatullah, 2021).

Penelitian yang dilakukan oleh Asif dan kawan-kawan (2022) memband-
ingkan empat arsitektur CNN, yaitu Xception, NasNet Large, DenseNet-121, dan
InceptionResNetV2, pada dua dataset publik yaitu MRI-large dan MRI-small.
Mereka juga menguji tiga optimizer (Adam, SGD, RMSprop) serta menerapkan
augmentasi data. Model Xception dengan optimizer Adam menunjukkan performa
terbaik pada dataset MRI-large, dengan akurasi 99,67%, sensitivitas 99,68%, pre-
sisi 99,68%, dan F1-score 99,68%. Hasil ini memperkuat posisi Xception sebagai
salah satu arsitektur unggulan untuk klasifikasi tumor otak (Asif dkk., 2022).

Dalam konteks XAI, Umair dan kawan-kawan (2021) menerapkan trans-
fer learning pada beberapa arsitektur seperti VGG16, ResNet-50, MobileNet, dan
DenseNet-121 untuk deteksi COVID-19 dari citra X-ray. Model DenseNet-121 me-
nunjukkan akurasi tertinggi sebesar 96,49% dengan optimizer RMSprop. Penelitian
ini menyoroti keberhasilan penggunaan Grad-CAM untuk memvisualisasikan fitur
penting pada citra, yang membuktikan bahwa model fokus pada area patologis yang
relevan dan meningkatkan transparansi serta kepercayaan terhadap hasil klasifikasi
AI (Umair dkk., 2021).

Jain dan kawan-kawan (2021) menekankan peran XAI dalam analisis citra
MRI untuk deteksi dan prediksi tingkat keparahan demensia. Penelitian ini men-
gusulkan sistem D-BAC yang memanfaatkan DCGAN untuk augmentasi data dan
mengatasi ketidakseimbangan kelas. Dari beberapa arsitektur yang diuji, VGG-19
mencatat performa terbaik dengan akurasi 86,42% setelah menerapkan progressive
resizing. Grad-CAM digunakan untuk menghasilkan heatmap yang menyoroti area
otak relevan, termasuk pola “blue shift” sebagai indikator keparahan, menunjukkan
bahwa XAI tidak hanya memberikan transparansi tetapi juga informasi diagnostik
tambahan (Jain dkk., 2021).

Penelitian oleh Shah dan kawan-kawan (2022) melakukan fine-tuning ter-
hadap arsitektur EfficientNet-B0 dan membandingkannya dengan VGG-16 serta
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Xception dalam klasifikasi tumor otak biner. Citra MRI diproses ke dalam uku-
ran 224×224 piksel dan dilatih selama 50 epoch menggunakan optimizer Adam,
dengan Learning Rate awal 0,01 dan skema data 80% pelatihan dan 20% validasi.
Model Xception mencatat performa terbaik dengan akurasi 97,8%, presisi 96,6%,
dan F1-score 97,5%, memperlihatkan keunggulan arsitektur ini untuk klasifikasi
citra medis beresolusi tinggi (Shah dkk., 2022). Raza dan kawan-kawan (2022) juga
menunjukkan bahwa arsitektur Xception mampu mencapai akurasi 98,33% dan F1-
score 98% dalam klasifikasi tiga jenis tumor otak menggunakan Learning Rate 0,01,
yang semakin menguatkan relevansinya sebagai arsitektur kandidat dalam peneli-
tian klasifikasi tumor berbasis MRI (Raza dkk., 2022).

Studi oleh Usmani dan kawan-kawan (2023) menyoroti pentingnya Tuning
Hyperparameter, khususnya kombinasi batch size dan Learning Rate dalam trans-
fer learning. Mereka menguji 56 kombinasi pada arsitektur pretrained ResNet-18,
ResNet-50, dan ResNet-101 dengan tiga jenis optimizer yaitu SGDM, Adam, dan
RMSprop. Hasil terbaik diperoleh dari kombinasi batch size 32 dan Learning Rate
0,01 menggunakan SGDM pada ResNet-18, yang menghasilkan akurasi 99,56%
(Usmani dkk., 2023). Darwish dan kawan-kawan (2019) mengatasi ketidakseim-
bangan data dengan Random Under-Sampling (RUS), yaitu mengurangi jumlah
sampel pada kelas mayoritas secara acak hingga seimbang dengan kelas minoritas.
Hasilnya, dataset latih menjadi seimbang dengan masing-masing kategori memi-
liki sekitar 2.500 gambar, yang efektif mengurangi overfitting dan meningkatkan
kemampuan generalisasi model (Darwish, Ezzat, dan Hassanien, 2020).

Dalam konteks interpretabilitas model, studi oleh Akça dan kawan-kawan
(2023) menerapkan algoritma Grad-CAM pada arsitektur VGG-16 untuk memvi-
sualisasikan area penting dalam MRI yang menjadi fokus klasifikasi. Visualisasi
heatmap ini diaplikasikan pada layer terakhir (Block 3 Conv 5) untuk mengungkap
region yang paling mempengaruhi keputusan model. Dengan hasil akurasi menca-
pai 97,3% dan F1-score 0,971 pada model MLP berbasis fitur CNN, penelitian ini
membuktikan bahwa Grad-CAM mampu memberikan transparansi dan menjembat-
ani keterbatasan black-box dalam deep learning, terutama dalam klasifikasi medis
berbasis citra MRI (Akça dkk., 2023).

Secara keseluruhan, berbagai penelitian terdahulu telah membuktikan efek-
tivitas metode Deep Learning, khususnya arsitektur CNN berbasis Transfer Learn-
ing seperti Xception, DenseNet-121, dan VGG-19, dalam menghasilkan akurasi
klasifikasi citra medis yang tinggi. Namun, mayoritas penelitian tersebut masih
berfokus pada capaian metrik performa kuantitatif dan belum sepenuhnya menga-
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tasi masalah transparansi model serta ketidakseimbangan data yang umum terjadi
pada dataset medis. Oleh karena itu, penelitian ini hadir untuk mengisi celah terse-
but dengan mengintegrasikan pendekatan Explainable Artificial Intelligence (XAI)
menggunakan Grad-CAM untuk menjamin interpretabilitas keputusan model, serta
menerapkan teknik Random Under Sampling (RUS) untuk menangani disparitas
data, guna menghasilkan sistem diagnosis yang tidak hanya akurat tetapi juga valid
dan transparan.
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BAB 3

METODOLOGI PENELITIAN

Pada bab ini penulis melakukan penelitian dengan mengikuti metodologi
penelitian. Alur metodologi penelitian yang akan digunakan untuk melakukan
penelitian dapat dilihat pada Gambar 3.1 berikut.

Gambar 3.1. Metodologi Penelitian
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3.1 Tahap Perencanaan Penelitian
1. Identifikasi Masalah Mengidentifikasi masalah dilakukan dengan menga-

mati fenomena dan tantangan pada topik penelitian. Permasalahan utama
yang ditemukan adalah diagnosis tumor otak masih bergantung pada inter-
pretasi subjektif tenaga medis, sehingga berisiko menimbulkan kesalahan.
Selain itu, model Deep Learning untuk klasifikasi citra medis umumnya
bersifat black-box, sehingga sulit dijelaskan proses keputusannya, sehingga
menimbulkan tantangan dalam hal kepercayaan dan transparansi.

2. Menentukan Tujuan. Penentuan tujuan penelitian untuk memperjelas
arah dan sasaran penelitian. Tujuan dari penelitian ini adalah memband-
ingkan performa tiga arsitektur CNN dalam klasifikasi tumor otak dan
meningkatkan transparansi model dengan menerapkan pendekatan Explain-
able Artificial Intelligence (XAI) menggunakan teknik Grad-CAM.

3. Menentukan Batasan Masalah
Penulis menetapkan batasan-batasan agar ruang lingkup penelitian tetap
fokus dan tidak melebar dari topik yang telah ditentukan. Penelitian ini
menggunakan dataset MRI tumor otak yang terdiri dari dua kelas, yaitu
Glioma dan Meningioma. Penelitian ini menggunakan tiga arsitektur CNN,
yaitu Xception, DenseNet-121, dan VGG-19. Untuk meningkatkan in-
terpretabilitas hasil klasifikasi, pendekatan XAI diterapkan menggunakan
teknik Grad-CAM. Penelitian ini hanya mencakup proses pengembangan
dan evaluasi model, tanpa mencakup pembangunan sistem atau integrasi
ke lingkungan klinis. Seluruh proses pelatihan dan pengujian dilakukan di
Google Colab dengan menggunakan bahasa pemrograman Python.

4. Studi Pustaka
Melakukan studi pustaka bertujuan untuk mengumpulkan dan mengkaji ref-
erensi yang berkaitan dengan klasifikasi citra digital, metode Deep Learn-
ing, arsitektur CNN, dan memahami pendekatan XAI. Referensi yang digu-
nakan berasal dari jurnal ilmiah, paper atau penelitian terdahulu yang dis-
usun oleh para ahli untuk melengkapi data yang diperlukan dalam peneli-
tian.

5. Menentukan Data
Data yang digunakan dalam penelitian ini adalah dataset citra MRI otak
manusia dari RSUD Arifin Achmad Provinsi Riau. Dataset tersebut telah
diklasifikasikan ke dalam dua jenis tumor, yaitu Glioma dan Meningioma.
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3.2 Tahap Pengumpulan Data
1. Observasi dan Wawancara

Tahap ini dilakukan untuk memahami alur diagnosis tumor otak serta ur-
gensi kebutuhan sistem pendukung keputusan klinis. Peneliti melakukan
wawancara mendalam dengan Dokter Spesialis Bedah Saraf di RSUD Ar-
ifin Achmad Provinsi Riau. Hasil wawancara mengungkapkan tantangan
diagnostik pada kasus borderline akibat kemiripan visual antara glioma dan
meningioma, serta menegaskan peran penting teknologi AI sebagai opini
kedua untuk mempercepat proses kerja dokter seiring meningkatnya jumlah
pasien.

2. Pengumpulan Data MRI
Penelitian ini menggunakan data sekunder berupa citra MRI otak manusia
yang bersumber dari dataset penelitian terdahulu oleh Hidayatullah (2021),
yang telah divalidasi dari rekam medis pasien di RSUD Arifin Achmad
Provinsi Riau. Penggunaan data sekunder ini dipilih untuk memastikan
ketersediaan data yang terstruktur dan tervalidasi. Dataset terdiri dari to-
tal 2.875 citra berformat J̇PG yang terbagi ke dalam dua kelas, yaitu Glioma
dan Meningioma. Distribusi awal dataset sebelum dilakukan proses penye-
imbangan terdiri atas 840 citra glioma dan 2.035 citra meningioma. Citra
MRI yang digunakan merupakan irisan dua dimensi (2D) pada bidang aksial
(axial plane).

3.3 Tahap Preprocessing Data
Tahap Preprocessing data bertujuan untuk meningkatkan kualitas data dan

mengurangi noise sebelum pelatihan model. Pada tahap ini dilakukan beberapa
proses utama yaitu Resize Image, Normalization, dan Augmentation.

1. Resize dan Normalization Citra
Langkah pertama adalah menyeragamkan dimensi spasial seluruh citra MRI
menjadi ukuran 224× 224 piksel. Ukuran ini dipilih sebagai standar input
resolusi untuk ketiga arsitektur CNN yang digunakan (DenseNet-121, Xcep-
tion, dan VGG-19). Selanjutnya, dilakukan proses normalisasi (rescaling)
dengan membagi nilai intensitas piksel dengan 255, sehingga rentang nilai
piksel berada pada interval [0, 1]. Proses ini bertujuan untuk mempercepat
konvergensi gradien selama pelatihan model.

2. Split Data
Dalam penelitian ini, dataset dipartisi menggunakan skenario pembagian

26



data dengan rasio 80:10:10. Skenario ini membagi total dataset menjadi
tiga subset independen, yaitu 80% untuk data training, 10% untuk data
validation, dan 10% untuk data testing. Alokasi terbesar sebanyak 80%
didedikasikan untuk data latih agar model memiliki referensi yang memadai
dalam mempelajari fitur visual kompleks dari citra MRI. Selanjutnya, 10%
data validasi digunakan untuk memantau kinerja model setiap epoch guna
mencegah terjadinya overfitting serta untuk penyetelan Hyperparameter.
Sisa 10% dialokasikan secara eksklusif sebagai data uji untuk mengukur
kemampuan generalisasi model secara objektif setelah proses pelatihan se-
lesai. Seluruh proses pembagian data ini dilakukan menggunakan teknik
stratified sampling, yang menjamin bahwa distribusi proporsi antara kelas
Glioma dan Meningioma tetap seimbang dan representatif pada setiap sub-
set data.

3. Random Under-Sampling
Analisis pada data Training menunjukkan adanya ketimpangan distribusi ke-
las (imbalanced data), di mana jumlah sampel Meningioma (2.035 citra to-
tal) jauh lebih banyak dibandingkan Glioma (840 citra total). Untuk mence-
gah bias model terhadap kelas mayoritas, diterapkan teknik Random Under-
Sampling (RUS) khusus pada data Training. Teknik ini mengurangi jum-
lah sampel Meningioma secara acak hingga jumlahnya setara dengan kelas
Glioma, yakni 672 citra per kelas. Hasilnya adalah dataset latih yang seim-
bang dengan total 1.344 citra sebelum augmentasi.

4. Augmentation
Untuk mencegah overfitting dan memperkaya variasi data latih, dilakukan
dua metode augmentasi. Pertama, augmentasi statis dilakukan untuk
menambah jumlah sampel data latih secara fisik hingga mencapai target
1.500 citra per kelas menggunakan variasi manipulasi piksel. Kedua, aug-
mentasi dinamis (on-the-fly) diterapkan selama proses pelatihan menggu-
nakan Image Data Generator. Transformasi yang dilakukan meliputi rotasi
(rotation range), pergeseran (width/height shift), perbesaran (zoom), dan
pembalikan horizontal (horizontal flip). Teknik ini membuat model lebih
tangguh dalam mengenali orientasi tumor yang bervariasi.

3.4 Tahap Pengolahan Data
Pada tahap pengolahan data dilakukan split data, implementasi model dan

Optimizer.
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1. Pemilihan Arsitektur CNN Penelitian ini menerapkan pendekatan studi
komparatif dengan menggunakan tiga arsitektur CNN yang memiliki karak-
teristik struktural berbeda guna mengevaluasi performa terbaik dalam klasi-
fikasi tumor otak. Arsitektur pertama yang digunakan adalah VGG-19,
yang dipilih sebagai representasi arsitektur jaringan dalam klasik yang men-
gandalkan kedalaman tumpukan lapisan konvolusi untuk menghasilkan ek-
straksi fitur hierarkis yang detail. Selanjutnya, arsitektur DenseNet-121 di-
pilih karena keunggulannya dalam efisiensi parameter melalui mekanisme
dense connectivity, yang memungkinkan penggunaan kembali fitur dari se-
tiap lapisan sebelumnya untuk memperkuat aliran informasi gradien. Ter-
akhir, arsitektur Xception digunakan untuk menguji efektivitas teknologi
Depthwise Separable Convolution yang menawarkan keunggulan dalam
kecepatan pemrosesan dan pengurangan beban komputasi tanpa mengor-
bankan akurasi klasifikasi. Ketiga model tersebut diimplementasikan meng-
gunakan metode Transfer Learning, dengan memanfaatkan bobot awal (pre-
trained weights) dari dataset ImageNet untuk mempercepat konvergensi
pelatihan pada dataset MRI yang jumlahnya terbatas.

2. Konfigurasi Pelatihan Model
Model dilatih menggunakan data MRI hasil augmentasi, dengan ukuran in-
put citra 224×224 piksel dan batch size 32. Fungsi aktivasi yang digunakan
pada lapisan output adalah sigmoid karena masalah klasifikasi biner. Se-
lain itu, lapisan-lapisan tambahan seperti GlobalAveragePooling2D, Dense,
Dropout, dan BatchNormalization ditambahkan untuk meningkatkan gener-
alisasi dan mencegah overfitting.

3. Optimizer
Optimizer diterapkan untuk meminimalkan nilai fungsi loss dan
meningkatkan akurasi model. Pada penelitian ini menggunakan tiga
jenis algoritma optimasi untuk membandingkan performa pelatihan model,
yaitu Adam, SGDM, dan RMSprop. Setiap optimizer memiliki karakteris-
tik berbeda dalam menyesuaikan Learning Rate dan konvergensi, sehingga
hasil evaluasi dapat menunjukkan pengaruh pemilihan optimizer terhadap
akurasi dan stabilitas model.

4. Proses Pelatihan dan Validasi
Selama proses pelatihan, digunakan teknik early stopping dan model check-
point untuk menyimpan model terbaik berdasarkan hasil validasi. Pelatihan
dilakukan selama 50 epoch hingga model menunjukkan konvergensi atau
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terjadi peningkatan error pada data validasi.

3.5 Tahap Analisis
Setelah dilakukan tahap pengolahan data langkah selanjutnya adalah tahap

analisis. Tahap ini bertujuan untuk mengevaluasi performa model Deep Learning
yang telah dilatih serta menganalisis interpretabilitasnya menggunakan pendekatan
Explainable Artificial Intelligence (XAI).

1. Evaluasi Model
Setelah melakukan beberapa percobaan, model harus dievaluasi untuk me-
nilai performa model klasifikasi. Performa model dinilai menggunakan be-
berapa metrik evaluasi, yaitu accuracy, precision, recall, dan F-1 score serta
ROC.

2. Analisis XAI
Analisis model menggunakan XAI bertujuan untuk meningkatkan
transparansi dan interpretabilitas model Deep Learning. Dalam penelitian
ini, teknik XAI yang digunakan adalah Gradient-weighted Class Activa-
tion Mapping (Grad-CAM). Grad-CAM memvisualisasikan wilayah pent-
ing pada citra MRI yang paling berpengaruh terhadap keputusan klasifikasi
model. Analisis XAI ini menjadi pembeda utama penelitian, karena tidak
hanya mengevaluasi akurasi tetapi juga interpretabilitas model dalam kon-
teks klinis yang membutuhkan kejelasan diagnostic.

3.6 Tahap Development
Setelah proses evaluasi performa model klasifikasi tumor otak selesai, tahap

selanjutnya adalah perancangan dan pengembangan prototipe sistem berbasis web-
site. Tahap Development ini bertujuan menguji model Deep Learning terbaik secara
langsung dengan mengintegrasikan fitur Explainable Artificial Intelligence (XAI)
berupa Grad-CAM untuk klasifikasi biner tumor otak. Prototipe ini akan me-
mungkinkan pengguna untuk mengunggah citra MRI dan menerima hasil prediksi
yang disertai visualisasi heatmap Grad-CAM. Visualisasi tersebut menyoroti area
penting pada citra yang memengaruhi keputusan model, sehingga meningkatkan
transparansi dan memberikan dukungan diagnostik yang lebih jelas bagi tenaga
medis. Pengembangan dilakukan menggunakan bahasa pemrograman Python dan
framework Flask untuk menjamin integrasi model klasifikasi yang efisien dengan
antarmuka pengguna yang responsif.
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3.7 Tahap Dokumentasi
Tahap dokumentasi merupakan bagian akhir dari proses penelitian tugas

akhir yang bertujuan untuk mencatat secara sistematis seluruh rangkaian kegiatan
yang telah dilakukan, mulai dari tahap perencanaan, pengumpulan data, pengolahan
data, hingga implementasi model. Dokumentasi ini disusun dalam bentuk laporan
ilmiah sebagai bentuk pertanggungjawaban akademik serta sebagai referensi untuk
pengembangan penelitian selanjutnya.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan hasil pengujian dan analisis yang telah dilakukan dalam penelitian ini, dapat

diambil kesimpulan sebagai berikut:
1. Penerapan metode Deep Learning menggunakan arsitektur Xception, DenseNet-121, dan

VGG-19 berhasil diimplementasikan untuk klasifikasi citra tumor otak. Dari 27 skenario
percobaan, arsitektur DenseNet-121 terbukti menjadi model terbaik dengan konfigurasi Hy-
perparameter Optimizer Adam dan Learning Rate 0.01, yang menghasilkan performa su-
perior dengan Akurasi 99.31%, Precision 99.31%, Recall 99.31%, F1-Score 99.30%, serta
nilai AUC-ROC 0.9999.

2. Pendekatan Explainable Artificial Intelligence (XAI) menggunakan teknik Grad-CAM
berhasil diterapkan pada model terbaik. Visualisasi heatmap yang dihasilkan mampu meny-
oroti area jaringan tumor secara presisi, membuktikan bahwa keputusan prediksi model
didasarkan pada fitur patologis yang relevan, bukan pada noise atau latar belakang citra.

3. Aplikasi berbasis web ”NeuroSight” berhasil dikembangkan menggunakan framework
Flask. Aplikasi ini mampu mengintegrasikan model DenseNet-121 untuk melakukan klasi-
fikasi secara real-time serta menampilkan visualisasi area tumor sebagai alat bantu diagno-
sis.

5.2 Saran
Untuk pengembangan penelitian selanjutnya agar hasil yang diperoleh lebih maksimal,

penulis menyarankan beberapa hal berikut:
1. Menambahkan variasi kelas data yang lebih banyak, seperti jenis tumor Pituitary atau kelas

No Tumor (Normal), serta memperbesar jumlah dataset agar model memiliki kemampuan
generalisasi yang lebih luas dalam mengenali berbagai kondisi medis.

2. PMengembangkan sistem ke dalam platform yang lebih fleksibel, seperti aplikasi mobile
(Android/iOS), sehingga dapat diakses secara praktis oleh tenaga medis melalui perangkat
seluler tanpa terbatas pada perangkat komputer desktop.

3. Mengingat proses pelatihan model Deep Learning membutuhkan sumber daya komputasi
yang besar, disarankan untuk mengeksplorasi teknik model yang lebih ringan seperti Mo-
bileNet atau EfficientNet-Lite, agar sistem dapat dijalankan pada perangkat mobile atau
edge device dengan latensi yang lebih rendah.
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cancer detection and classification towards computer-aided diagnosis using
digital mammography in early stages. Applied Sciences, 12(7), 3273. Re-
trieved from https://doi.org/10.3390/app12073273 doi: 10.3390/
app12073273
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