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ABSTRAK

Penelitian ini mengusulkan model hibrida GWO-Attention—ConvLSTM untuk memprediksi
customer churn pada Customer Relationship Management (CRM) berbasis data panel bulanan
pelanggan asuransi tahun 2024. Data disusun menjadi urutan 12 bulan per pelanggan melalui
windowing dan dipetakan ke tensor 5D berukuran (pelanggan x 12 x 3 x 3 x 3) agar ConvLSTM
dapat mengekstraksi pola temporal-spasial. Keluaran ConvLSTM dirangkum menggunakan
a{}gntion untuk menekankan bulan yang paling berpengaruh, sedangkan hiperparameter diopti-
nidsi menggunakan Grey Wolf Optimizer (GWO) sebelum pelatihan akhir. Evaluasi dilakukan
m'—!ernggunakan akurasi, presisi, recall, Fl-score, dan Area Under the Curve (AUC). Pada data uji,
nEdel mencapai AUC 0.9377 dan akurasi 0.8663. Dengan threshold 0.35, recall 0.6923 dan presisi
OgO, yang menunjukkan peningkatan sensitivitas deteksi churn dengan konsekuensi kenaikan false
pE;s’itive. Model menghasilkan peringkat risiko churn yang dapat diintegrasikan sebagai masukan
kéPutusan retensi pada sistem CRM.

I%ta kunci: customer churn, CRM, ConvLSTM, Attention Mechanism, Grey Wolf Optimizer
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This study proposes a GWO-Attention—ConvLSTM hybrid model for customer churn prediction in
Customer Relationship Management (CRM) using monthly insurance panel data (2024). Customer
records are organized into 12-month sequences via windowing and mapped into a 5D tensor
(customers x 12 x 3 X 3 x 3) to enable temporal-spatial feature extraction by ConvLSTM. The
ConvLSTM outputs are aggregated using an attention mechanism to emphasize the most influential
months, while hyperparameters are optimized with the Grey Wolf Optimizer (GWO) prior to final
training. Performance is evaluated using accuracy, precision, recall, F1-score, and Area Under the
Cyive (AUC). On the test set, the model achieves an AUC of 0.9377 and an accuracy of 0.8663.
@h a classification threshold of 0.35, recall reaches 0.6923 while precision is 0.30, indicating

hi%her churn sensitivity at the cost of increased false positives. The resulting churn-risk ranking
—_—

CUSTOMER CHURN PREDICTION IN CUSTOMER
REILATIONSHIP MANAGEMENT USING THE
GWO-ATTENTION-CONVLSTM MODEL

PEDRO MASDY
NIM: 12250311042

Date of Final Exam: Januari 06" 2026
Graduation Period:

Department of Information System
Faculty of Science and Technology
State Islamic University of Sultan Syarif Kasim Riau
Soebrantas Street, No. 155, Pekanbaru

ABSTRACT

cdn support retention prioritization within CRM decision support.
B
Kgywords: customer churn, CRM, ConvLSTM, Attention Mechanism, Grey Wolf Optimizer.
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BAB 1
PENDAHULUAN

Latar Belakang

dioDieH ®

Dengan munculnya teknologi digital, Manajemen Hubungan Pelanggan
(aRM) telah berevolusi menjadi sebuah konsep yang memanfaatkan Teknologi In-
fofmasi dan Komunikasi untuk memelihara hubungan pelanggan jangka panjang
(E_érez—Vega, Hopkinson, Singhal, dan Mariani, 2022). Berbagai penelitian pun
téfah menyoroti adanya kaitan antara implementasi CRM dengan peningkatan kin-
effa perusahaan di berbagai industri (Ivens, Kasper-Brauer, Leischnig, dan Thorn-
tétnl, 2024). Seiring dengan kemajuan teknologi digital, konsep Manajemen Hubun-
g;n Pelanggan (CRM) terus mengalami evolusi. Fokus utama dari CRM adalah
p%nanfaatan Teknologi Informasi dan Komunikasi (TIK) untuk memfasilitasi pe-
ngembangan serta pemeliharaan hubungan pelanggan jangka panjang. Berbagai
p%nelitian telah menyoroti adanya kaitan yang kuat antara implementasi CRM de-
ngan peningkatan kinerja perusahaan, di mana dampak positif ini telah teramati di
berbagai sektor industri (Al-Kharabsheh, 2024).

Di tengah persaingan pasar yang ketat, perusahaan dihadapkan pada tanta-
ngan besar, yaitu fenomena perpindahan pelanggan (Customer Churn) (Manzoor,
Qureshi, Kidney, dan Longo, 2024). Kehilangan pelanggan tidak hanya berarti hi-
langnya pendapatan di masa depan, tetapi juga dapat meningkatkan biaya akui-
sisi pelanggan baru, yang umumnya jauh lebih mahal daripada mempertahankan
pg_langgan yang sudah ada (L. Saha, Tripathy, Gaber, El-Gohary, dan El-kenawy,
2§23). Oleh karena itu, kemampuan untuk memprediksi pelanggan yang berpotensi
churn menjadi sangat krusial bagi keberlanjutan dan pertumbuhan bisnis (Khoh,
P;;ng, Ooi, Wang, dan Poh, 2023).

-
=

1

Secara tradisional, prediksi Customer Churn seringkali mengandalkan

]

-: tode statistik atau machine learning konvensional (Bhuria dkk., 2025). Meskipun
nfetode ini telah memberikan kontribusi, mereka seringkali memiliki keterbatasan
d&lam menangani kompleksitas dan sifat dinamis dari data perilaku pelanggan. Data
p@anggan modern, terutama di sektor layanan seperti telekomunikasi, memiliki
karakteristik deret waktu (time-series) yang kaya (L. Saha dkk., 2023). Pola peri-
l@-L_Eu pelanggan berkembang dan berubah seiring waktu, dan metode konvensional
s'é_ﬁngkali gagal mengekstrak fitur spasial-temporal yang mendalam dari data beru-
rgz,gan ini. Akibatnya, model prediksi yang dihasilkan mungkin tidak cukup akurat
allgau andal untuk memberikan wawasan yang dapat ditindaklanjuti.

NEe) WIisey J
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Sektor Asuransi adalah salah satu industri yang paling rentan terhadap Cus-
téiher Churn. Tingkat persaingan yang tinggi, kemudahan bagi pelanggan untuk
b%falih penyedia layanan, serta perubahan preferensi pelanggan yang cepat, mem-
bﬁat retensi pelanggan menjadi prioritas utama (Yang, Xia, Zheng, Zhang, dan Yu,
2025). Diperlukan pendekatan yang lebih canggih untuk menganalisis data pelang-
g’gh yang masif dan dinamis guna mengidentifikasi sinyal-sinyal churn secara lebih
efektif.

g Dalam konteks asuransi, ketidakselarasan antara janji produk dan pema-
haman nasabah (mis-selling/kurang literasi polis) memperlebar expectation gap
(L?ages, Perez-Vega, Kadi¢-Maglajli¢, dan Borghei-Razavi, 2023). Ketika expec-
ta{gon gap muncul pada momen klaim/layanan, kepercayaan turun dan perilaku de-
fgnsif seperti penundaan pembayaran hingga lapse lebih mungkin terjadi (Khan,
S%amzadeh, Igbal, dan Yang, 2022). Secara bisnis, kondisi ini menekan nilai
hubungan pelanggan (CLV) dan memangkas peluang cross/upsell dalam kerangka
CRM (Ngai dan Wu, 2022). Eskalasi keluhan juga meningkatkan risiko reputasi
dan memperburuk kualitas interaksi layanan(Lages et al., 2023). Di level opera-
sional, perusahaan merespons dengan strategi retensi proaktif berbasis prediksi
churn mengalokasikan anggaran edukasi dan win-back ketimbang ekspansi murni
(Gattermann-Itschert dan Thonemann, 2022).

Munculnya teknologi deep earning menawarkan solusi yang menjanjikan
untuk mengatasi keterbatasan metode tradisional (De Bock dkk., 2024). Jaringan
saraf tiruan yang dalam memiliki kemampuan luar biasa untuk mempelajari repre-
septasi fitur yang kompleks dari data mentah, termasuk data deret waktu. Dalam
kgnteks prediksi Customer Churn, model deep learning dapat memanfaatkan pola
p&ilaku pelanggan yang berurutan secara lebih efisien (L. Saha dkk., 2023). Salah
s%u arsitektur deep learning yang menunjukkan potensi besar untuk data deret
Wf?bktu dan spasial adalah Convolutional Long Short-Term Memory (ConvLSTM)
(Ge, Li, Cheng, dan Chen, 2022). Namun, untuk lebih meningkatkan kinerjanya,
iliegrasi dengan mekanisme Attention dapat membantu model memfokuskan per-
hgtian pada bagian data yang paling relevan (Shi dkk., 2024), sementara algoritma
Qﬁimasi sepertiGrey Wolf Optimizer (GWO) dapat menyempurnakan parameter
niadel secara adaptif (Shidik dkk., 2024).

. Oleh karena itu, penelitian ini mengusulkan penerapan model GWO-

aEention—ConvLSTM untuk memprediksi Customer Churn dalam konteks data
pelanggan Perusahaan asuransi XYZ. Model hibrida ini diharapkan mampu
gl

nﬂ&éngekstraksi fitur spasial-temporal yang lebih kaya dari data perilaku pelanggan,

NEe) WIisey J
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meningkatkan akurasi prediksi, dan pada akhirnya, memberikan alat yang lebih an-
dal bagi perusahaan untuk merumuskan strategi retensi pelanggan yang proaktif dan
eg-gktif dalam upaya Manajemen Hubungan Pelanggan.

b

122 Perumusan Masalah

=1 Bagaimana memodelkan data pelanggan yang bersifat dinamis dan berubah
dari waktu ke waktu agar pola perilaku pelanggan dapat di analisis dengan
lebih baik dalam prediksi Customer Churn?

0

Bagaimana membangun model prediksi Customer Churn yang mampu
memahami pola waktu, menyoroti fitur yang paling berpengaruh, serta men-
goptimasi parameter secara otomatis melalui integrasi metode ConvLSTM-
Attention-Grey Wolf Optimizer (GWO) untuk meningkatkan akurasi
prediksi?

NEJIY BXSNS NIN A!1w e

[a—

Batasan Masalah
Batasan masalah yang akan dibahas pada pembuatan laporan tugas akhir ini

agar pembahasan tidak menyimpang dan melebar dari permasalahan maka penulis

membatasi masalah hanya pada:

1. Data yang digunakan hanya mencakup nasabah Perusahaan asuransi XYZ
tahun 2024 dengan data lengkap selama 12 bulan.

2. Model yang digunakan hanya GWO-Attention—-ConvLSTM, tanpa mem-
bandingkan dengan model lain.

3. Hasil penelitian hanya berupa prediksi churn, tidak membahas strategi bis-
@ nis lanjutan atau keputusan manajemen.
= 4. Pengolahan data ini menggunakan fools Google Colab dan dibantu asisten
:.;. Al dalam pengerjaannya.
li':h Tujuan
i Memprediksi Customer Churn berbasis GWO-Attention—-ConvLSTM pada

data pelanggan Perusahaan XYZ untuk menangkap pola spasial-temporal perilaku
pglanggan secara efektif.

-
@

1:“5 Manfaat

2.1. Menghasilkan model prediksi churn yang lebih akurat lewat kombinasi
= ConvLSTM-Attention-GWO.

552. Menyediakan alur kerja/pipeline yang jelas dan bisa diulang (pra-proses —
w pelatihan — evaluasi).

E 3. Menghasilkan skor risiko churn per pelanggan untuk membantu prioritas

nery wiseyj ji
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intervensi retensi.
©4. Dapat diterapkan ulang pada data sejenis di organisasi lain dengan karakter-
istik mirip.
Sistematika Penulisan
Sistematika penulisan laporan adalah sebagai berikut:

BAB 1. PENDAHULUAN

Bab ini berisi latar belakang masalah, rumusan masalah, batasan masalah,

iw ejdB yeH

t@lan penelitian, manfaat penelitian, dan sistematika penulisan. Bab ini mem-
bérikan gambaran awal mengenai pentingnya penelitian serta arah dan ruang
limmgkup yang akan dibahas.
@ BAB 2. LANDASAN TEORI
> Bab ini memuat kajian teoritis dan hasil-hasil penelitian terdahulu yang rel-
evan. Dalam bab ini dibahas konsep-konsep dasar seperti Customer Relationship
]\?anagemem (CRM), customer churn, deep learning, ConvLSTM, Attention Mech-
anism, dan Grey Wolf Optimizer (GWQO), serta bagaimana model-model tersebut
telah diterapkan dalam konteks prediksi churn.
BAB 3. METODOLOGI PENELITIAN
Bab ini menjelaskan pendekatan penelitian yang digunakan, jenis dan sum-
ber data, tahapan preprocessing data, rancangan arsitektur model GWO-Attention-
ConvLSTM, serta metode evaluasi performa model seperti akurasi, precision, recall,
F1-score, dan AUC.
BAB 4. ANALISA DAN PERANCANGAN

Berisi hasil eksperimen yang diperoleh dari implementasi model, analisis

I Ze1S

tefhadap performa model yang diusulkan berdasarkan metrik evaluasi (Accuracy,

P,i_fecision, Recall, FI-Score, dan AUC), serta pembahasan kelebihan dan keter-
b;tasan pendekatan yang digunakan
BAB 5. PENUTUP

Bab ini berisi kesimpulan dari hasil penelitian yang telah dilakukan serta

ATU[] OT

saran untuk pengembangan dan penelitian selanjutnya agar hasil penelitian dapat

i
ditingkatkan dan diimplementasikan lebih optimal.

A
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@
T LANDASAN TEORI
ui}
Z;i Customer Relationship Management (CRM)
—  Customer Relationship Management (CRM) adalah sebuah strategi bisnis

k®&mprehensif yang dirancang untuk mengelola dan menganalisis interaksi pelang-
ggn dengan tujuan meningkatkan loyalitas dan retensi pelanggan (Farmania, Elsyah,
d-%‘l Tuori, 2021). Pelanggan adalah titik kunci bagi perusahaan untuk terus berkem-
bang karena produk yang dihasilkan tidak akan dibeli jika tidak ada pelanggan yang
bérarti kebangkrutan. Jadi, perusahaan harus dapat membuat program untuk mem-
b%nntu pelanggan mendukung setiap produk saat masuk ke pasar (Abdurohim dkk.,
2622)

;I Dalam lingkungan bisnis yang sangat kompetitif, di mana produk dan
layanan mudah ditiru, kemampuan untuk membangun dan memelihara hubungan
jacngka panjang dengan pelanggan menjadi keunggulan kompetitif yang krusial. Tu-
juan utama dari CRM adalah untuk memahami kebutuhan, preferensi, dan perilaku
pelanggan secara lebih mendalam melalui pengumpulan dan analisis data. Dengan
wawasan ini, perusahaan dapat memberikan layanan yang lebih personal dan rel-
evan, yang pada akhirnya akan meningkatkan kepuasan dan mendorong pertum-
buhan pendapatan (Pascalau, Popescu, Birlddeanu, dan Gigauri, 2024).

Strategi CRM yang efektif tidak hanya berfokus pada pelanggan baru, tetapi
juga pada pelanggan yang sudah ada. Mengelola hubungan dengan pelanggan
yang loyal adalah investasi yang sangat berharga, karena biaya untuk memperta-
hﬁ_:nkan pelanggan jauh lebih rendah daripada biaya untuk mengakuisisi pelang-
ggn baru (Hason Rudd, Huo, dan Xu, 2022). Oleh karena itu, kemampuan un-
t& memprediksi dan mencegah kehilangan pelanggan atau customer churn adalah
piar penting dari setiap inisiatif CRM yang sukses. Selain membangun hubun-
gan dengan pelanggan, manajemen hubungan pelanggan (CRM) juga merupakan
sl'i:'ategi untuk mengoptimalkan profitabilitas melalui peningkatan kepuasan pelang-
gan (Abdurohim dkk., 2022).

2L§ Customer Churn

; Churn adalah penghentian hubungan pelanggan dengan perusahaan dalam
herizon waktu tertentu, mencakup voluntary misalkan pindah karena harga, layanan
atau brand dan involuntary misalkan pemblokiran akun atau kartu pasif (Lalwani,
l\zﬁshra, Chadha, dan Sethi, 2022). Fenomena ini krusial dalam CRM karena berkai-

tz?‘.;h'_1 erat dengan loyalitas pelanggan melalui peran mediasi kepuasan (Khan dkk.,
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2022). Dalam analitik prediktif, tujuan utamanya adalah mengestimasi probabili-
t49 individu untuk churn pada jangka waktu tertentu, P (churn | x), agar intervensi
r%ensi bisa tepat sasaran (Lalwani dkk., 2022). Data yang lazim dipakai mencakup
rlfg\_vayat transaksi atau penggunaan dan ukuran REM (Recency, Frequency, Mone-
tary) yang berubah seiring waktu (time-varying) juga interaksi layanan serta atribut
p:é‘lranggan (Mena dkk., 2023). Tantangan sentralnya adalah ketidakseimbangan ke-
12% pendekatan seperti oversampling atau GAN-based synthetic sampling sering
dipakai untuk mengatasinya (S. Saha, Saha, Haque, Alam, dan Talukder, 2024).
Oteh karena itu, desain fitur, pemilihan horizon prediksi, dan metrik evaluasi seperti
AT C, F1, serta recall kelas churn menjadi komponen kunci dalam studi churn mod-
e;:l (L. Saha dkk., 2023).

2% Prediksi Churn Berbasis Machine Learning

o Pada data tabular, model Machine Learning (ML) klasik seperti Decision
T%e, Support Vector Machine (SVM), K-Nearest Neighbor (KNN), dan Random
Forest umumnya efektif, namun kurang luwes dalam menangkap pola tempo-
ral yang berubah-ubah (S. Saha dkk., 2024). Riset terkini mendorong penggu-
naan model deret waktu berbasis deep learning seperti Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), serta hibrida CNN-LSTM untuk mengek-
strak representasi perilaku pelanggan dari sejarah penggunaan (S. Saha dkk., 2024;
Abdurohim dkk., 2022).

Masalah yang paling sering muncul pada dataset churn adalah ketidakse-
imbangan kelas, yang dapat membuat model menjadi bias terhadap kelas mayori-
ta¥ (Zhu, Pan, vanden Broucke, dan Xiao, 2022). Akibatnya, arsitektur sekuens
y%l'ng lebih kuat yang secara eksplisit memodelkan dinamika temporal, seperti var-
i@ CNN-LSTM, semakin banyak diadopsi (Wang, Rao, Hu, Xiao, dan Goh, 2024).
Iﬁ saat yang sama, penalaan hiperparameter berbasis metaheuristik seperti Grey
@lf Optimizer (GWO) menjadi relevan untuk meningkatkan kinerja model secara
handal (Makhadmeh dkk., 2023).

Dalam penilaian model prediksi kehilangan pelanggan ukuran yang

oA

bggfokus pada akurasi sering kali tidak cukup menggambarkan hasil karena adanya
Egtidakseimbangan antara pelanggan yang pergi dan yang tetap. Oleh karena itu,
kaiva Receiver Operating Characteristic (ROC) dan nilai Area Under the Curve
(1§U C) sering digunakan untuk mengevaluasi seberapa baik model dapat membe-
dakan kedua jenis pelanggan tersebut pada berbagai ambang keputusan. Nilai AUC

mcg?nunjukkan seberapa baik model dapat melakukan diskriminasi secara keselu-
=]
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ruhan dan dianggap lebih konsisten dibandingkan dengan akurasi dalam situasi data

yahg tidak seimbang (Manzoor dkk., 2024).
il i

Zizl Convolutional Long Short-Term Memory (ConvLSTM)

L ConvLSTM adalah arsitektur hibrida yang menggabungkan elemen CNN

dan LSTM dalam satu rangkaian pemrosesan urutan (Dehghani dkk., 2023).
Berbeda dari LSTM standar yang hanya memakai operasi linear pada gate, ConvL-

E

STM menerapkan operasi konvolusi pada input dan gate sehingga struktur spasial
tgap terjaga (Yadav, Tiwari, Pandey, dan Akbar, 2022). Konfigurasi ini memung-
kinkan penangkapan pola spasial-temporal secara simultan pada data deret waktu
yang kompleks (Yadav dkk., 2022). Pada data yang direpresentasikan sebagai uru-
tgn dua dimensi atau tiga dimensi (misalnya frame atau heatmap aktivitas), Con-
V!:IIISTM efektif karena setiap “piksel” memuat konteks lokal yang berubah seiring
watktu (Yadav dkk., 2022). Berikut Gambar 2.1 merupakan Struktur Model ConvL-

SIM

./WXC N \Ct -
S I
[ tanh =
Fe
tanh 0,
g H
H,_,| Wyn ~. ! L _p .
T

Xc“ (=) convolution

Gambar 2.1. Struktur Model ConvLSTM

JISIJATU[] DIWE]S] 2}B}S

Dalam konteks prediksi churn pada industri asuransi, pendekatan berba-
§‘i‘§ CNN-LSTM sebagai kerabat dekat ConvLSTM relevan untuk penilaian risiko
clifﬁtlrn karena mampu memodelkan pola perilaku nasabah yang bersifat beruru-
tan dari data historis periodik. Pendekatan ini mendukung penggunaan arsitek-
tlg spatio-temporal untuk menangkap perubahan perilaku nasabah dari waktu ke
vs@ktu (Wang dkk., 2024). Dibandingkan dengan LSTM konvensional, studi pera-

mEiqlan deret waktu menunjukkan bahwa arsitektur berbasis ConvLSTM mampu
5
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menangkap dinamika data yang tidak tertangkap oleh model yang hanya bersifat
téhporal (Dehghani dkk., 2023).

ﬁj,: Dengan memasukkan operasi konvolusi ke dalam setiap gate, ConvLSTM
n%rupakan pengembangan dari jaringan LSTM tradisional dan memungkinkan

pemrosesan data sekuensial yang memiliki dimensi temporal dan informasi spasial.

}

Pérsamaan pada setiap gate berikut dapat digunakan untuk menjelaskan mekanisme
lérja ConvLSTM secara matematis (Zhang dan Zhang, 2024):

|

=
c i =0 (WX, + Wy +«H,_; +b;) 2.1)
=
w
» f, = (W %X, + Wy xH,_j +by) (2.2)
5
A
o C,=1f,0C_; +i; ©tanh (Wy x X; + Wy« Hy—1 +b,) (2.3)
=
0, =0 (Wyox X, +W;,xH,_1+b,) (2.4)
Hl =0;©® tanh (Cl) (25)

Dengan keterangan:

* i;: input gate

f;: forget gate

* 0;: output gate

C;: cell state

H;: hidden state

W: bobot konvolusi
* x: operasi konvolusi
* ©: perkalian elemen (Hadamard product)

Dari Persamaan 2.1, Persamaan 2.3 Persamaan 2.2 Persamaan 2.5 Per-

aan 2.4 tersebut dapat dipahami bahwa ConvLSTM mampu mempertahankan
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informasi penting dari data historis sekaligus mempelajari pola spasial yang ter-
dapat pada fitur input. Hal ini menjadikan ConvLSTM lebih efektif dibandingkan
IgTM standar dalam mengolah data perilaku pelanggan yang bersifat multivariat

d(arjn temporal, seperti frekuensi login, jumlah keluhan, serta riwayat pembayaran.

ZES Attention Mechanism

3 Attention Mechanism memungkinkan model memfokuskan perhatian pada
bagian input yang paling relevan saat melakukan prediksi. Dalam kerangka GWO-
Aéention—ConvLSTM untuk prediksi churn, Attention menimbang time step dan
fitur yang bernilai tinggi, misalnya lonjakan keluhan atau penurunan penggunaan
menjelang terjadinya churn, sehingga konteks tertimbang yang masuk ke ConvL-
Sﬁ’ M menjadi lebih informatif. Pendekatan ini sejalan dengan temuan pada studi
cgurn berbasis deep learning (Zhang dan Zhang, 2024) serta penerapan attention
pﬁla data sekuensial pelanggan (de Santana Correia dan Colombini, 2022).

ﬂcj Bersamaan dengan itu, GWO berperan dalam menyetel hiperparameter
model secara adaptif untuk memaksimalkan kinerja. Kombinasi antara GWO, Az-
tention Mechanism, dan ConvLSTM dilaporkan mampu meningkatkan nilai AUC,
Fl-score, dan recall pada kelas churn dibandingkan dengan model baseline, seba-
gaimana ditunjukkan dalam studi rujukan GWO-Attention—ConvLSTM tahun 2024

yang menjadi acuan utama dalam penelitian ini.

2.6 Grey Wolf Optimizer (GWQO)

GWO adalah algoritma optimasi metaheuristik yang didasarkan pada hier-
arki sosial serigala abu-abu dan perilaku berburu di alam liar (Makhadmeh dkk.,
2023). Algoritma ini meniru empat tingkat kepemimpinan serigala:

c . Alpha (o): Serigala pemimpin yang berada di puncak hierarki.

& 2. Beta (B): Serigala wakil pemimpin, yang membantu alpha.

5‘3. Delta (9): Serigala bawahan.
54 Omega (m): Serigala dengan peringkat terendah.
E. Dalam konteks optimasi, solusi terbaik yang ditemukan oleh algoritma di-

rﬁgresentasikan sebagai o, diikuti oleh 3 dan d. Serigala lainnya, yang bertindak
s“%%agai o, diarahkan untuk mendekati tiga serigala terbaik tersebut di ruang penca-
r@l. Proses iteratif ini berlanjut hingga populasi serigala menemukan solusi yang
ofp_._timal atau mendekati optimal (Meidani, Hemmasian, Mirjalili, dan Barati Fari-
mani, 2022).

& Seperti yang dijelaskan dalam penelitian utama, keunggulan GWO adalah

kemampuannya menyeimbangkan antara eksplorasi (mencari area solusi baru)
sy
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dan eksploitasi (memperhalus solusi yang ada). Hal ini menjadikannya efek-
ti untuk menemukan parameter optimal pada model deep learning. Dalam
p%helitian ini, GWO digunakan untuk mengoptimalkan parameter dari model
C;@_nVLSTM—Attention, memastikan model beroperasi pada konfigurasi terbaiknya
untuk memaksimalkan akurasi prediksi churn (Makhadmeh dkk., 2023; Meidani

—

dkk., 2022).

=
2.7 Posisi Penelitian

; Studi terdahulu membuktikan bahwa LSTM dan CNN-LSTM efektif un-
tuk prediksi churn, serta mekanisme atfention mampu meningkatkan kinerja model
dengan menekankan informasi yang relevan. Namun, pada industri asuransi, riset
y;ng secara simultan menggabungkan ConvLLSTM (pola spasial-temporal), atten-
ti:l;-n (fokus temporal), dan GWO sebagai penalaan hiperparameter masih terbatas.
SEJagian besar penelitian sebelumnya berfokus pada sektor telekomunikasi atau
tiﬁak melibatkan komponen penalaran metaheuristik.

Penelitian ini mengisi celah tersebut dengan mengembangkan dan
mengevaluasi model GWO-Attention-ConvLSTM pada data internal Perusahaan
Asuransi XYZ. Tujuan penelitian ini adalah sebagai berikut:

1. membangun model prediksi churn yang robust pada metrik Recall, F1-
Score, dan AUC melalui pemisahan data secara kronologis serta penanganan
ketidakseimbangan kelas yang diterapkan hanya pada data latih

2. menyediakan interpretabilitas model melalui peta bobot atfention untuk
mengidentifikasi periode waktu dan fitur yang memicu risiko churn

£3.  menghasilkan skor risiko churn yang bersifat operasional dan dapat diman-

faatkan secara langsung dalam strategi retensi pelanggan.

S| 23e

2:8 Penelitian Terdahulu

Setiap penelitian diperlukan acuan dasar (referensi) yang berupa teori

pYgli

afdupun temuan-temuan melalui hasil penelitian yang telah dilakukan sebelumnya,
h%l tersebut disebut dengan kajian terdahulu. Kajian terdahulu berisi uraian secara
s'i;tematis mengenai hasil-hasil penelitian yang diperoleh dari penelitian sebelum-
ni‘él dan memiliki keterkaitan dengan penelitian yang akan dilakukan.

Adapun beberapa kajian terdahulu yang relevan dengan judul penelitian ini
dgjpat di lihat pada Tabel 2.1, Tabel 2.2, dan Tabel 2.3 berikut:

jo

= Tabel 2.1. Penelitian Terdahulu 1
2]
§ama Peneliti Igbal Muhammad Latief, Agus Subekti, Windu Gata

10
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Judul Penelitian
il

Prediksi Tingkat Pelanggan Churn pada Perusahaan Teleko-

munikasi dengan Algoritma Adaboost

?vletode Penelitian

Data mining menggunakan Algoritma Ensemble (Adaboost,
Random Forest, XGBoost). Evaluasi dilakukan menggu-
nakan pembagian dataset train—test dengan rasio 80:20.

_asil Penelitian

NIN Al (eldio

Algoritma Adaboost memberikan akurasi tertinggi sebesar
80% dalam memprediksi churn pelanggan. Variabel yang
paling berpengaruh terhadap churn adalah TotalCharges,
MonthlyCharges, dan Tenure.

ferbedaan dengan
Penelitian Ini
o

A

1]

Penelitian ini hanya membandingkan algoritma machine
learning klasik dan tidak menggunakan model deep learn-
ing, attention mechanism, maupun optimasi hiperparameter
berbasis metaheuristik (GWO).

Persamaan dengan
Penelitian Ini

Sama-sama membahas prediksi churn pelanggan dan meng-
gunakan dataset pelanggan yang mencakup perilaku dan
transaksi pelanggan.

Tabel 2.2. Penelitian Terdahulu 2

Nama Peneliti

Iip Imron Daipah, Rini Astuti, Willy Prihartono

Judul Penelitian

Prediksi Churn Pelanggan pada Layanan Desain Grafis
Home Desain Menggunakan Algoritma Naive Bayes

gletode Penelitian

Pendekatan Knowledge Discovery in Database (KDD) yang
meliputi seleksi data, preprocessing, transformasi data, data
mining, dan evaluasi. Algoritma yang digunakan adalah

Naive Bayes.

asil Penelitian

TATU R fWE]S] 2}

Model memperoleh performa sangat tinggi dengan nilai
akurasi sebesar 99%, precision 1.00, recall 0.99, Fl-score
0.99, dan ROC-AUC 0.99.

=
=3
@
s 2
o
o
=
(=7
(¢}
=
o
[
=

-

A
(¢)
=
.
E
V]
=
|l
=

Penelitian berfokus pada model klasifikasi sederhana
(Naive Bayes) dan dataset UMKM layanan desain, bukan
data spasial-temporal seperti pada churn asuransi. Tidak
menggunakan ConvLSTM, Attention, maupun optimasi
GWO.
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Persamaan dengan
Penelitian Ini

Sama-sama bertujuan memprediksi churn pelanggan serta
menggunakan tahapan preprocessing dan evaluasi metrik

seperti precision, recall, F1-score, dan ROC-AUC.

Tabel 2.3. Penelitian Terdahulu 3

7 e1dig ye

ama Peneliti

|

Mohammad Fajar Sidiq dan Dwi Mardika

dul Penelitian

e

Prediksi Customer Churn Menggunakan Algoritma Deci-

sion Tree

2 NI

etode Penelitian

Pendekatan data mining menggunakan algoritma Decision
Tree untuk klasifikasi churn. Dataset pelanggan dianalisis

melalui tahapan preprocessing dan pelatihan model.

asil Penelitian

negdy eysn

Model berhasil melakukan klasifikasi churn dengan tingkat
akurasi yang memenuhi kriteria evaluasi, ditunjukkan
melalui confusion matrix dan perbandingan metrik per-

forma.

Perbedaan dengan
Penelitian Ini

Penelitian hanya menggunakan satu algoritma (Decision
Tree), tidak menangani data sekuens bulanan seperti pada
ConvLSTM, serta tidak melibatkan optimasi hiperparame-

ter maupun mekanisme attention.

Persamaan dengan

Penelitian Ini

Sama-sama memprediksi churn pelanggan dan menggu-

nakan dataset pelanggan sebagai dasar analisis.
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2MEBH @

BAB 3
METODOLOGI PENELITIAN

Metodologi Penelitian merupakan cara, langkah atau proses ilmiah yang

disusun secara teratur untuk mencapai tujuan penelitian yang diinginkan dan infor-

}

niasi yang bermanfaat. Metode penelitian ini memulai dari tahap perencanaan,tahap

pgngumpulan data, tahap pengolahan data dan tahap evaluasi dapat diliat pada Gam-

bar 3.1 berikut

v

Asuransi X 2024

3.3 Pengolahan Data awal:
- Cek integritas & Duplikasi
-Konversi Datetime
-Cek QOutlier Numerik

)

3.4 Preprocessing Data:
- Normalisasi Min-Max
-One Hot Encoding
-Feature Engineering

II. OPTIMASI

Update Parameter:
LR, Units, DropOut

Inisialisasi Grey
Wolf Optimizer

Qutput: Best
HyperParameters

l

‘—l

I

1.5 Pembentukan time Series :
- Sequence 12 Bulan
-Padding Jika kurang dari 12
bulan

Y
III.
PEMODELAN

v

3.6 Pembentukan Tensor 5D:
- Konversi grid 3x3
-Dimensi:Batch 12,333

3.8 Pembagian Data Stratified:
- Train 70%
-Validation 15%

- Test 15%

[

Layer 1:
Me Model ConvLSTM
> Hybrid Ekstraksi Spasial &
Temporal
or 3 Layer 2:
Layer 3: Attention Mechanism
Dense Layer < P, iolan Periode
Klasifikasi Akhir cnonjolan Fer
Penting

—

-Early St

3.9 Pelatihan Model
-Optimizer Adam
-Class Weighting

opping

[’

IV. EVALUASI

Prediksi Pada Data
Uit

A

3.10. Evaluasi Kinerja:
-Akurasi,Precision,Recall
-F-1 Score AUC Socew
-Confussion Matrix

l

Hasil Prediksi:
Top 20 Probability
Chum Pelanggan

(5]
1SIATU() 211

Gambar 3.1. Metodologi Penelitian

Desain Penelitian

Desain penelitian ini disusun untuk membangun model prediksi churn

f)'glanggan asuransi menggunakan pendekatan hybrid deep learning yang meng-
ga)ungkan GWO, Attention Mechanism, dan ConvLSTM. Alur penelitian dimulai

d.?._ri pengumpulan data pelanggan dalam format panel bulanan, dilanjutkan proses

pgﬁprocessing untuk memastikan kualitas dan konsistensi data, pembentukan urutan

\aﬁktu (sequence) selama 12 bulan, serta konversi data menjadi tensor 5D sebagai
ilﬁfzut bagi arsitektur ConvLSTM.
.
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Model kemudian dioptimalkan menggunakan GWO untuk mendapatkan
hiperparameter terbaik sebelum dilakukan pelatihan penuh. Tahap selanjutnya meli-
b%tkan mekanisme attention untuk menonjolkan periode waktu yang paling berpe-
ngaruh terhadap risiko churn. Pada akhir proses, kinerja prediktif model dievaluasi
mf:nggunakan metrik seperti akurasi, AUC, dan confusion matrix. Desain penelitian
i memastikan model mampu menangkap pola temporal perilaku pelanggan secara
efekif.

3? Dataset Dan Sumber Data

= Dataset yang digunakan dalam penelitian ini merupakan data panel pelang-
gan Perusahaan Asuransi X tahun 2024 yang berisi catatan aktivitas bulanan setiap
nasabah. Data disusun dalam bentuk customer-month panel, di mana satu pelang-
ggn dapat memiliki hingga 12 baris yang merepresentasikan perilaku mereka selama
sdtu tahun periode observasi. Dataset ini memuat total 14.916 baris dengan 1.243
pchlanggan unik, dan dikumpulkan dari sistem operasional perusahaan asuransi yang
menjadi objek penelitian.

Setiap entri data menggambarkan kondisi pelanggan pada bulan tertentu,
meliputi variabel terkait pembayaran premi, tunggakan, klaim, complain, jenis pro-
duk, metode pembayaran, frekuensi premi, dan atribut polis lainnya. Selain itu,
dataset ini juga terdapat kolom target churn yang menunjukkan apakah pelanggan
berhenti pada akhir kontrak.

Dataset ini tidak memiliki nilai kosong kritis sehingga dapat langsung
diproses, ketidakseimbangan distribusi label churn ditemukan secara alami, di mana
sébagian besar pelanggan berstatus non-churn. Ketidakseimbangan ini tetap diper-
tiﬁankan sebagai bentuk representasi kondisi nyata pada operasional bisnis asur-
afisi. Dataset ini menjadi sumber utama untuk seluruh proses preprocessing, pem-

b;,ntukan sequence, dan pelatihan model yang dijelaskan pada subbab sebelumnya.

3:*.‘.% Tahap Pengolahan Data

5' Tahap pengolahan data dilakukan untuk memastikan dataset berada dalam
kﬁndisi layak sebelum memasuki proses preprocessing yang lebih teknis. Langkah
imff dimulai dengan pemeriksaan integritas data, meliputi pengecekan duplikasi, for-
nfat penulisan tanggal, konsistensi tipe data, dan kelengkapan nilai pada setiap
kgiom. Variabel tanggal seperti event_time dan policy_start_date dikonversi men-
jaZii tipe datetime agar dapat digunakan dalam perhitungan interval dan penyusunan
uggtan waktu yang akurat.

Lt
Selanjutnya dilakukan inspeksi terhadap variabel numerik seperti pre-

14
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mium_amount, arrears_amount, claims_amount, sum_assured, dan satisfac-
tton_score untuk memastikan tidak terdapat nilai ekstrem yang tidak logis atau
r%itang nilai yang tidak sesuai karakteristik bisnis. Variabel kategorik seperti prod-
ugt,type, PLAN_CD, dan premium_freq diperiksa untuk memastikan kategori kon-
ststen, tidak ada salah ketik, dan semua kategori dapat dipetakan pada proses en-
cgding selanjutnya.

i Data kemudian dikelompokkan berdasarkan customerID untuk memastikan
setiap pelanggan memiliki riwayat temporal yang lengkap serta urutan bulan yang
sésuai. Pemeriksaan ini penting guna menghindari inkonsistensi panjang sequence
afitar pelanggan. Pada tahap ini juga dilakukan identifikasi ketidakseimbangan label
c{éztrn yang akan ditangani pada tahap pemodelan.

= Tahap pengolahan data ini menghasilkan dataset bersih dan terstruktur, yang
k%nudian siap diproses lebih lanjut pada tahap preprocessing untuk standardisasi

dan pembentukan fitur sesuai kebutuhan model.
=

3.4 Preprocessing Data

Preprocessing dilakukan untuk mengubah data mentah menjadi format nu-
merik yang konsisten dan siap digunakan oleh model berbasis deep learning. Tahap
ini dimulai dengan normalisasi variabel numerik seperti premium_amount, ar-
rears_amount, claims_amount, sum_assured, dan satisfaction_score menggunakan
skala min—max agar seluruh nilai berada pada rentang yang seragam. Normalisasi
diperlukan untuk menghindari dominasi variabel tertentu yang memiliki skala besar
selama proses pelatihan model.

i Variabel kategorik seperti product_type, PLAN_CD, premium freq, dan
CE:IANNEL dikonversi menjadi bentuk numerik melalui metode one-hot encoding
s@ingga setiap kategori direpresentasikan sebagai kolom biner. Tahap berikutnya
aEalah rekayasa fitur (feature engineering) untuk memperkaya informasi tempo-
ral dan perilaku pelanggan, antara lain perhitungan arrears_ratio untuk mengukur
pgyporsi tunggakan, delta_claims untuk menangkap perubahan jumlah klaim antar-
b§lan, serta policy_age yang dihitung berdasarkan selisih antara tanggal mulai polis
dan waktu observasi.

P
pat nilai hilang setelah proses transformasi. Dataset juga disusun ulang berdasarkan

Seluruh kolom kemudian diperiksa kembali untuk memastikan tidak terda-
u%ltan bulan sehingga setiap pelanggan memiliki alur data kronologis yang kon-

ststen. Hasil akhir preprocessing berupa data numerik yang telah dinormalisasi,

te(f—encode, dan diperkaya dengan fitur tambahan, sehingga siap dikonversi menjadi

15
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urutan waktu pada tahap berikutnya.

@)
3:5 Pembentukan Data Time Series (Windowing)

ot Pembentukan data time-series dilakukan untuk mengubah data panel
pelanggan menjadi urutan waktu yang dapat diproses oleh model berbasis sequence
sgperti ConvLSTM. Proses ini dimulai dengan mengelompokkan data berdasarkan
customerlD dan mengurutkannya menurut event_time, sehingga setiap pelanggan
memiliki riwayat perilaku yang konsisten secara kronologis. Setelah itu, setiap
kgompok pelanggan dibentuk menjadi jendela waktu (window) tetap sepanjang 12
bulan, sesuai dengan periode observasi yang digunakan dalam penelitian.

o Apabila seorang pelanggan memiliki kurang dari 12 bulan riwayat data, jen-
dgla waktu dilengkapi menggunakan pendekatan padding dengan nilai nol agar
pgnjang sequence tetap konsisten. Sebaliknya, apabila seorang pelanggan memi-
1k} lebih dari 12 bulan riwayat, hanya 12 bulan terakhir yang digunakan agar pan-
j:;lg sequence tetap seragam. Pendekatan ini memastikan bahwa seluruh pelanggan
memiliki struktur time-series yang identik, sehingga dapat diproses secara paralel
pada tahap pemodelan.

Windowing ini menjadi fondasi penting dalam menangkap pola temporal
perilaku pelanggan, karena setiap pelanggan direpresentasikan dalam rangkaian
data berurutan yang siap untuk dikonversi menjadi bentuk tensor pada tahap se-

lanjutnya.

3.6 Pembentukan Tensor SD

o Pembentukan tensor 5D dilakukan untuk menyiapkan data time-series agar
kempatibel dengan arsitektur ConvLSTM, yang membutuhkan input dalam format
sﬁasial dan temporal secara bersamaan. Setelah setiap pelanggan memiliki urutan
v@ktu sepanjang 12 bulan, setiap time-step direpresentasikan dalam bentuk grid
b§rukuran 3 x 3 yang berisi pengelompokan fitur ke dalam tiga channel berbeda.
P€mbagian ini dilakukan dengan cara mengelompokkan fitur-fitur yang memiliki
k%fakteristik serupa—misalnya fitur pembayaran, klaim, komplain, dan karakteris-
ti% polis—ke dalam struktur spasial yang merepresentasikan hubungan antarvari-
aE‘él secara lebih terorganisir.

S, Setelah fitur dikonversi ke dalam bentuk grid, seluruh sequence pelanggan
disusun menjadi tensor dengan format (batch_size, 12,3, 3, 3) yang merepresen-
ta;Eikan jumlah pelanggan, panjang urutan waktu, tinggi grid, lebar grid, dan jumlah
channel. Struktur tensor ini memungkinkan ConvLSTM mengekstraksi pola spasial

=
didalam setiap fime-step sekaligus mempelajari dinamika temporalnya dari bulan

16
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ke bulan. Pembentukan tensor 5D ini merupakan tahap akhir dari persiapan data

sébelum masuk ke tahap pemodelan.
I

3?.? Arsitektur Model

L Arsitektur model yang digunakan dalam penelitian ini dirancang untuk

rgempelajari pola temporal dan spasial perilaku pelanggan secara bersamaan
melalui kombinasi metode Grey Wolf Optimizer (GWO), Convolutional LSTM
(EonvLSTM), dan Attention Mechanism. Setiap komponen memiliki peran spesifik
u@uk menangkap karakteristik perilaku pelanggan dari data panel bulanan hingga

menghasilkan prediksi churn yang akurat.

3&3 .1 Grey Wolf Optimizer (GWO)

e GWO digunakan untuk melakukan optimasi hyperparameter sebelum
n{;gdel dilatih secara penuh. Algoritma ini meniru perilaku sosial kawanan seri-
gala abu-abu, di mana sejumlah kandidat solusi (serigala) mengevaluasi param-
e(t:er seperti learning rate, jumlah unit ConvLSTM, dropout, dan ukuran batch
berdasarkan nilai loss pada tahap validasi. Proses iteratif ini menghasilkan kon-
figurasi hyperparameter yang stabil dan efektif sehingga performa pelatihan model

meningkat seperti Gambar B.1 Gambar B.2.

3.7.2 Convolutional LSTM (ConvLSTM)

ConvLSTM digunakan sebagai komponen inti untuk mengekstraksi pola
temporal dan spasial dari sequence data berukuran 12 bulan. Dengan mem-
proses tensor 5D berformat (batch, time, height, width, channel), ConvLSTM da-
pa.-f memahami perubahan nilai fitur pada tiap bulan sekaligus memodelkan hubun-
gan antarfitur dalam representasi grid berukuran 3 x 3. Lapisan ini menghasilkan
r@gkaian feature map berdimensi tetap yang menggambarkan dinamika risiko

chrn pada berbagai periode waktu.

3:&.3 Attention Mechanism

5' Attention Mechanism diterapkan setelah ConvLSTM untuk menonjolkan
p%iode waktu yang paling berpengaruh terhadap keputusan churn. Mekanisme ini
m%nghitung bobot kepentingan pada setiap time-step dari keluaran ConvLSTM, ke-
niidian menggabungkan representasi temporal tersebut menjadi satu context vector
ygjng lebih informatif. Pendekatan ini memungkinkan model untuk lebih fokus pada
bﬁan-bulan yang mengandung perubahan perilaku signifikan, seperti peningkatan

tunggakan, klaim bernilai besar, atau penurunan skor kepuasan pelanggan.
e
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3.7.4 Fully Connected Layer

©  Vektor konteks yang dihasilkan oleh Attention Mechanism diteruskan ke
lg;p:isan Dense sebagai tahap akhir proses pemodelan. Lapisan ini berfungsi men-
ggnversi representasi fitur menjadi output probabilistik melalui fungsi aktivasi sig-
moid, yang kemudian ditetapkan sebagai prediksi churn. Untuk meningkatkan sta-
bilitas pelatihan dan mencegah terjadinya overfitting, digunakan batch normaliza-

t@n dan dropout pada lapisan sebelumnya sesuai dengan konfigurasi hasil optimasi

GWO.

=
3.8 Pembagian Data

w Pembagian data dilakukan pada tingkat pelanggan (customerID) untuk
rrfemastikan bahwa seluruh riwayat 12 bulan setiap pelanggan hanya muncul pada
sgu subset data. Pendekatan ini mencegah kebocoran informasi antar subset dan
nﬁnjaga konsistensi temporal. Proses pemisahan dilakukan menggunakan strat-
iﬁed split berdasarkan label churn, sehingga proporsi churn dan non-churn tetap
seimbang pada data latih, validasi, dan uji.

Meskipun tidak menetapkan rasio tertentu secara eksplisit, hasil pemba-
gian data menghasilkan komposisi yang secara alami mendekati 70% data latih dan
masing-masing sekitar 15% untuk data validasi dan uji. Data hasil preprocessing
kemudian disusun kembali dalam bentuk sequence sepanjang 12 bulan dan dikon-
versi menjadi tensor 5D sebelum digunakan pada proses pelatihan model.

Pembagian final data adalah sebagai berikut:

1. Data Latih: 870 pelanggan
£2. Data Validasi: 186 pelanggan
%3. Data Uji: 187 pelanggan
@ Pembagian ini memastikan bahwa model memperoleh cukup variasi pola
p;,rilaku pelanggan untuk proses pembelajaran, sekaligus menyediakan data validasi

dt'ﬁg‘n uji yang representatif untuk mengukur kinerja model secara objektif.

3:';5) Pelatihan Model

E Pelatihan model dilakukan dengan menggunakan arsitektur hybrid yang ter-
dﬁ"i dari ConvLSTM sebagai ekstraktor fitur temporal-spasial, Attention Mecha-
nidm sebagai penimbang informasi pada setiap time-step, serta lapisan Dense se-
bgjgai pengambil keputusan akhir. Seluruh konfigurasi hyperparameter yang digu-
n'g_.kan pada tahap pelatihan merupakan hasil optimasi dari Grey Wolf Optimizer
(g;WO), sehingga proses pembelajaran berlangsung dengan parameter yang telah

d&esuaikan untuk meningkatkan stabilitas dan akurasi model.

18
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Model dilatih menggunakan data latih dalam bentuk tensor 5D dengan pan-
jé"ﬁg sequence 12 bulan. Fungsi aktivasi sigmoid digunakan pada lapisan output
u,:grtuk menghasilkan probabilitas churn. Untuk menangani ketidakseimbangan la-
bgl antara pelanggan churn dan non-churn, diterapkan class weighting yang mem-
berikan bobot lebih besar pada kelas minoritas agar model tidak bias terhadap kelas
n:!i:yoritas. Selama proses pelatihan, digunakan early stopping dengan pemantauan
niiai loss pada data validasi untuk menghentikan pelatihan ketika model tidak lagi
menunjukkan peningkatan, sehingga risiko overfitting dapat diminimalkan.

- Optimasi dilakukan menggunakan algoritma Adam dengan learning rate
hasil rekomendasi GWO, diikuti dengan penerapan batch normalization dan
dgpout pada beberapa lapisan untuk menjaga stabilitas gradien. Pelatihan berlang-
sang dalam beberapa epoch, dan parameter model yang memberikan kinerja ter-
b%k pada data validasi disimpan melalui mekanisme model checkpoint. Proses ini
menghasilkan model final yang siap dievaluasi menggunakan data uji pada tahap

L=
selanjutnya.

3.10 Evaluasi Model

Evaluasi model dilakukan untuk menilai kinerja model dalam memprediksi
churn pelanggan menggunakan data uji (test set) yang tidak dilibatkan selama
proses pelatihan. Tahap ini bertujuan untuk memastikan bahwa model yang di-
bangun mampu melakukan generalisasi dengan baik pada data baru yang merepre-
sentasikan kondisi operasional sebenarnya.

Untuk memberikan penilaian yang komprehensif, digunakan beberapa
mtrik evaluasi, yaitu akurasi, precision, recall, Fl-score, dan Area Under the
C%rve (AUC). Penggunaan berbagai metrik diperlukan karena penelitian ini men-
egpkan pendekatan class balance melalui pemberian bobot kelas (class weighting)
p;da proses pelatihan model. Oleh karena itu, metrik yang menekankan kemam-
pﬁéln model dalam mengenali pelanggan churn, seperti recall dan F1-score, menjadi
fggus utama selain akurasi.

E Selain metrik numerik, confusion matrix digunakan untuk menggambarkan
distribusi hasil prediksi model secara lebih rinci antara kelas churn dan non-churn.
KEelalui confusion matrix, dapat dianalisis jenis kesalahan prediksi yang terjadi,
s%erti false positive dan false negative, yang memiliki implikasi langsung terhadap
p%lgambilan keputusan dalam sistem Customer Relationship Management (CRM).

ue

Selanjutnya, kurva ROC (Receiver Operating Characteristic) digunakan un-

fuk mengevaluasi kemampuan model dalam membedakan pelanggan churn dan

"
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non-churn pada berbagai nilai ambang keputusan (threshold). Nilai AUC digunakan
s€bagai indikator kinerja global model karena mencerminkan kemampuan pemisa-
h%n kelas secara keseluruhan tanpa bergantung pada satu nilai ambang tertentu.
Hasil evaluasi pada tahap ini menjadi dasar analisis kinerja model hybrid
GWO-ConvLSTM-Attention yang dibahas lebih lanjut pada Bab IV. Evaluasi yang
dﬁakukan memastikan bahwa model tidak hanya memiliki performa prediksi yang
b%k, tetapi juga menghasilkan informasi yang andal untuk mendukung pengam-

bitan keputusan berbasis sistem informasi.

nNely eXsng NIN
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil evaluasi dan pengujian yang telah dilakukan, dapat disimpulkan bahwa

diodieH @

p@ggunaan model GWO-Attention—-ConvLSTM mampu memberikan kinerja yang baik dalam
ngmprediksi kehilangan pelanggan menggunakan data historis bulanan. Model ini efektif dalam
menangkap pola temporal dan perilaku pelanggan, sehingga menghasilkan prediksi yang relatif tepat
dgﬁ- konsisten.

E Dari sudut pandang sistem informasi, penelitian ini menghasilkan suatu mekanisme analisis
yang dapat diintegrasikan dengan sistem Customer Relationship Management (CRM) sebagai sum-
béPinformasi strategis. Informasi risiko kehilangan pelanggan yang dihasilkan tidak hanya berfungsi
sci.:bagai keluaran teknis model, tetapi juga dapat dimanfaatkan sebagai dasar pengambilan keputusan
ngnajerial, khususnya dalam perencanaan dan pelaksanaan strategi retensi pelanggan.

| Dengan demikian, penelitian ini tidak hanya berkontribusi pada pengembangan model
prediksi kehilangan pelanggan, tetapi juga memberikan manfaat praktis bagi sistem informasi pe-
riSahaan dalam meningkatkan kualitas pengelolaan hubungan pelanggan serta efektivitas pengam-

bilan keputusan berbasis data.

5.2 Saran

Penelitian selanjutnya disarankan untuk menggunakan periode data yang lebih panjang atau
lintas tahun agar model dapat mempelajari perubahan pola perilaku pelanggan secara lebih stabil.
Selain itu, pengujian pada data dari perusahaan atau sektor asuransi yang berbeda dapat dilakukan
untuk menguji kemampuan generalisasi model GWO-Attention—-ConvLSTM dalam konteks yang
lebih luas.

Hasil prediksi berupa skor risiko churn yang dihasilkan model juga dapat dikembangkan
leLl}}h lanjut sebagai bagian dari sistem pendukung keputusan dalam sistem informasi perusahaan.
PEhgembangan ini memungkinkan identifikasi pelanggan berisiko tinggi dilakukan secara lebih dini
dan terstruktur, serta membuka peluang penelitian lanjutan terkait interpretabilitas model guna mem-

pérjelas peran variabel-variabel utama dalam memengaruhi risiko churn.
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LAMPIRAN A
DATA TRANSAKSI

B (4 [} E F G H | J K L M N
1 event_time tenute_manth premium_amount arrears_amount paid_fiag days_past_due claims_count claims_amount big claim complaints_count complaints_priofity_high escalated_ary product type
2 |05M01/2024 544020 1 3 o 0 o ] 0 0 TERM_LIFE
3 05/02/2024 1 658925 L 1 o 1 183650000 o o o 0 TERM_LIFE
4 0502024 2 590638 ] 1 [ ] 0 [ ] 0 0 TERM_LIFE
5 05/04/2024 2 650651 L 1 o L 0 o o [} 0 TERM_LIFE
6 DBAS2024 4 847994 647904 0 £ ] 0 [ 0 0 0 TERM_LIFE
7 |05/06/2024 s 633628 L 1 o L 0 o a [} 0 TERM_LIFE
£ 05/07/2024 € 665632 o 1 & o 0 o Q 0 0 TERM_LIFE
9 DSIBI2024 7 703903 [] 1 3 1 283200000 [ a 0 0 TERM_LIFE
10 0SA00/2024 ] 723851 o 1 4 o 0 [ o o 0 TERM_LIFE
1 07110/2024 9 673864 ] 1 [ 0 0 [ [ 0 0 TERM_LIFE
12 0511172024 10 841912 o 1 2 ° 0 o o L 0 TERM_LIFE
13 051122024 1 708631 L 1 - 1 186300000 o o L} 0 TERM_LIFE
14 |05/01/2024 1 0 ] ] [ ] 0 [ [ 0 0 UNIT_LINK
15 05/02/2024 -1 Q L o o Ll 0 o o L 0 UNIT_LINK
16 0S/03/2024 0 1144780 ] 1 2 ] 0 [} [ 0 0 UNIT_LINK
17 05042024 1 1281426 o 1 o L o o a L 0 UNIT_LINK
18 D6/05/2024 2 1150619 ] 1 1 0 0 0 0 0 0 UNIT_LINK
19 05/06/2024 3 1120000 ] 1 [} ] 0 [ a ] 0 UNIT_LINK
20 05/07/2024 4 1173054 ] 1 2 0 0 0 [ 0 0 UNIT_UINK.
21 05/08/2024 5 1071173 o 1 3 o o (] o 0 0 UNIT_LINK
22 05/09/2024 6 1060655 ] 1 1 0 0 0 [ 0 0 UNIT_LINK
23 0711012024 7 1179180 o 1 o o o o 0 L] 0 UNIT_LINK
24 051112024 8 1128223 ] 1 [ ] 0 0 [ 0 0 UNIT_LINK
25 05122024 9 1163450 o 1 o 0 ] [ 0 0 0 UNIT_LINE
26 05/01/2024 -1 o o o o o o o o o 0 TERM_LIFE
27 0510272024 -1 ] L] o [ 0 o [ a 0 0 TERM_LIFE
28 05032024 -1 ] L] o o o o o L] 0 0 TERM_LIFE
29 050412024 1 o o 0 [ 0 0 [ ] 0 0 TERM_LIFE
30 06/05/2024 o 1017192 L] 1 1 L o o a L] 0 TERM_LIFE
31 05/06/2024 1 1331350 [] 1 2 0 0 0 ] 0 0 TERM_LIFE
Gambar A.1. Data Transaksi 12 Bulan
o (] Q R H T (1] ¥ w x ¥ z Ab AB AC
1 PLANCD  sum assured premium froq CHANNEL  RIDER_CNT offer_flag offers_sent offers_accepted upsell_any paperioss_flag suto_debil_flag chum satistaction_score policy_stan_date ameass_ratl
z e 254950000 Monthiy Bancassurance 0 1 1 [ [ 1 1 044 05/01/2024 0.0
3 e 254950000 Morthly Bancassurance [ o ] [] 0 1 1 048 05/01/2024 0.0
4 T8 254950000 Monthiy Bancassurance o o [} L] L] 1 1 046 0510172024 0.0
5 -8 254950000 Monthty Bancassurance o o L] o o 1 1 0486 05012024 0.0
& T8 254950000 Monthly Bancassurancs o 1 1 L L 1 L 045 05012024 1.0
7 e 254950000 Monthiy Bancassurance [ o ] [ 0 1 1 045 05/01/2024 0.0
8 T8 254950000 Monthiy Bancassurance o 1 1 L] 1 1 i 045 0540172024 0.0
2 T8 254950000 Monthly Bancassurance [ ] [ ° 0 1 1 045 05/01/2024 0.0
10 T8 254950000 Morthly Bancassurance o o o L L] 1 1 048 050L2024 0.0
1 T8 254950000 Monthiy Bancassurance [ o a [ 0 1 1 048 05/01/2024 0.0
12 18 254950000 Monthly Bancassurance [ o a [] [ 1 1 046 05/01/2024 0.0
13 T8 254950000 Monthiy Bancassurance [ [ [ 0 0 1 0 044 05/01/2024 0.0
14 UL-Proteksi 100350000 Monthly Bancassurante o o o L L] 1 L 048 05I0V2024 0.0
15 UL-Proteksi 100350000 Monthiy Bancassurance o o a L] L] 1 L] 046 050372024 0.0
16 UL-Proteksi 100350000 Monthiy Bancassurance 0 ] [ [ [ 1 1 048 05/03/2024 0.0
17 UL-Proteksi 100350000 Monthiy Bancassurance [ o [ [ [ 1 1 046 05/03/2024 0.0
18 UL-Proteksi 100350000 Monthiy Bancassurance [ ] 0 ° 0 1 1 048 05/03/2024 0.0
19 UL-Proteksi 100350000 Monthiy Bancassurance o o a L] L] 1 1 046 0510372024 0.0
20 UL-Proteisi 100350000 Monthty Bancassurance o o L] o o 1 1 04y 05032024 0.0
21 UL-Proteksi 100350000 Monthty Bancassurance 0 o 0 [ [ 1 1 042 05032024 0.0
22 UL-Proteksi 100350000 Monthiy Bancassurance [ o ] ] 0 1 1 043 05/03/2024 0.0
23 UL-Proteksi 100350000 Monthiy Bancassurance o o a o L] 1 1 044 0540372024 0.0
24 UL-Proteksi 100350000 Monthly Bancassurance [ o a [ 0 1 1 046 05/03/2024 0.0
25 UL-Proteksi 100350000 Monthly Bancassurance o L 0 L [} 1 1 044 05012024 0.0
26 T-C 202350000 Monthly Bancassurance [} o Q L L] 1 L] 046 06052024 0.0
27 nc Bancassurance [ ] [ ° 0 1 0 046 06/05/2024 0.0
28 ¢ Bancassurance [ ] [ [ [ 1 0 046 D6/05/2024 0.0
Bancassurance [ ] [ ° 0 1 0 046 DEI05/2024 0.0
Bancassurance [ o L] L L] 1 1 044 D6I05/2024 0.0
Bancassurance [ o o [ 0 1 1 047 06/05/2024 0.0
0 ] [ [ 0 1 1 048 DE/05/2024 0.0

Bancassurance

Gambar A.2. Data Transaksi 12 Bulan
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LAMPIRAN B
CODE PYTHON

v Stage 8 - Grey Wolf Optimizer (GWQ)

@ import math
HP_BOUNDS. = {
filters_clstm': (16, 64),
‘filters_conv' : (8, 32),
‘dense_units” @ (16, &4),
‘dropeut_rate’ : (0.1, 0.5),
‘learning_rate': (le-d4, Se-3),

HP_NAMES = list(HP_BOUMDS .keys())
en(HP_NAMES)
print('HP names:", HP_MAMES)

def decode_position{position):
params = {}
for 1, name in enumerate(HP_NAMES):
low, high = HP_BOUNDS [name]
val = lew + position[i] * (high - lew)
if name in [*filters_clstm','filters_conv', dense_units']:
val = int(round(val / 8) * 8)
else:
val = float(val)
params[name] = val
return paraas

def evaluate_fitness(position, max_epochs=18):
params = decode_position{position)
model = build_convLSTM_attention_model(parans)

Gambar B.1. Code Phyton Untuk Pengolahan Data Deep Learning

~ Stage 7 - ConvLSTM + Attention Model

from tensorflow.keras.layers import (
Input, ConvlSTM2D, BatchNormalization, Dropout,
TimeDistributed, ConvaD,
GlobalAveragePooling20, GlobalAveragePoolinglD,
Dense,
)
from tensorflow.keras.models import Model
from tensorflow.keras.callbacks import EarlyStopping, ModelCheckpoint

T, H, W, C = Xtr_5d.shape[1:]
input_shape = (T, H, W, C)
print('Input shape:', input_shape)

def build_convlSTM_attention_model{params, input_shape=input_shape):
filters_clstm = int(parems('filters_clstm'])
filters_conv = int(params('filters_conv'])

dense_units int (params| ' dense_units'])
dropout_rate float{params[ "dropout_rate’])
1r float(params[*learning_rate'])

inp = Input(shape=input_shape, name='input_Sd')

= ComvLSTM2D(filters_clstm, (3,3), padding="same’', return_sequences=True, activatien='tanh')(inp)
= BatchMormalization()(x)

= Dropout (dropout_rate) (x)

= TimeDistributed(Conv2D(filters_conv, (3,3), padding='same', activations'relu')}(x)

= TimeDistributed(GlobalAveragePooling2D())(x)

attn = tf.keras.layers.Attention(names='self_attention®)([x, x])

x = GlobaliveragePooling1D()(attn)

x = Dense(dense_units, activation='relu')(x)
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Gambar B.2. Code Phyton Untuk Pengolahan Data Deep Learning
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