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ABSTRAK

Kehamilan merupakan periode yang membutuhkan pemantauan kesehatan secara intensif guna
mencegah berbagai risiko yang dapat membahayakan ibu maupun janin. Tingginya angka kematian
ibu di Indonesia menunjukkan pentingnya upaya deteksi dini terhadap risiko kehamilan untuk
meningkatkan kualitas pelayanan kesehatan. Teknologi machine learning menawarkan pendekatan
prediktif yang efektif dalam mendukung proses identifikasi risiko secara lebih akurat dan cepat.
Penelitian ini bertujuan untuk membandingkan performa lima algoritma machine learning, yaitu
Logistic Regression, Decision Treec45, Random Forest, Support Vector Machine (SVM), dan
I\give Bayes dalam memprediksi tingkat risiko kehamilan. Metode yang digunakan adalah hold-out
validation dengan proporsi data 80% untuk pelatihan dan 20% untuk pengujian. Evaluasi kinerja
medel dilakukan menggunakan metrik akurasi, presisi, recall, dan Fl-score. Hasil penelitian
ng'nunjukkan bahwa algoritma Random Forest memberikan performa terbaik dengan akurasi
s%oesar 93.42%, serta nilai presisi 93.37, recall 93.42%, dan Fl-score yang juga mencapai
93-30%. Decision Tree c4.5 berada pada peringkat kedua dengan akurasi 93.15%, sementara SVM
nEmperoleh akurasi 81.92%, Logistic Regression 75.89%, dan Naive Bayes 72.33%. Temuan ini
ngnegaskan bahwa Random Forest merupakan algoritma yang paling optimal untuk prediksi risiko
kalamilan. Penelitian ini diharapkan dapat menjadi dasar bagi pengembangan sistem pendukung
kepi;utusan berbasis machine learning guna meningkatkan efektivitas pelayanan kesehatan bagi ibu
hiil.

Iﬁ’ta Kunci: Kalsifikasi, Kesehatan ibu, Machine learning, Risiko kehamilan, Random Forest,
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ABSTRACT

Pregnancy is a period that requires intensive health monitoring to prevent various risks that may
endanger both the mother and the fetus. The high maternal mortality rate in Indonesia underscores
the importance of early detection of pregnancy risks to improve the quality of healthcare services.
Machine learning technology offers an effective predictive approach to support accurate and
rapid risk identification. This study aims to analyze and compare the performance of five machine
learning algorithms, namely Logistic Regression, Decision Tree C4.5, Random Forest, Support
Vector Machine (SVM), and Naive Bayes in predicting pregnancy risk levels using the Maternal
Health Risk Dataset. The hold-out validation method was applied with an 80% training and 20%
te&%ing data split. Model performance was evaluated using accuracy, precision, recall, and F1-score
migtrics. The results indicate that the Random Forest algorithm achieved the best performance with
am. accuracy of 93.42%, along with precision 93.37%, recall 93.42%, and F1-score 93.30%. The
chision Tree C4.5 algorithm ranked second with an accuracy of 93.15%, while SVM achieved
8292%, Logistic Regression 75.89%, and Naive Bayes 72.33%. These findings confirm that
—

Random Forest is the most optimal algorithm for predicting pregnancy risks. This research is
eXpected to serve as a foundation for the development of decision support systems based on machine
le%rning to enhance the effectiveness of maternal healthcare services.

ngords: Classification, Maternal Health, Machine Learning, Pregnancy Risk, Random Forest.
o
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BAB 1
PENDAHULUAN

Latar Belakang

Kehamilan merupakan fase krusial dalam hidup seorang perempuan yang

1dioeH @

niénuntut perhatian serius terhadap kesehatan dirinya dan janin yang dikandung.
Naumun demikian, gangguan hipertensi pada kehamilan, seperti preeclampsia, dan
té[:'anan darah tinggi (hipertensi gestasional), merupakan penyebab utama kema-
tfan ibu terutama khususnya di negara-negara berkembang. Dengan sekitar 46.000
kématian per tahun. Secara global, Menurut data WHO tahun 2023, isu terkait
kg[!lamilan dan persalinan bertanggung jawab atas sekitar 260.000 kasus kematian
wanita setiap tahun, dan sebagian besar tragedi ini terjadi di negara-negara tersebut
(%HO, 2023a). Di Indonesia sendiri, Angka Kematian Ibu (AKI) masih tergolong
timggi, mencapai 189 per 100.000 kelahiran hidup menurut kementerian kesehaatan
RI berdasarkan Long Form Sensus Penduduk 2023 (Sadikin, 2023). Angka ini me-
nunjukkan tantangan besar karena masih jauh melampaui target Sustainable Devel-
opment Goals (SDGs), yang menargetkan maksimal 70 kematian ibu per 100.000
kelahiran hidup pada tahun 2030.(Sadikin, 2023)

Risiko-risiko ini tidak hanya mengancam nyawa ibu, tetapi juga dapat
menyebabkan komplikasi serius seperti kelahiran prematur, gangguan perkemban-
gan bayi, cacat lahir, atau bahkan kematian perinatal (WHO, 2023b). Seringkali,
komplikasi kehamilan tidak terdeteksi sejak dini (WHO, UNICEF, UNFPA dan Di-
Vé‘s]ion, 2025). Menimbulkan trauma psikologis jangka panjang bagi ibu dan kelu-
a%a (An, Rahman, Zhou, dan Kang, 2023) Kehamilan yang tidak terpantau de-
ngan baik ini membawa risiko besar, sehingga pendeteksian dini menjadi langkah
y&ng sangat penting guna memastikan ibu hamil mendapatkan penanganan yang
C;E_‘:;pat dan akurat. (Hasan, Shib, Devnath, Eti, dan Rezaul, 2024) (Khoirunnisa dan
Lestari, 2023).

5' Untuk mengatasi permasalahan ini, berbagai solusi telah diusulkan, mulai
d%ri peningkatan mutu layanan antenatal dan pemantauan kondisi ibu hamil secara
b&kala untuk memastikan deteksi dini faktor risiko (WHO, 2016). Upaya ini sa-
ngat penting karena ketepatan waktu dalam mengidentifikasi tanda bahaya berperan
bg’sar dalam menurunkan angka komplikasi kehamilan (Lestari, Maulana, Persada,
dél Adi, 2023). Namun demikian, pendekatan konvensional yang hanya mengan-
dg-l,kan pemeriksaan manual dan penilaian subjektif dinilai kurang optimal dalam

mempredlkm potensi komplikasi, terutama ketika pola risiko bersifat kompleks dan
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tidak linear. Oleh karena itu, pendekatan yang semakin populer dan dianggap men-
janjikan adalah pemanfaatan metode machine learning sebagai alat bantu deteksi
d%h klasifikasi risiko kehamilan, mengingat kemampuannya dalam meningkatkan
aglrasi prediksi berdasarkan data klinis. (Modi dan Kumar, 2025)

© Dalam penerapan metode machine learning untuk mendeteksi risiko ke-
h':'i‘lrnilan, diperlukan pemilihan algoritma yang mampu memberikan hasil klasifikasi
d%lgan tingkat akurasi terbaik. Oleh karena itu, penelitian ini bertujuan untuk
mengidentifikasi dan membandingkan kinerja beberapa algoritma machine learn-
ifg guna menentukan model yang paling optimal dalam memprediksi tingkat risiko
k€hamilan. Berbagai algoritma Machine Learning, seperti logistic regression, De-
cgjion tree C4.5, Random forest, Support Vector Machine (SVM), dan Naive Bayes,
d:pat diterapkan untuk mengklasifikasikan risiko kehamilan menjadi kategori ren-
dl%l, sedang, dan tinggi, dengan menjadikan parameter kesehatan ibu hamil seba-
gai dasarnya. (Hennessy, Tran, Sasikumar, dan Al-Falahi, 2024), (S. A. Rahman,
Il():tisum, Bazgir, dan Barai, 2023). Pemanfaatan teknologi Machine Learning dalam
proses pengelompokan klasifikasi risiko kehamilan menawarkan solusi yang sangat
menjanjikan. Berbagai data vital ibu, seperti usia, suhu tubuh, denyut jantung,
kadar hemoglobin, kadar gula darah, serta tekanan darah (sistolik dan diastolik),
dapat diolah dan dimodelkan oleh algoritma ini. Salah satu sumber data publik
yang ideal untuk penelitian ini adalah Dataset Risiko Kesehatan Ibu Hamil Mater-
nal Health Risk Dataset dari Kaggle, yang berisi 1.822 data yang sudah dilabeli se-
bagai risiko rendah, sedang, dan tinggi. Pemeriksaan antenatal dan terbukti mampu
menghasilkan model klasifikasi risiko yang akurat. (Tomar, Sharma, dan Prasad,
2024).

- Penelitian-penelitian terdahulu telah membuktikan bahwa model machine
leszrning sangat bermanfaat dalam mengidentifikasi risiko kehamilan secara efek-
ti%- Studi yang dilakukan oleh R. A. F. Rahman, Harahap, dan Kurnia (2023) telah
ni€nunjukkan potensi tinggi dari algoritma Decision Tree dalam klasifikasi risiko.
]iilam sebuah penelitian yang berfokus pada klasifikasi tingkat risiko ibu hamil,
a&oritma tersebut berhasil mencapai tingkat akurasi tertinggi sebesar 90%. Se-
m%ntara itu, metode Support Vector Machine(SVM) juga mencatatkan akurasi yang
impresif, yaitu sebesar 90.9%. (Raja, Mukherjee, dan Sarkar, 2021). Penelitian
1:?{‘11 oleh Assaduzzaman, Salim, Tafakori, dan Abdollahian (2024) algoritma Ran-
dgm Forest terbukti menunjukkan akurasi terbaik, mencapai 75,2% dalam klasi-
filgasi risiko maternal. Penelitian tersebut juga menyimpulkan bahwa kadar gula
cigrah menjadi faktor yang paling signifikan memengaruhi hasil klasifikasi, diikuti
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oleh usia ibu. Penelitian lain oleh Setiawan, Kurniawan, dan Prasetyo (2024) algo-
ri@na Random forest terbukti menunjukkan akurasi terbaik, yaitu 82%. Lebih lan-
j%, dalam jurnal Artificial Intelligence in Medicine Hennessy dkk. (2024), Model
kfgsiﬁkasi yang menggunakan algoritma gabungan, termasuk Random Forest, me-
nunjukkan kemampuan untuk memprediksi komplikasi kehamilan dengan tingkat
keakuratan mencapai 76%. Hasil prediksi ini semakin diperkuat oleh temuan serupa
dgri penelitian lain oleh Zhou dkk. (2024a), Du dkk. (2023) yang menyimpulkan
bahwa Random Forest dan model kelompok pembelajaran ensemble learning meru-
pakan pilihan ideal karena menawarkan keseimbangan optimal antara akurasi dan
effsiensi waktu komputasi. Sementara itu penelitian dari Farida, Tiasti, dan Sari
(2%23) metode Logistic Regresion mencatat akurasi 79,6. Selain itu, algoritma
]\?i;:ive Bayes dengan akurasi 85.62% juga menunjukkan performa yang memuaskan
s%t digunakan untuk memprediksi kehamilan, terutama karena waktu eksekusinya
yang cepat, (Khoirunnisa dan Lestari, 2023).

& Berdasarkan tinjauan literatur, dapat disimpulkan bahwa berbagai algoritma
machine learning memiliki keunggulan masing-masing dalam mendeteksi risiko
kehamilan. Beberapa studi menunjukkan bahwa Decision Tree dan SVM mem-
berikan akurasi tinggi, yaitu sekitar 90% dan 90,9%. Random Forest juga me-
nunjukkan performa yang konsisten dengan akurasi 75,2%-82%, terutama ketika
faktor seperti kadar gula darah dan usia ibu menjadi faktor paling berpenga-
ruh. Oleh sebab itu, variabel-variabel kunci ini mutlak harus dimasukkan dan
dipertimbangkan dalam pengembangan model prediksi. Selain itu, penelitian lain
mglaporkan bahwa model berbasis ensemble, termasuk Random Forest, mencapai
af!_:urasi sekitar 76% (Hennessy dkk., 2024), sedangkan Naive Bayes memperoleh
a]?.l,lrasi sebesar 85,62%.(Khoirunnisa dan Lestari, 2023).

;T Penelitian terdahulu menunjukkan bahwa machine learning memiliki
p§tensi besar dalam membantu prediksi risiko kehamilan secara lebih awal.
Meskipun berbagai algoritma telah terbukti efektif, masih terdapat beberapa ke-
séﬁjangan yang perlu dijembatani. Salah satu penelitian terbaru tahun 2024 oleh
SEtiawan dkk. (2024) juga menyarankan agar penelitian selanjutnya dapat menguji
aﬁoritma pembelajaran mesin non-parametrik lainnya seperti Support Vector Ma-
chine, maupun algoritma parametrik seperti Logistic Regression. Pertama, sebagian
bg‘éar penelitian masih menitikberatkan pada akurasi sebagai ukuran utama per-
fe:rma model, tanpa mempertimbangkan metrik lain seperti precision, recall, dan
F}rscore, yang penting dalam konteks data medis dengan kemungkinan ketidak-
éémbangan kelas. Kedua, tidak banyak penelitian yang membandingkan secara
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menyeluruh lima algoritma utama Logistic Regression, Decision TreeC4.5, Ran-
doin Forest, Support Vector Machine, dan Naive Bayes dengan metrik evaluasi yang
lgxgigkap. Ketiga, prediksi belum cukup mewakili populasi yang lebih luas karena
b(e?})erapa penelitian masih menggunakan dataset berukuran kecil. Jadi, penelitian
imi dilakukan untuk menyelesaikan masalah ini.

o Penelitian ini bertujuan untuk menganalisis dan membandingkan kinerja al-
ggritma machine learning dalam memprediksi risiko kehamilan. Lima algoritma
y%lg akan dianalisis adalah Logistic Regression, Decision Tree C4.5, Random For-
est, Support Vector Machine (SVM), dan Naive Bayes,dalam memprediksi risiko
n%nggunakan Maternal Health Risk Dataset dari kaggle. Evaluasi dilakukan meng-
gfﬁnnakan metrik akurasi, presisi, recall, dan F1-score untuk menentukan algoritma
y;ng memberikan prediksi paling optimal. Diharapkan, penelitian ini dapat mem-
b%ikan gambaran yang jelas mengenai algoritma machine learning yang paling
efektif untuk memprediksi risiko kehamilan, serta menjadi acuan atau referensi bagi

C .o, . . . . . .
penelitian atau studi lanjutan di kesehatan ibu hamil.

1.2 Perumusan Masalah

Berdasarkan latar belakang dan identifikasi masalah yang telah dipaparkan,
rumusan masalah dari penelitian ini adalah Algoritma Machine Learning manakah
yang memberikan hasil akurasi paling optimal dalam memprediksi tingkat risiko

kesehatan pada ibu hamil?

1.3 Batasan Penelitian

o Pembahasan dalam penelitian Tugas Akhir ini akan dibatasi pada aspek-

a&ek berikut:

[

Penelitian ini menggunakan data sekunder dari dataset Maternal Health Risk
Dataset data yang digunakan 1.822 yang tersedia di platform Kaggle milik
Joakim Arvidsson, Dr. Mb Sharma dan juga sudah pernah digunakan se-
belumnya oleh Setiawan dkk. (2024).

Atribut yang dianalisis adalah usia, suhu tubuh, denyut jantung, kadar gula

22

darah, serta tekanan darah sistolik dan diastolik. Kategori terbatas pada tiga

AJISI3ATU[] DTWE[S] 3

kelas, yaitu high risk, low risk, dan mid risk.

-

Penelitian ini berfokus pada perbandingan lima algoritma machine learn-
ing yaitu Logistic Regression, Decision Tree C4.5, Random Forest, Support
Vector Machine (SVM), dan Naive Bayes, tanpa melakukan pengembangan

atau implementasi sistem.

NETY WISEY J!-“E‘LS uejng 5;-*?

Penelitian ini menggunakan metode hold-out validation pada rasio 80% data
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latih (training data) dan 20% data uji (testing data).

Penelitian ini menggunakan metode hold-out validation pada rasio 80% data
latih (training data) dan 20% data uji (testing data).

Evaluasi performa model dilakukan menggunakan metrik akurasi dan con-
fusion matrix yang terdiri dari accuracy precision, recall, dan FI-score.
Hasil penelitian ini hanya ditujukan untuk keperluan analisis akademik dan
prediksi risiko kehamilan secara umum, bukan sebagai alat diagnosis medis.
Proses analisis dan pelatihan model dilakukan menggunakan bahasa pemro-

graman Python melalui platform Google Colab.

Tujuan
Tujuan tugas akhir ini adalah:
Menganalisis dan membandingkan lima algoritma mechine learning yaitu
logistic Regression, Decision C4.5, Random Forest, Support Vector Machine
(SVM), dan Naive Bayes).
Menentukan algoritma yang memberikan hasil akurasi paling optimal dalam
memprediksi tingkat risiko kehamilan berdasarkan metrik evaluasi akurasi,

precision, recall, dan F1-score.

1.5 Manfaat

™
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Manfaat tugas akhir ini adalah:

Penelitian ini diharapkan dapat menambah wawasan dalam memprediksi
risiko kehamilan dengan penerapan model Machine Learning.

Dengan membandingkan kinerja lima algoritma Logistic Regression, De-
cision C4.5, Random Forest, SVM, dan Naive Bayes, penelitian ini dapat
mengidentifikasi model yang paling optimal. Hasil ini dapat membuka
penelitian terbaru kedepannya guna menentukan akurasi model yang lebih
baik dari sebelumnya.

Menyediakan referensi atau rekomendasi algoritma Machine Learning un-
tuk memprediksi risiko kehamilan.

Menjadi bahan pertimbangan bagi praktisi kesehatan atau peneliti data
dalam melakukan prediksi dini risiko kehamilan berbasis data.

Sistematika Penulisan

Sistematika penulisan laporan adalah sebagai berikut:

BAB 1. PENDAHULUAN

Pada bab ini memberikan gambaran mengenai latar belakang penelitian
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yang menguraikan kondisi dan permasalahan terait Risiko kesehatan ibu
hamil. Bab ini juga memuat perumusan masalah, pembatasan masalah, tu-
juan penelitian, manfaat penelitian, dan sistematika penulisasn sebagai arah
pelaksanaan penelitian.

BAB 2. LANDASAN TEORI

Pada bab ini menjelaskan mengenai teori dan konsep yang mendukung
penelitian, meliputi pengertian kehamilan dan risiko kehamilan, angka ke-
matian ibu, deteksi dini, machine learning, data mining, serta penjelasan
algoritma. Selain itu, bab ini juga menyajikan penelitian terdahulu yang
relevan sebagai dasar pembanding dan penguat penelitian.

BAB 3. METODOLOGI PENELITIAN

Pada bab ini menjelaskan tahap penelitian yang dilakukan, mulai dari tahap
perencanaan, teknik pengumpulan data, tahap pra-pemrosesan data, men-
guraikan parameter yang digunakan, hingga penerapan Algoritma dalam
memeprediksi risiko kesehatan ibu hamil.

BAB 4. HASIL ANALISA

Pada bab ini menyajikan hasil yang telah dilakukan dari proses pengumpu-
lan data, pengolahan data dan analisis data. Menyajikan hasil klasifikasi dari
lima algoritma yang digunakan yaitu Random Forest, Decisiont ree C4.5,
SuportVector Machine, Logistic Regresion dan Naive Bayes. Serta analisis
hasil seleksi model terbaik berdasarkan nilai acuracy, precision, recall, dan
F1- Score.

BAB 5. PENUTUP

Pada bab ini berisikan tentang kesimpulan yang merangkum hasil penelitian
berdasarkan tujuan yang telah ditetapkan, dan saran yang dapat dijadikan

sebagai acuan untuk pengembangan penelitian selanjutnya.
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BAB 2
@
T LANDASAN TEORI
ui}
Z;i Kehamilan dan Resiko Kehamilan
= Kehamilan adalah proses fisiologis yang wajar dialami oleh wanita usia

sarbur, ditandai dengan tumbuh kembangnya janin di dalam rahim. Meskipun ini
n%rupakan peristiwa alami, kehamilan berpotensi menimbulkan risiko kesehatan
yi_hg serius jika tidak mendapatkan pemantauan yang memadai. Menurut Bisson
dkk. (2023), Kehamilan memicu perubahan fisiologis yang signifikan pada sistem
kardiovaskular dan metabolik ibu. Adaptasi ini sangat penting untuk memastikan
jgin mendapatkan oksigen dan nutrisi yang memadai sekaligus menjaga kese-
i]un;bangan tubuh (homeostasis). Penyesuaian ini melibatkan peningkatan volume
pﬂ%sma, modifikasi tekanan darah, serta perubahan respons hormonal dan vasku-
lar. Sayangnya, kegagalan dalam proses adaptasi ini dapat memicu berbagai kom-
pﬁkasi serius, seperti preeklamsia, hipertensi gestasional, dan gangguan metabolik,
yang berpotensi mengancam keselamatan ibu dan janin. Oleh karena itu, kehamilan
harus dipandang bukan sekadar proses biologis, melainkan sebagai peristiwa medis
kompleks yang memerlukan pemantauan yang menyeluruh guna mencegah kesaki-
tan (morbiditas) dan kematian (mortalitas) maternal.(Bisson et al. 2023). Menurut
catatan WHO (2023b), lebih dari 40% ibu hamil menghadapi komplikasi, dan 15%
dari kasus tersebut berpotensi mengancam jiwa (Nurjanah, Nurfita, dan Magasida,
2025).

o Kegagalan untuk mendeteksi risiko kehamilan sejak awal dapat menim-
bglkan konsekuensi serius, seperti meningkatnya Angka Kematian Ibu (AKI). Se-
lain itu, kondisi ini juga berpotensi menyebabkan dampak jangka panjang pada bayi,
t;Tmasuk kelahiran prematur dan gangguan tumbuh kembang.(WHO, UNICEF,
IE\IFPA dan Division, 2025). faktor-faktor yang meningkatkan risiko kehamilan
yidtu dari Faktor medis meliputi usia ibu yang berada pada batas ekstrem (di bawah
;ﬁ) atau di atas 35 tahun), riwayat kehamilan dan persalinan buruk (obstetri buruk),
a&anya penyakit kronis penyerta seperti diabetes dan hipertensi, serta berbagai kon-
disi fisiologis lain yang memengaruhi jalannya kehamilan (Zhou dkk., 2024b).

- Di Indonesia, berdasarkan laporan Kementerian Kesehatan RI tahun 2023,
rgjlko kehamilan tetap menjadi tantangan besar dalam upaya menurunkan Angka
'Iématian Ibu (AKI). Salah satu kendala utamanya adalah keterlambatan deteksi
d@z,gi komplikasi. Keterlambatan ini disebabkan oleh berbagai faktor, termasuk ren-

P ) . . . .
dahnya kesadaran ibu hamil untuk menjalani pemeriksaan antenatal serta keter-
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batasan tenaga kesehatan di berbagai daerah. Oleh karena itu, jelas bahwa pema-
h@nan dan intervensi terhadap faktor risiko kehamilan harus dilakukan secara kom-
ngf:hensif, dengan melibatkan aspek medis, sosial, dan dukungan dari Machine
le(?rning (Sadikin, 2023). Studi oleh Amalia dkk. (2023). lebih lanjut menegaskan
bahwa berbagai atribut kesehatan ibu seperti usia, tekanan darah, suhu tubuh, kadar
ggla darah, dan denyut jantung dapat menjadi indikator krusial dalam pengelom-
pgkan klasifikasi risiko kehamilan. Terbukti, pemanfaatan teknologi seperti data
mining dan Machine Learning di bidang kesehatan reproduksi telah membantu
ténaga medis memprediksi risiko kehamilan lebih awal. Hal ini memungkinkan
iftervensi tepat waktu untuk menekan komplikasi dan angka kematian ibu.(Amalia
dfkﬂk., 2023)

= Dampak dari risiko kehamilan yang tidak terdeteksi sejak dini dapat berak-
il;ét serius, baik bagi ibu maupun janin. (WHO, 2023b) melaporkan bahwa sekitar
18% kehamilan di seluruh dunia menghadapi komplikasi serius yang berpotensi
nilzengancam jiwa. Bagi ibu, risiko ini berkorelasi dengan peningkatan angka ke-
matian maternal, sedangkan pada janin, dampaknya dapat mencakup kelahiran pre-
matur, berat badan lahir rendah, hingga kematian neonatal. Di Indonesia sendiri,
hipertensi dalam kehamilan dan diabetes gestasional masih menjadi faktor utama
tingginya angka kematian ibu (Sadikin, 2023). Hal ini menekankan perlunya de-
teksi dini yang dilakukan melalui pemeriksaan medis yang teratur.

Dalam konteks pelayanan antenatal (Antenatal Care/ ANC), indikator medis
seperti tekanan darah, kadar gula darah, suhu tubuh, denyut jantung, kadar
hemoglobin, serta usia ibu hamil merupakan parameter klinis yang lazim digu-
nﬁkan untuk mendeteksi risiko maternal. Sebagai contoh, tekanan darah sistolik
21140 mmHg atau diastolik > 90 mmHg setelah usia kehamilan 20 minggu dapat
mi'_e'ngindikasikan hipertensi gestasional (gestational hypertension). Pemeriksaan
slfg-’ining glukosa, seperti pemeriksaan satu jam setelah konsumsi glukosa, dengan
kadar gula darah > 140 mg/dL sering menjadi tanda awal adanya risiko diabetes
géStasional. Pemeriksaan rutin terhadap indikator-indikator tersebut memungkin-
kEn tenaga kesehatan melakukan intervensi dini sebelum risiko berkembang men-
j@i komplikasi kehamilan yang lebih parah.

0

23 Angka Kematian Ibu
Angka Kematian Ibu (AKI), atau dikenal juga sebagai Maternal Mortality

B}[n

Ratio (MMR), adalah indikator krusial untuk menilai kualitas pelayanan maternal
dan status kesehatan masyarakat di suatu negara.Menurut WHO (2023b), MMR

"
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berfungsi mengukur risiko kematian ibu dibandingkan dengan jumlah kelahiran
h@up dalam periode tertentu. Dengan demikian, AKI secara efektif mencerminkan
ti%gkat keberhasilan sistem kesehatan dalam menyediakan layanan persalinan yang
aglan dan berkualitas. WHO (2023b) mendefinisikan AKI sebagai jumlah kematian
ibu selama kehamilan, persalinan, atau dalam 42 hari setelah kehamilan berakhir
p:é‘rr 100.000 kelahiran hidup. Indikator ini sangat penting karena sebagian besar ke-
niltian maternal dapat dicegah dengan pelayanan kesehatan yang tepat. Oleh sebab
it#, penurunan Angka Kematian Ibu (AKI)dijadikan salah satu target utama dalam
Ststainable Development Goals (SDG), yaitu menurunkan MMR global menjadi
kgrang dari 70 per 100.000 kelahiran hidup pada tahun 2030.(WHO, UNICEF,
[HJ\IFPA dan Division, 2025).

> Secara global, Angka Kematian Ibu (AKI) telah menunjukkan penurunan
y%lg cukup signifikan dalam dua dekade terakhir. WHO, UNICEF, UNFPA dan
Division (2025) melaporkan bahwa Maternal Mortality Ratio (MMR) dunia turun
dari 339 per 100.000 kelahiran hidup pada tahun 2000 menjadi 223 pada 2020, dan
diproyeksikan mencapai 197 pada tahun 2023. Meskipun ada kemajuan ini, penu-
runannya tidak merata. Faktanya, lebih dari 70% kematian maternal masih terpusat
di kawasan Sub-Sahara Afrika dan Asia Selatan. Kesenjangan ini jelas menegaskan
bahwa kematian ibu bukan semata-mata masalah klinis, melainkan sangat terkait
erat dengan ketidaksetaraan akses layanan kesehatan, serta kondisi sosial-ekonomi
di berbagai wilayah(WHO, 2023Db).

Meskipun Angka Kematian Ibu (AKI) di Indonesia menunjukkan per-
baikan, angkanya masih tergolong tinggi jika dibandingkan dengan rata-rata global.
Bgrdasarkan perkiraan gabungan dari WHO/UNICEF (Inter-Agency Estimates,
2523), AKI Indonesia berhasil diturunkan dari sekitar 299 per 100.000 kelahiran
hszup pada tahun 2000 menjadi 189 per 100.000 pada tahun 2020 (WHO, 2023b)).
PEnurunan ini menggambarkan adanya perbaikan akses layanan kesehatan ibu dan
afiak, peningkatan cakupan persalinan oleh tenaga kesehatan terlatih, serta berba-
g;';'i program intervensi gizi ibu hamil. Namun, angka tersebut masih jauh dari target
SE)GS 2030. Penyebab utama kematian ibu di Indonesia hingga saat ini masih relatif
ka‘hsisten, yakni perdarahan, hipertensi dalam kehamilan (preklamsia/eklamsia),
sétta komplikasi obstetri lainnya. Sebagian besar kasus kematian ibu di Indone-
s{?"e?I terjadi akibat komplikasi langsung yang sebenarnya dapat dicegah melalui pen-
i:katan kualitas layanan deteksi dini risiko kehamilan.(Syairaji dkk., 2024).

s Perlu dicatat bahwa terdapat variasi data mengenai Angka Kematian Ibu
(gKI) dari berbagai sumber. Sebagai contoh, World Bank Gender Data Portal
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memperkirakan MMR Indonesia pada tahun 2023 adalah 140 per 100.000 kelahi-
r4d hidup. Perbedaan angka ini timbul akibat perbedaan metode estimasi yang di-
gﬁnakan WHO/UNICEF mengandalkan model inter-agency berbasis data global,
s%nentara World Bank menggunakan proyeksi statistik dengan dataset yang lebih
baru. Dalam konteks penulisan akademik, sangat penting untuk mengakui adanya
vaiasi data ini. Namun, demi menjaga konsistensi dan kesesuaian dengan stan-
dgr global, penelitian ini akan tetap merujuk pada angka yang dikeluarkan oleh
WHO/UNICEF inter-agency estimates.(Key, 2025).

- Meskipun Indonesia telah mencatat kemajuan dalam upaya penurunan
aﬁka kematian ibu, hasil yang dicapai masih belum optimal. Kondisi ini menun-
j\gjckan adanya tantangan signifikan dalam peningkatan sistem pelayanan kesehatan,
t;'utama terkait deteksi dini risiko kehamilan, pemerataan kualitas tenaga kese-
h%an, dan akses layanan di wilayah terpencil. Dalam kerangka penelitian ini, ur-
gensi tersebut menjadi sangat relevan: penerapan analisis data medis menggunakan
ai:goritma Machine Learning diharapkan dapat membantu mendeteksi risiko ke-
hamilan lebih awal. Dengan demikian, hasil penelitian ini berpotensi memberikan
kontribusi strategis dalam upaya nasional untuk menekan angka kematian ibu di In-
donesia. Berikut Tren Angka Kematian Ibu Global tahun 2000-2023 dapat dilihat
pada Gambar 2.1

Gambar 2.1 Tren Angka Kematian Ibu Global 2000-2023
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Gambar 2.1. Tren Angka kematian ibu Global 2000-2023
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Grafik menunjukkan penurunan global MMR dari 339 pada tahun 2000 men-
j'gii 223 pada 2020, dan diperkirakan turun lagi menjadi 197 pada 2023. Meski
rr?nurun, angka tersebut masih cukup tinggi di kawasan tertentu, terutama Afrika
Sib-Sahara dan Asia Selatan. Selanjutnya pada Gambar 2.2 Tren Angka Kematian
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ibu Indonesia tahun 2000-2020.

320 Gambar 2.2 Tren Angka Kematian Ibu di Indonesia 2000-2020

—e— UNICEF/WHO Inter-agency Estimates
x Kemenkes/UNFPA (Sensus 2020)
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Gambar 2.2. Tren Angka Kematian Ibu di Indonesia 2000-2020.
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Grafik memperlihatkan penurunan AKI Indonesia dari 299 (2000) menjadi
173 (estimasi WHO/UNICEF 2020). Namun, data sensus nasional yang dicatat
UNFPA/Kemenkes menunjukkan angka 189 pada 2020 dan sampai 2023 juga masih
memakai di angka 189. Perbedaan ini terjadi karena perbedaan metode estimasi,
tetapi keduanya menegaskan bahwa AKI Indonesia masih berada jauh di atas target
SDGs.

2.3 Deteksi Dini Risiko Kehamilan

Sebenarnya, risiko saat hamil dapat diketahui sejak dini melalui pemerik-
sddn rutin ke bidan atau puskesmas. Namun, karena keterbatasan tenaga kese-
h%[an, jarak layanan yang jauh, dan rendahnya kesadaran masyarakat akan pent-
i@nya pemeriksaan kehamilan, seringkali masalah kesehatan baru terdeteksi sete-
légl terlambat. Oleh karena itu, deteksi dini risiko kehamilan menjadi salah satu
sthf'éltegi krusial untuk menurunkan angka kematian ibu dan bayi. Proses deteksi dini
ng dilakukan melalui Pemeriksaan Kehamilan Berkala (Antenatal Care/ANC) yang
bgrtujuan mengidentifikasi baik kondisi medis maupun faktor sosial yang berpotensi
Iiémicu komplikasi selama masa kehamilan dan persalinan. Menurut World Health
bé’ganization (WHO, 2022), pemeriksaan ANC minimal harus dilakukan delapan
kai selama kehamilan agar komplikasi dapat terdeteksi lebih awal. Pemeriksaan ini
n&fgncakup evaluasi tekanan darah, kadar hemoglobin, status gizi, serta penelusuran
rgvayat penyakit yang dapat memengaruhi kehamilan.(WHO, 2016)
L:T Di Indonesia, Kementerian Kesehatan RI (2023) menekankan bahwa ANC
nji":;lrupakan layanan esensial yang wajib diakses semua ibu hamil, terutama dalam
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mendukung target penurunan Angka Kematian Ibu (AKI). Pemeriksaan ini juga
méncakup deteksi tanda bahaya kehamilan seperti perdarahan, preeklamsia, ane-
rg;Ia, dan infeksi. Melalui deteksi dini, risiko komplikasi dapat diantisipasi lebih
cgr)pat, sehingga penanganan medis dapat dilakukan tepat waktu sebelum kondisi
memburuk (Sadikin, 2023). Perkembangan teknologi juga telah mendukung up-
aT?a deteksi dini risiko kehamilan. Penelitian Amalia dkk. (2023) menunjukkan
b%lwa penggunaan data mining dan algoritma klasifikasi, dapat membantu tenaga
medis dalam memprediksi tingkat risiko ibu hamil berdasarkan atribut klinis seperti
uSta, tekanan darah, kadar gula darah, suhu tubuh, dan denyut jantung. Integrasi
t&nologi ini dapat meningkatkan akurasi deteksi dan membantu pengambilan kepu-
tgan medis secara lebih cepat (Amalia dkk., 2023).

> Selain pendekatan medis dan teknologi, edukasi ibu hamil dan dukun-
g%l keluarga memiliki peran yang sangat penting dalam keberhasilan deteksi
dani risiko kehamilan. UNICEF (2023) secara khusus menyoroti bahwa pen-
irtlzgkatan literasi kesehatan reproduksi terutama bagi masyarakat yang memiliki ak-
ses layanan terbatas sangatlah krusial. Tujuannya adalah memastikan ibu hamil
mampu mengenali tanda-tanda bahaya dan segera mendapatkan pertolongan. De-
ngan kata lain, deteksi dini risiko kehamilan hanya akan berhasil melalui kombi-
nasi dari layanan medis yang berkualitas, dukungan teknologi, dan pemberdayaan
masyarakat.(WHO, UNICEF, UNFPA dan Division, 2025). Perawatan antenatal
dapat dilihat pada Gambar 2.3, Gambar kontak ibu hamil dengan tenaga kesehatan
pada Gambar 2.4.

As soon as you know you
are pregnant, seek antenatal care for:

Medical care
Emotional support Relevant and

and advice timely pregnancy

information

AJISI3ATU[] JTWE[S] 2)B}S

Gambar 2.3. Perawatan antenatal
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Throughout pregnancy, all women should
have 8 contacts with a health provider.
These can happen in settings such as:

Health Community Outreach

Facilities Services

Health systems should ensure that all providers
are empowered and equipped with necessary skills

el

and supplies.

z World Health
Organization

Gambar 2.4. kontak ibu hamil dengan tenaga kesehatan

Nely exsng Nin yljlw ejdidojeHq @

Pada Gambar 2.3 terdapat Pesan utamanya: Segera setelah Anda tahu

sedang hamil, lakukan perawatan antenatal. Tujuan perawatan antenatal:

1. Dukungan emosional dan nasihat, agar ibu hamil merasa tenang, mendapat
bimbingan, dan tidak stres selama kehamilan.

2. Perawatan medis, pemeriksaan kesehatan ibu dan janin secara rutin untuk
mendeteksi risiko sejak dini.

3. Informasi relevan dan tepat waktu tentang kehamilan, memberi pengetahuan

yang benar agar ibu bisa menjaga kesehatan dirinya dan bayinya.

o Kemudian pada Gambar 2.4 Pesan utamanya: Selama kehamilan, semua ibu
hgmil sebaiknya melakukan 8 kali kontak dengan tenaga kesehatan. Tempat kontak
ai’.'é.u perawatan bisa dilakukan di:

un
= 1. fasilitas kesehatan (puskesmas, rumah sakit, klinik).

-

2. Layanan masyarakat/outreach services (misalnya posyandu, kunjungan

o1

rumah, layanan lapangan).

Kecerdasan Buatan (Artificial Intelligence) dan Machine Learning
Perkembangan teknologi informasi dan komputasi modern telah mendorong

[\°)
jis1gaTun

nﬁmculnya kecerdasan buatan (Artificial Intelligence/Al) sebagai pendekatan untuk

3

mgnyelesaikan masalah yang kompleks dan memerlukan analisis data secara otoma-
tifns: Al didefinisikan sebagai kemampuan sistem komputer untuk melakukan tugas
ygng biasanya membutuhkan kecerdasan manusia, seperti pengambilan keputusan,
pg]mecahan masalah, pengenalan pola, dan pembelajaran dari pengalaman.(Hawale,
Ciavan, Timalsina, dan Thatere, 2024) Dalam konteks kesehatan, Al dapat diap-

13
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likasikan untuk membantu tenaga medis menganalisis data pasien, memprediksi
ri@iko penyakit, dan memberikan rekomendasi berbasis bukti yang lebih cepat dan
aﬁlrat dibanding metode konvensional.

=
L]

lajar dari data tanpa harus diprogram secara eksplisit (Rajagopal dkk., 2024). ML

Machine Learning (ML), yaitu metode yang memungkinkan komputer be-

nmiénggunakan algoritma untuk menemukan pola atau hubungan dalam dataset, ke-
n?[_ldian membuat model prediktif yang dapat digunakan untuk klasifikasi atau
prediksi. Machine Learning sendiri terbagi menjadi beberapa jenis utama, yaitu
skpervised learning, unsupervised learning, dan reinforcement learning. Penelitian
irft menggunakan pendekatan supervised learning karena dataset maternal health
Im{{?miliki label kategori risiko yang jelas, sehingga model dapat dilatih untuk klasi-
ﬁui?rasi risiko kehamilan (Morales dan Escalante, 2021).

ﬂ;:] Keunggulan ML dalam prediksi risiko kesehatan ibu antara lain kemampuan
untuk menangani data besar dan kompleks, mengurangi kesalahan prediksi berbasis
intuisi manusia, serta mendukung pengambilan keputusan yang cepat dan akurat
(Tzimourta, Tsipouras, Angelidis, Tsalikakis, dan Orovou, 2025). Misalnya, algo-
ritma Decision Tree C4.5 atau Random Forest dapat digunakan untuk menentukan
variabel paling berpengaruh terhadap risiko komplikasi kehamilan, sedangkan Lo-
gistic Regression digunakan untuk menghitung probabilitas risiko berdasarkan kon-
disi ibu. Penerapan ini membantu tenaga medis dalam mengambil tindakan preven-
tif yang lebih tepat sasaran. (Oktarina, Alamsyah, Nurhalissa, dan Satria, 2025).
Dengan demikian, pemahaman Al dan ML menjadi pondasi penting dalam peneli-

tign ini untuk menghasilkan prediksi risiko kehamilan yang lebih awal.

2% Machine Learning dalam Prediksi Risiko Kehamilan

@ Machine Learning (ML) adalah cabang dari kecerdasan buatan yang me-
nEJngkinkan komputer belajar dari data dan membuat prediksi atau keputusan tanpa
p@r‘fnrograman eksplisit (Shailaja, Seetharamulu, and Jabbar 2018). Dalam konteks
kesehatan, Machine Learning digunakan untuk menganalisis data medis dan mem-
pfl-.?diksi risiko kesehatan, termasuk risiko kehamilan. (A. Rahman dan Alam, 2023)
(S_L A. Rahman dkk., 2023). Adapun Jenis-Jenis Machine Learning

L; 1. Supervised learning (pembelajaran terawasi)
Model dilatih menggunakan dataset yang sudah dilabeli, sehingga setiap
input memiliki output yang diketahui.(Ghassemi dkk., 2020) Model bela-

jar memetakan input ke output yang benar. Dalam prediksi risiko kehami-

Nery wisey] juaeAg uejng j

lan, data ibu hamil seperti usia, tekanan darah, kadar gula darah, dan label
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risiko (rendah, sedang, tinggi) digunakan untuk melatih model. Algoritma
yang umum digunakan termasuk Logistic Regression, Decision Tree, Sup-
port Vector Machine (SVM), dan Naive Bayes.

0

Unsupervised Learning (Pembelajaran tak terawasi)

Digunakan ketika dataset tidak memiliki label. Model berusaha mene-
mukan pola atau struktur tersembunyi contohnyha clustering untuk untuk
mengelompokkan ibu hamil dengan karakteristik serupa tanpa mengetahui
kategori risiko terlebih dahulu.

98]

Reinforcement Learning (Pembelajaran Penguatan)

Agen belajar membuat keputusan melalui aksi dan menerima umpan ba-
lik berupa reward atau punishment. Pendekatan ini lebih umum untuk sis-
tem yang interaktif, seperti robotika atau game, dan jarang digunakan untuk

prediksi risiko kehamilan.

Penerapan Machine Learning dalam Prediksi Risiko Kehamilan. Pen-

nNely exsnsg NN YM!jlw ejdio yeqd @

dekatan yang digunakan dalam penelitian ini adalah supervised learning, karena
dataset yang tersedia memiliki label risiko yang jelas. Algoritma seperti Logis-
tic Regression, Decision Tree C4.5, SVM, dan Naive Bayes dapat diterapkan untuk
menganalisis data kesehatan ibu hamil dan memprediksi tingkat risiko kehamilan.
Evaluasi model dilakukan menggunakan metrik akurasi, presisi, recall, dan F1I-
score untuk menentukan algoritma yang paling efektif dalam prediksi risiko ke-

hamilan.

2.6 Data Mining

'-:: Data mining adalah proses eksplorasi dan analisis data dalam jumlah besar
untuk menemukan pola, tren, atau informasi yang sebelumnya tidak diketahui, yang
bgrguna untuk pengambilan keputusan (Han et al., 2022). Menurut (Fayyad et al.,
1596), data mining merupakan bagian inti dari Knowledge Discovery in Database
(gDD), yang mencakup serangkaian tahapan dari pengumpulan data hingga pe-
n:“?rikan pengetahuan yang dapat digunakan. Dalam konteks penelitian kesehatan,
dgta mining memungkinkan identifikasi faktor risiko dan prediksi kondisi pasien
sig]t:ara lebih akurat.

; Tujuan utama data mining adalah menemukan pola dan pengetahuan baru
y;u;lg dapat digunakan untuk pengambilan keputusan yang lebih baik (Han et al.,
25'22). Manfaat praktis data mining antara lain: Prediksi Risiko membantu mem-
p%diksi kemungkinan komplikasi kehamilan, Klasifikasi mengelompokkan ibu
hgmil ke dalam kategori risiko rendah, sedang, atau tinggi. Asosiasi, menemukan

15
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korelasi antara faktor kesehatan dan hasil kehamilan, dan Deteksi Anomali, mengi-
déentifikasi kasus yang menyimpang dari pola normal (Fayyad et al., 1996). Dalam
p%nelitian ini, data mining digunakan untuk menganalisis data maternal health guna

n%mbangun model klasifikasi risiko kehamilan.

© Proses data mining biasanya terdiri dari beberapa tahapan penting yang sal-
ifig berkaitan:
3

—1. Pengumpulan Data, mengumpulkan data dari berbagai sumber

#2. Pra-pemrosesan Data, membersihkan dan menyiapkan data untuk analisis;
—3. Transformasi Data, mengubah data ke format yang sesuai

4. Pemodelan Data, menggunakan algoritma untuk menemukan pola

=5. Evaluasi Model, mengukur akurasi dan efektivitas model

6. Penerapan Pengetahuan, mengimplementasikan hasil ke dalam keputusan

o

0 praktis.(Cheng, Chen, Sun, Zhang, dan Tao, 2017)

“CJ Diagram alur proses KDD dapat dilihat pada Gambar 2.5 berikut:
/" v

( DATAMINING |
: - — Knowledge
(" TRANSFORMATION )
S &

(" PREPROCESSING

[ seLecmion ) _— Pattem

Gambar 2.5. Diagram alur proses KDD

25 Algoritma Machine Learning Untuk Klasifikasi

.'1 Machine Learning (ML) untuk klasifikasi merupakan metode untuk mem-
p%adiksi kategori atau kelas suatu data berdasarkan fitur yang dimilikinya. Klasi-
ﬁ%asi adalah salah satu cabang utama dari supervised learning, di mana model di-
la_Ilih dengan dataset berlabel untuk mempelajari pola hubungan antara input dan
oﬁtput Nurhalizah, Ardianto, dan Purwono (2024). Dalam penelitian prediksi risiko
k&hamilan, algoritma klasifikasi digunakan untuk mengelompokkan ibu hamil ke
dél'am kategori risiko: rendah, sedang, atau tinggi, berdasarkan variabel klinis
séperti usia, tekanan darah, kadar hemoglobin, dan riwayat medis sebelumnya. Ada
S;L'algoritma Machine learning yang umum digunakan untuk klasifikasi data medis

s, .
aftara lain:
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2.7.1 Logistic Regression

©  Logistic regression, salah satu metode klasifikasi dalam statistik dan pem-
b%ajaran mesin, digunakan untuk memprediksi probabilitas kejadian dari variabel
dgpenden kategorikal biasanya biner: 0/1. Model logistic regression tidak seperti
regresi linear, yang memprediksi nilai kontinu. Sebaliknya, itu menghasilkan nilai
p%babilitas yang kemudian diterjemahkan menjadi kelas. Menurut Applied Logis-
té_.Regression, referensi penting untuk aplikasi kesehatan oleh Scott, Hosmer, dan
L:emeshow (1991), logistic regression sangat cocok untuk penelitian bidang medis
Karena dapat menginterpretasikan koefisien langsung (odds ratio) dan dapat menan-

ggli variabel prediktor kategorikal dan kontinu.
w

ogitp) = in( 1) = pot B peka B @)

= 1 | X) menyatakan probabilitas bahwa suatu observasi termasuk ke dalam

&Ej eysn

k€las “1”, misalnya ibu hamil dengan risiko tinggi, berdasarkan sekumpulan vari-
abel prediktor X. Nilai e merupakan basis bilangan eksponensial (sekitar 2,71828)
yang digunakan dalam fungsi sigmoid. Parameter By adalah intercept atau konstanta
model, sedangkan [3; merupakan koefisien regresi untuk variabel prediktor X;. Koe-
fisien ini menunjukkan perubahan /og-odds dari kejadian ¥ = 1 akibat peningkatan
satu satuan pada X;, dengan asumsi variabel prediktor lainnya tetap konstan.

P(Y = 1| X) probabilitas bahwa kejadian kelas “1” (misalnya ibu hamil berisiko
tinggi) terjadi berdasarkan prediktor X.

e basis eksponensial (~ 2,71828) digunakan dalam fungsi sigmoid.

Bg!?intercept (konstanta) model.

Br';?koeﬁsien regresi untuk variabel X;. Koefisien ini menunjukkan perubahan log-
oglds dari hasil jika X; naik satu unit, dengan prediktor lain dianggap tetap.
X::‘mriabel prediktor dalam konteks penelitian ini bisa berupa usia ibu, tekanan

d?.rah, kadar gula darah, dan denyut jantung. Fungsi sigmoid

1
1+e 2

ngubah output linear menjadi nilai antara 0 dan 1, yang kemudian dikonversi

ogAj1sI2ATL

njadi kelas. Menurut panduan (Hilbe, 2017) yang juga menekankan bahwa in-

&

retasi koefisien bisa dilakukan melalui odds ratio ¢Bi. Gambar contoh visualissi

Ee@n

gistic Regresion dapat dilihat pada Gambar 2.6 berikut.
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ambar 2.6. Contoh Visualisasi Logistic Regresion Sumber: (Scipython, 2019).

Visualisasi ini menunjukkan decision boundary (garis batas keputusan) pada

NSNS @IN Al1w ejdio ey @

mbdel Logistic Regresion. Model ini memisahkan dua kelas data merah dan biru
ngg:nggunakan fungsi sigmoid untuk menghitung probabilitas. Logistic regression

bisa diperluas menjadi multi-class lebih dari dua kelas.

2.7.2 Decision Tree C4.5

Algoritma C4.5 merupakan algoritma yang digunakan untuk membangun
pohon keputusan. Pohon keputusan adalah metode yang sangat kuat dan terke-
nal untuk klasifikasi dan prediksi. Metode pohon keputusan mengubah fakta yang
sangat besar menjadi pohon keputusan yang mewakili aturan. Aturan mudah di-
pahami dalam bahasa alami. Itu juga dapat diekspresikan dalam bahasa database
seperti Structured Query Language untuk menemukan catatan dari kategori tertentu
Sgiio, Saputro, dan Winarno (2020). Berikut adalah rumus mencari Enthropy dan
(‘?fi” pada Algoritma C4.5: Untuk perhitungan nilai Entropy adalah sebagai berikut:

ISI

n
Entropy = — Z P;log, P; 2.2)
i=1

2IUIe

Iéterangan: S: himpunan kasus

A.%Iﬁtur

n,;_jumlah partisi S

I;é proporsi dari S, terhadap S

I{ﬁmudian hitung nilai Gain dengan metode information gain:

= s,

- Gain(S,A) = Entropy(S) — ) EEntropy(Sv) (2.3)
w ve€Value(A)

e

=

2

=

=%}

®

=
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S = Himpunan Kasus.

AL Atribut.

nﬁ?—- Jumlah Partisi Atribut.

AﬂSi! = Jumlah Kasus pada partisi ke-i.
|§} = Jumlah Kasus dalam S.

o Pohon keputusan mirip sebuah struktur pohon dimna terdapat node internal
(li.lkan daun) yang mendeskripsikan atribut-atribut, setiap cabang menggambarkan
hasil dari atribut yang diuji, dan setiap daun menggambarkan kelas. Pohon kepu-
tisan bekerja mulai dari akar paling atas, jika diberikan sejumlah data uji, mis-
aﬁya X dimana kelas dari data X belum diketahui, maka pohon keputusan akan
menelusuri mulai dari akar sampai node dan setiap nilai dari atribut sesuai data X
dzuji apakah sesuai dengan aturan pohon keputusan, kemudian pohon keputusan

akan memprediksi kelas dari tupel X (Prajoko, Sembiring, dan S, 2021).

227 .3 Random Forest (RF)

Menurut Sandri dan Zuccolotto (2008), tingkat kepentingan suatu variabel
penjelas Xj dalam algoritma Random Forest dapat dihitung menggunakan Mean
Decrease in Gini (MDGQG) sebagai berikut:

MDG,, = %; [d(h,t)1(h,1)] (2.4)

Dengan: K = Banyaknya pohon dalam rendom forest D(h,t)= besar penu-

runan indeks Gini untuk Variabel penjelas X, pada simpul(node)t I(h,t) € {0,1}

J ifa X, memilih simpul t, 0, lainnya Nilai MDG menunjukkan seberapa besar suatu

variabel berkontribusi dalam mengurangi impurity (ketidakteraturan) pada pohon-

p@lon di dalam model Rndom Forest Semakin tinggi nilai MDG, semakin penting

Vg,riabel tersebut dalam menentukan hasil prediksi. Gambar Contoh visualisasi Ran-
d?_m Forest dapat dilihat pada Gambar 2.7 berikut.

Aj1s1aaAtu

nery wisey] jiredg uejng jo

19



‘nery eysng Nin Jelem Buek uebunuaday ueyiBniaw yepn uedinBuad 'q

‘NEN BYSNS NN Wiz edue) undede ymuaqg wejep i syny eAiey yninjas neje ueibeges syefueqiadwsaw uep uejwnwnBuaw Buele)q 'z
‘yejesew njens ueneluy neje yuuy vesnuad ‘uesode] ueunsnAuad ‘yeiw) efsey uesiinuad ‘ueyauad ‘ueyipipuad ueBunuaday ymun efuey vedynbusy e

%

Z 1U:

= Jur - ue
24>

; -‘.".. £

%

:18quINs ueyIngaAusiu uep ueywmuesuaw edue) jul sin) eAiey yrnunjas neje ueibegaes dynBuaw Buesejq 'L

Buepun-Buepun 1Bunpuijig e1did yey

J ¥ Y
= VTS| [ = 91T i - 577 | [

1| [cwwpis m d? Carups S
- 27| |vuhm = 32203

; \
ITE | (-7
) e
b2

Gambar 2.7. Contoh Visualisasi Random Forest

Random Forest adalah ensemble dari banyak decision tree yang diga-

NS NIN YMlw eldioyeHq @

bingkan untuk meningkatkan akurasi. Gambar ini memprlihatkan salah satu po-
hon keputusan di dalam Random Forest, Setiap pohon melakukan klasifikasi, lalu
hgsil akhirnya ditentukan berdasarkan voting mayoritas dari seluruh pohon. Ran-
dem Forest mendukung multi-class classification, sehingga cocok digunakan untuk

dataset dengan lebih dari dua kelas.

2.7.4 Support Vector Machine (SVM)

Support Vector Machine adalah Salah satu algoritma yang paling umum di-
gunakan untuk menganalisis dan mengurutkan data. SVM dibedakan menjadi dua
jenis, yaitu SVM linear dan SVM non-linear. Algoritma SVM ini termasuk dalam
kategori pengajaran yang diawasi, di mana yang dimaksud dengan pengajaran yang
diawasi adalah ketika data yang didapat sudah memiliki label dan tinggal mengo-
lahnya. Kernel trick terdapat dalam algoritma SVM. Kernel trick adalah teknik un-
tl% mengubah data pada dimensi tertentu, seperti mengubah dua dimensi menjadi
tiga dimensi, dengan tujuan menghasilkan hyperline yang lebih baik. Kernel da-
pgt melakukan berbagai fungsi, seperti linear, RBF, polinomal, dan sigmoid (Saitta,
2523). Dalam kasus ini, kernel polinomal digunakan. Formulasi untuk menghitung

agoritma SVM dapat menggunakan rumus berikut:

(W} + w3 +w3 +wi+wi) 2.5)

1 , 1
EHWH )

Ajis1aa

Kgterangan W = Fitur yang dimiliki y; = Label yang dimiliki b = Bias i = Nilai
kgzi x;= Variable support vector Contoh gambar visualisasi SVM dapat dilihat pada
'(ﬁmbar 2.8 berikut.

=
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Decision boundaries of linear kernel in SVC
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Gambar 2.8. Contoh Visualisasi SVM

Gambar ini menunjukkan hyperplane (garis pemisah) dari algoritma Sup-

S NINAijiw eidido yeq @

port Vector Machine(SVM). SVM mencari garis terbaik yang memisahkan kelas-
k€las data dengan jarak margin terbesar. Titik di tepi margin disebut support vectors,

yang menjadi penentu posisi hyperplane.
1]

277.5 Naive Bayes (NB)

Naive Bayes Classifier adalah meode sederhana untuk statistik bayesian.
Karena asumsi bahwa semua variabel berkontribusi terhadap klasifikasi dan berko-
relasi satu sama lain, hal ini disebut class conditional independence. Hal ini di-
dasarkan pada teorema probabilitas bayes. (S. A. Rahman dkk., 2023)

_PX|G)p(C)
plei| X) = T (2.6)
ip X | C)P(C) (2.7)

i=1
Keterangan:
P(Ci—X) = Probabilitas posterior kelas (c, target) yang diberikan predictor
(x, atribut).
P(Ci) = Probabilitas ke;as sebelumnya.
P(X—Ci) = Kemungkinan yang merupakan probabilitas dan prekditor kelas
tertentu.
P(X) = Sebagai probabilitas prior dari prediktor.
Klasifikasi Naive Bayes memiliki langkah-langkah sebagai berikut:

(=Y

Pertimbangkan dataset D sebagai data pelatihan yang terkait dengan label
kelas, dengan setiap pasangan data diwakili oleh vektor elemen n-dimensi
X = (X1, X2, X3.....Xn).

Anggap ada kelas M C1, C2, C3,..., Cm. Dalam klasifikasi Naive Bayes,

0
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pasangan data X yang tidak diketahui diklasifikasikan ke dalam kelas Ci

@ jika dan hanya jika P (Ci — X) > P (Cj — X) untuk 1 < j < m, dan i #
il i . . [
o j- Klasifier akan memprediksi bahwa X termasuk ke dalam kelas dengan
Z propabilitas posterior tertinggi, yang dikondisikan pada X. Teorema Bayes
© digunakan untuk menghitung propabilitas ini. Contoh gambar visualisasi
o Naive Bayes dapat dilihat pada Gambar 2.9 berikut.
=
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Gambar 2.9. Contoh Visualisasi Naive Bayes

Visualisasi ini menunjukkan decision boundary dari algoritma Gaussian
Naive Bayes, di mana setiap warna mewakili area keputusan untuk ke-
las yang berbeda. Naive Bayes bekerja dengan menghitung probabilitas
berdasarkan feorema Bayes dan mengasumsikan bahwa fitur saling inde-

penden.

2.8 Prepocessing Data

o Preprocessing data adalah tahap awal yang sangat penting dalam machine
la%rning karena kualitas data mentah menentukan performa model klasifikasi. Data
kEéehatan ibu hamil sering kali mengandung missing values, outlier, duplikasi, dan
f&mat yang tidak konsisten. Oleh karena itu, tahap ini meliputi pembersihan,
tansformasi, dan pengaturan skala variabel agar data siap digunakan oleh algo-
r"):gt_na seperti Logistic Regression, Decision Tree C4.5, Random Forest, SVM, dan
Naive Bayes. Preprocessing memungkinkan model untuk mengenali pola yang rel-
e@an dalam data kesehatan, sehingga prediksi risiko kehamilan menjadi lebih akurat
(ﬁan, Pei, dan Tong, 2022).

: Salah satu masalah utama dalam dataset kesehatan adalah missing values
a?_gu data yang hilang. Missing values dapat muncul akibat kesalahan pencatatan
atau pemeriksaan medis yang tidak lengkap. Sebagai contoh, jika kadar hemoglobin
seug)rang ibu hamil tidak tercatat, nilai median populasi dapat digunakan agar algo-
rifma Logistic Regression tetap dapat menghitung probabilitas risiko preeklamsia

22
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tanpa error. Selain itu, beberapa algoritma klasifikasi sensitif terhadap skala fi-
t#. Normalisasi dan standardisasi data bertujuan untuk menyamakan skala variabel
sélingga setiap fitur memiliki kontribusi proporsional terhadap model (Butwall,
2§21). Standardisasi dapat dilakukan menggunakan Z-Score: Z = %, dengan
Xsebagai nilai asli, u rata-rata, dan o standar deviasi. Contoh aplikatifnya, tekanan
darah dan indeks massa tubuh distandarisasi agar tidak mendominasi hasil prediksi
ri_giko kehamilan, sehingga model SVM atau Logistic Regression dapat bekerja op-
timal.

S  Fitur kategorikal, juga perlu diubah menjadi format numerik agar algoritma
dapat memprosesnya. Metode yang umum digunakan adalah One-Hot Encoding
atau Label Encoding Géron (2022). Selain itu, outlier atau nilai ekstrem dapat
n;ﬂemengaruhi akurasi model, terutama algoritma berbasis jarak seperti SVM. Out-
lz% dapat diidentifikasi melalui Interquartile Range (IQR) atau threshold Z-Score,
kemudian dikoreksi, dihapus, atau dijadikan kategori khusus risiko tinggi. Misal-
n?a, tekanan darah 180 mmHg dapat diberi label khusus sebagai indikator risiko
tinggi preeklamsia. Preprocessing data menjadi fondasi yang menghubungkan data
mentah dengan algoritma klasifikasi. Dengan data yang telah bersih, distandarisasi,
dan dikodekan dengan benar, model seperti Logistic Regression, Decision Tree
C4.5, Random Forest, SVM, dan Naive Bayes dapat memprediksi risiko kehamilan
dengan lebih akurat dan konsisten. Contoh aplikatifnya, seorang ibu hamil dengan
tekanan darah tinggi dan kadar hemoglobin rendah dapat diklasifikasikan sebagai
risiko tinggi preeklamsia sehingga intervensi medis dapat diberikan lebih cepat dan
tepat.

25 Matrix Evaluasi

@ Matriks evaluasi adalah alat fundamental dalam menilai kinerja model klasi-
ﬁgasi dalam machine learning. Salah satu pendekatan evaluasi paling umum adalah
d@t_r'lgan menggunakan Confusion Matrix, yang menyajikan perbandingan antara
hasil prediksi model dengan nilai aktual. Matriks ini memungkinkan peneliti untuk
rﬁjﬁngidentiﬁkasi kesalahan prediksi dan menilai performa model secara kuantitatif
C@_}icco dan Jurman (2020). Dalam konteks prediksi risiko kehamilan, Confusion
It/zatrix membantu mengevaluasi kemampuan model dalam mengklasifikasikan ibu
hanil ke dalam kategori risiko rendah, sedang, dan tinggi.

Confusion Matrix terdiri dari empat elemen utama: True Positive (TP), True
gative (TN), False Positive (FP), dan False Negative (FN). TP adalah jumlah ka-
positif yang berhasil diprediksi dengan benar, TN adalah jumlah kasus negatif

ﬁaq]n
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yang tepat, FP adalah jumlah kasus negatif yang salah diklasifikasikan sebagai posi-
tif) dan FN adalah jumlah kasus positif yang gagal diidentifikasi. Elemen-elemen
irg menjadi dasar untuk menghitung metrik evaluasi seperti Accuracy, Precision,
@call, dan F1-Score.

Perhitungan matematika untuk confusion matrix berikut.

~

TP+TN
§. Accuracy = * (2.8)
— TP+TN+FP+FN
=

TP
2 Recall = ———— (2.9)
= TP+ FN
=
TP

EJ Precision = ——— (2.10)
o TP+FP
o recision X recall
- F1—Score = P22 2.11)
20 precision+ recall

R |

terangan:

TP (True Positive): Prediksi positif yang benar.

TN (True Negative): Prediksi negatif yang benar.

FP (False Positive): Prediksi positif yang salah.

FN (False Negative): Prediksi negatif yang salah.

Accuracy memberikan gambaran umum kinerja model, namun kurang sen-
sitif jika terdapat ketidakseimbangan kelas (misal jumlah ibu hamil risiko tinggi
lebih sedikit daripada risiko rendah).

Accuracy adalah metrik yang digunakan untuk mengukur persentase
pwediksi yang benar dari seluruh prediksi yang dilakukan. Accuracy memberikan
g%'mbaran umum tentang kinerja model, namun kurang sensitif terhadap ketidakse-
imbangan kelas, yang umum terjadi pada dataset risiko kehamilan, di mana kasus
rifiko tinggi mungkin lebih sedikit dibanding risiko rendah (Ghanem dkk., 2023)

E' Precision dan Recall adalah metrik yang lebih spesifik untuk mengevalu-
ag kemampuan model dalam mengidentifikasi kelas positif. Precision mengukur
pﬁpporm prediksi positif yang benar, dihitung. Precision penting untuk menge-
t&l_ul tingkat keakuratan prediksi kasus risiko tinggi, sedangkan Recall penting un-
t@( mengevaluasi kemampuan model menangkap semua kasus risiko tinggi yang
a@. F1-Score adalah rata-rata harmonis antara Precision dan Recall, memberikan
uKuran kinerja yang seimbang. Sedangkan Recall mengukur proporsi kasus positif
ygng berhasil diidentifikasi. F'/-Score sangat berguna ketika dataset tidak seimbang,
séperti pada prediksi risiko kehamilan, karena mempertimbangkan baik kesalahan

pE_sitif maupun kesalahan negatif.
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Secara aplikatif, dalam penelitian prediksi risiko kehamilan, keempat metrik
i digunakan untuk menilai performa model klasifikasi seperti Logistic Regression,
@cision Tree, Random Forest, SVM, dan Naive Bayes. Misalnya, Recall tinggi
nienunjukkan model berhasil menangkap sebagian besar ibu hamil yang berisiko
tigggi, sehingga intervensi medis dapat diberikan lebih cepat, sedangkan Precision

tiiggi menunjukkan sebagian besar prediksi risiko tinggi benar-benar akurat.

210 Google Collab

; Google Colab Google Colaboratory, atau Google Colab, adalah platform
bérbasis cloud yang menyediakan lingkungan notebook Jupyter secara gratis un-
tuk pengembangan dan eksekusi kode Python, termasuk proyek machine learn-
izzia:g dan data science. Google Colab memungkinkan peneliti menjalankan kode
tarnpa memerlukan konfigurasi perangkat keras lokal yang kompleks, karena selu-
rah proses komputasi dilakukan di server cloud Google Bisong (2019). Keunggulan
hg; sangat relevan untuk penelitian prediksi risiko kehamilan, yang membutuhkan
pengolahan dataset besar dan algoritma klasifikasi kompleks.

Salah satu fitur penting Google Colab adalah kemampuannya untuk men-
gakses GPU dan TPU secara gratis atau dengan biaya minimal, sehingga mem-
percepat proses pelatihan model machine learning. Hal ini memungkinkan imple-
mentasi algoritma seperti Random Forest, SVM, dan Neural Network lebih efisien,
terutama pada dataset yang besar atau ketika eksperimen hyperparameter dilakukan
secara iteratif Bisong (2019). Dengan demikian, Colab menyediakan lingkungan
eksperimental yang fleksibel bagi peneliti tanpa harus menginvestasikan perangkat
kétas khusus.

E‘ Google Colab juga mendukung integrasi langsung dengan Google Drive,
@Hub, dan pustaka Python populer seperti Pandas, NumPy, Scikit-learn, Tensor-
I&fom dan PyTorch. Integrasi ini mempermudah manajemen dataset, penyimpanan
nﬁdel, dan kolaborasi tim, sehingga peneliti dapat melakukan preprocessing, pelati-
han, evaluasi, dan visualisasi data secara terpadu. Dalam penelitian prediksi risiko
kghamilan, hal ini memungkinkan implementasi pipeline machine learning yang
eisien dari preprocessing hingga evaluasi model.

P
dan visualisasi grafik, yang memudahkan peneliti menjelaskan alur kerja dan hasil

Selain itu, Colab mendukung dokumentasi interaktif melalui Markdown

aﬁalisis. Kemampuan ini sangat membantu dalam penelitian ilmiah dan publikasi,

karena setiap langkah eksperimen dapat dicatat, direproduksi, dan dibagikan de-

ngjan mudah (Bisong, 2020). Contohnya, proses pelatihan model klasifikasi untuk
=]
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prediksi risiko kehamilan dapat disajikan lengkap dengan kode, output, dan grafik
petforma model dalam satu notebook yang dapat diakses oleh pembimbing atau
r&an penelitian.

: Secara konseptual, penggunaan Google Colab dalam penelitian machine
learning menyediakan lingkungan yang efisien, kolaboratif, dan terintegrasi untuk
e%perimen model klasifikasi. Dengan memanfaatkan Colab, peneliti dapat fokus
pgda pengembangan model dan interpretasi hasil, tanpa terbebani oleh keterbatasan
perangkat keras atau masalah kompatibilitas perangkat lunak. Hal ini meningkatkan
preduktivitas penelitian, khususnya dalam prediksi risiko kehamilan berbasis data

k€sehatan ibu. Berikut gambar tampilan Google colab pada Gambar 2.10

CoO Welcome To Colaboratory
.

ile  Edit Viev 1sert untin

nely eysns

Gambar 2.10. Tampilan Antarmuka Google Collab

2.11 Penelitan Tedahulu

Berdasarkan analisis terhadap 30 penelitian terdahulu mengenai prediksi
rifiko kesehatan ibu hamil, terlihat bahwa Random Forest menjadi algoritma yang
p%ling sering digunakan dan menunjukkan performa paling konsisten. Random
FErest muncul dalam 14 penelitian dan tercatat sebagai algoritma dengan akurasi
t&tinggi pada 13 penelitian, dengan akurasi tertinggi mencapai 94% (Siddika dan
S%lltanaM, 2025). Algoritma Decision Tree C4.5 digunakan dalam 10 penelitian,
nggnun hanya tercatat satu kali sebagai algoritma dengan akurasi tertinggi, yaitu
pﬁda penelitian nomor 27, dengan akurasi sekitar 85%. Sementara itu, Support
VEZCtor Machine (SVM) muncul dalam 10 penelitian dan menjadi algoritma dengan
égurasi tertinggi pada 3 penelitian, dengan akurasi bervariasi antara 59,6% hingga
9'@:9%. Algoritma Naive Bayes digunakan dalam 9 penelitian dan berhasil men-
jz't:_g_li yang tertinggi pada 4 penelitian, dengan akurasi tertinggi sekitar 85%. Sedan-
gian Logistic Regression digunakan dalam 6 penelitian, namun hanya 3 peneli-
ti%?n yang menampilkan hasil akurasi, yang menunjukkan bahwa algoritma ini lebih
jqiang unggul dibanding algoritma lain. Secara keseluruhan, Random Forest ter-

26

NETY WISEY



AVTH YNN8 NIN

|DU;

NElY BYSNS NIN Wizl edue) undede ymuaq wejep 1w sin} eAey yninjas neje ueibeges yefuegiadwea uep uejwnwnbusw Buele)q 'z

b =

‘nery eysng Nin Jelem Buek uebunuaday ueyiBniaw yepn uedinBuad 'q

‘yejesew njens ueneluy neje yuuy vesnuad ‘uesode] ueunsnAuad ‘yeiw) efsey uesiinuad ‘ueyauad ‘ueyipipuad ueBunuaday ymun efuey vedynbusy e

b

Tyt

:18quINs ueyIngaAusiu uep ueywmuesuaw edue) jul sin) eAiey yrnunjas neje ueibegaes dynBuaw Buesejq 'L

Buepun-Buepun 1Bunpuijig e1did yey

bukti memberikan performa prediksi yang tinggi dan konsisten dibandingkan al-
gbtitma lainnya, sedangkan algoritma lain seperti Decision Tree C4.5, SVM, dan
]\%z‘ve Bayes hanya unggul pada beberapa kasus tertentu. Temuan ini menunjukkan
b@wa Random Forest merupakan pilihan algoritma yang efektif untuk prediksi
risiko kesehatan ibu hamil, khususnya dalam konteks dataset yang bervariasi dan
k‘gmpleks.Berikut gambar diagram hasil akurasi tiap algoritma dari penelitian ter-

d%lulu yang menyatakan hasil penelitiannya sebagai algoritma dengan akurasi tert-

inggi.

=B Diagram hasil akurasi algoritma yang menyatakan akurasi tertinggi dari
i penelitian terdahulu pada Gambar 2.11

s

(7} ]

i

©

<

1]

R A A A A A R S
VAR R PR A

Gambar 2.11. Hasil akurasi tertinggi dari penelitian terdahulu

Berdasarkan analisis dari 30 penelitian terdahulu mengenai prediksi risiko
kesehatan ibu hamil, dapat dilihat perbandingan akurasi dari lima algoritma utama:
Random Forest, Decision Tree C4.5, Support Vector Machine (SVM), Naive Bayes,
ddn Logistic Regression. Dari grafik batang, terlihat bahwa Random Forest secara
k%nsisten menghasilkan akurasi tertinggi di sebagian besar penelitian, dengan ni-
151: akurasi berkisar antara 75.2% hingga 92%, dan muncul sebagai algoritma de-
ngan performa terbaik sebanyak 13 kali. Akurasi tersebut tercatat secara detail
p%éla penelitian: Irfan, Basuki, dan Azhar (2021) (87%), S. A. Rahman dkk. (2023)
( 88 %), A. Rahman dan Alam (2023) (89%), Mutlu, Yii journal = Unknown Journal
cgl, Durmaz, Cengil, dan Yildirim (2023) (89.16%), Nwokoro, Duke, dan Nwokoro
(2024) (92%), Assaduzzaman dkk. (2024) (75.2%), Malde dkk. (2025) (81.3%),
g'f}negn dan Degu (2025) (91%), Tzimourta dkk. (2025) (88,03%), S. A. Rahman
d@(. (2023) (88%), Dwi Kurnia Putra, 2024 (87%).

Untuk algoritma lainnya, Decision Tree C4.5 tercatat satu kali sebagai al-

Jn

ggritma dengan akurasi tertinggi pada penelitian Kurniawan (2025) (85,25%). Sup-

pzﬁrt Vector Machine (SVM) unggul pada tiga penelitian dengan rincian akurasi:Raja
=]

dEk (2021) (90,9%), Udona et al., 2025 (80%), dan Malde dkk. (2025) (81.3%).
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Naive Bayes berhasil menjadi yang tertinggi pada empat penelitian dengan nilai
aklrasi: Pusadan, Ghifari, dan Anshori (2023) (92%), Khoirunnisa dan Lestari
(5)23)(85,62%), “Classification Of Maternal Health Risk Using Three Models
hgive Bayes Method” (2023)(84,8%), dan Mustamin, Aziz, Firmansyah, dan Ishak
(2023) 82,6%). Terakhir, Logistic Regression menunjukkan performa yang relatif
lé'rl;ih rendah dan kurang stabil dibandingkan algoritma lainnya, dengan hasil yang
t%catat pada Farida et al., 2023 (79,6%), Smith et al., 2022 (70%), dan Malde dkk.
(2025) (57,6%).

- Meskipun model Machine Learning telah terbukti efektif, penelitian ter-
dahulu mengidentifikasi gap penting, terutama terkait kurangnya konsistensi dalam
p{éﬂnggunaan metrik evaluasi model. Banyak studi cenderung hanya berfokus pada
a;urasi tanpa mempertimbangkan metrik Precision, Recall, dan FI-Score yang
s%gat krusial dalam domain medis untuk menghindari kesalahan diagnosis. Se-
lain itu, kurangnya perbandingan komprehensif antar-algoritma pada dataset yang
berbeda memberikan peluang bagi penelitian ini untuk memberikan hasil yang lebih

mendalam dan reliabel. Hasil penelitian terdahulu dapat dilihat pada (Lampiran D).
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Metodologi Penelitian

jdiofieH ©

BAB 3

METODOLOGI PENELITIAN

Adapun proses penelitian adalah Tahap Perencanaan, Pengumpulan Data,

Pemodelan Machine Learning, serta Evaluasi dan Seleksi Model. Alur metodologi

unituk penelitian kali ini dapat dilihat pada Gambar 3.1.

- e
= TN
— Mulai
=
o _ —
=
Ly Tahap Perencanaan
=1
[}
A an Balasar
= | Menlifikasi Masaslah ——» Pananluan Tujuan * Mgnmht:l:s"a"m?:t*d N StudiPustaka
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Gambar 3.1. Alur metodologi penelitian

Tahap perencanaan merupakan langkah awal dalam proses penelitian yang

berfungsi sebagai pondasi untuk memastikan arah, fokus, dan keberhasilan peneli-
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tian. Menurut Kothari (2014), tahap ini melibatkan penetapan masalah, tujuan, vari-
abel, dan pendekatan metodologis agar penelitian dapat dilaksanakan secara sistem-
a&é dan menghasilkan temuan yang valid. Dalam penelitian ini, tahap perencanaan
dﬁokuskan untuk merancang analisis perbandingan algoritma machine learning
da-lam memprediksi risiko kehamilan, yang bertujuan menghasilkan temuan anal-
i§is dan evaluatif berdasarkan data medis. Untuk mencapai hasil yang maksimal,
téilap perencanaan dibagi menjadi beberapa langkah, yaitu: identifikasi masalah,
perumusan tujuan, penetapan batasan penelitian, studi pustaka, dan perancangan

mhetodologi penelitian.
=
3:2.1 Identifikasi Masalah

@ Langkah pertama dalam perencanaan adalah identifikasi masalah, yang
bgrtujuan memahami isu utama yang akan diteliti. Berdasarkan laporan World
Health Organization (WHO, 2023b), lebih dari 295.000 wanita meninggal setiap
t:ijmn akibat komplikasi kehamilan dan persalinan, dengan sebagian besar kasus
terjadi di negara berkembang. Di Indonesia, data Kementerian Kesehatan Repub-
lik Indonesia (2023) menunjukkan bahwa angka kematian ibu (AKI) masih berada
pada 189 per 100.000 kelahiran hidup, jauh di atas target Sustainable Development
Goals (SDGs) 2030, yaitu <70 per 100.000 kelahiran hidup.

Salah satu penyebab tingginya AKI adalah keterlambatan dalam mendeteksi
risiko kehamilan sejak dini akibat keterbatasan sumber daya manusia di bidang ke-
sehatan dan kurangnya analisis berbasis data. Oleh karena itu, dibutuhkan pen-
dekatan analitis berbasis machine learning yang dapat membandingkan algoritma
urdtuk mengidentifikasi model terbaik dalam memprediksi tingkat risiko kehami-
153. Permasalahan inilah yang menjadi dasar penelitian, yaitu bagaimana mem-
b@dingkan algoritma machine learning untuk menentukan yang memiliki akurasi
OEtimal dalam mengklasifikasikan ibu hamil ke dalam kategori low risk, mid risk,
dﬁ(_n high risk, akurasi tinggi.

= Masalah yang diangkat dalam penelitian ini adalah tingginya angka kema-
tién ibu (AKI) di Indonesia yang masih menjadi tantangan besar di bidang kese-
hétan. Salah satu faktor penyebab adalah keterlambatan dalam mengenali risiko ke-
ﬁgmilan sejak dini. Oleh karena itu, diperlukan machine learning yang dapat mem-
bﬁtu mendeteksi risiko kehamilan lebih cepat dengan memanfaatkan data medis
yg;ng tersedia.
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3.2.2 Perumusan Tujuan Penelitian

@ Setelah permasalahan diidentifikasi, langkah berikutnya adalah meru-
n%lskan tujuan penelitian. Tujuan utama penelitian ini adalah menganalisis dan
n%mbandingkan performa algoritma machine learning dalam memprediksi tingkat
risiko kehamilan berdasarkan parameter kesehatan ibu hamil seperti usia, tekanan
d%‘rtah sistolik, tekanan darah diastolik, kadar gula darah, suhu tubuh, kadar
h%noglobin, dan denyut jantung. Selain itu, penelitian ini bertujuan untuk mengi-
dentifikasi algoritma yang memberikan akurasi paling optimal dalam mengklasi-
fikasikan ibu hamil ke dalam tiga kategori risiko, yaitu Low Risk, Mid Risk dan
High Risk.

ngcara spesifik, penelitian ini bertujuan untuk:

:1. Membandingkan lima algoritma machine learning, yaitu Logistic Regres-
sion, Decision Tree C4.5, Random Forest, Support Vector Machine (SVM),

dan Naive Bayes, berdasarkan metrik evaluasi akurasi, presisi, recall, dan

nely e

F1-score untuk memperoleh hasil prediksi yang paling optimal.
2. Mengidentifikasi algoritma yang memberikan akurasi paling optimal dalam

memprediksi tingkat risiko kehamilan.

3.2.3 Penetapan Batasan Penelitian
Tahap berikutnya adalah penetapan batasan penelitian (scoping), yang bertu-
juan membatasi ruang lingkup penelitian agar tetap fokus dan efisien batasan dalam

penelitian ini meliputi:

1. Sumber Data Penelitian ini hanya menggunakan data sekunder, yaitu Mater-
nu'-:? nal Health Risk Dataset yang terdiri dari 1.822 baris dan 7 kolom, tersedia
3 di platform Kaggle.

::2. Atribut yang digunakan terbatas pada enam parameter medis utama, yaitu
E. usia, tekanan darah sistolik, tekanan darah diastolik, kadar gula darah, suhu
?: tubuh, hemoglobin, dan detak jantung.

2.3. Algoritma Penelitian ini berfokus pada penerapan dan perbandingan lima
E algoritma machine learning: Logistic Regression, Decision Tree C4.5, Ran-
L;..]' dom Forest, Support Vector Machine (SVM), dan Naive Bayes.

34. Evaluasi Model: Kinerja model dinilai menggunakan metrik klasifikasi,
:l'.;‘: yaitu akurasi, presisi, recall, dan F1-score.

B;_?tasan ini ditetapkan agar penelitian dapat dilaksanakan dengan cakupan yang

porsional terhadap waktu, sumber daya, serta data yang tersedia.
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3.2.4 Studi Pustaka

@ Studi pustaka dilakukan untuk memperkuat dasar teoretis penelitian. Menu-
r% Sugiyono (2019), studi pustaka berfungsi untuk mengidentifikasi teori-teori
d(arjn hasil penelitian terdahulu yang relevan, serta menentukan posisi penelitian
yang sedang dilakukan. Dalam penelitian ini, studi pustaka dilakukan terhadap
b@erapa sumber ilmiah seperti jurnal, dan laporan lembaga resmi (WHO, Ke-
n%nkes, dan UNICEF). Beberapa penelitian terdahulu menunjukkan efektivitas al-
gg%itma machine learning dalam prediksi risiko kehamilan. Misalnya, penelitian
ofeh S. A. Rahman dkk. (2023) menemukan bahwa algoritma Decision Tree mampu
n%ncapai akurasi 90% dalam mengklasifikasikan tingkat risiko kehamilan. Semen-
t;rna itu, penelitian oleh Assaduzzaman dkk. (2024) menunjukkan bahwa Random
Ig'rest mencapai akurasi 82% dengan variabel usia dan kadar gula darah sebagai
f:;gtor dominan. Selain itu, penelitian oleh Khoirunnisa dan Lestari (2023) menun-
jukkan bahwa algoritma Naive Bayes mampu memberikan akurasi sebesar 85,62%,
dgngan keunggulan pada efisiensi waktu komputasi.

Berdasarkan hasil kajian terhadap penelitian di atas, dapat disimpulkan
bahwa penelitian terdahulu telah berhasil menunjukkan efektivitas berbagai algo-
ritma machine learning dalam mendeteksi risiko kehamilan. Namun demikian,
masih terdapat beberapa kesenjangan yang perlu dijembatani. Pertama, sebagian
besar penelitian masih menitikberatkan pada akurasi sebagai ukuran utama per-
forma model, tanpa mempertimbangkan metrik lain seperti precision, recall, dan
Fl-score, yang penting dalam konteks data medis dengan kemungkinan ketidakse-
imbangan kelas. Kedua, belum banyak penelitian yang membandingkan lima algo-
rﬁ_:ma utama secara komprehensif, yaitu Logistic Regression, Decision Tree C4.5,
Random Forest, Support Vector Machine (SVM), dan Naive Bayes, dengan metrik
e;Taluasi yang lengkap. Ketiga, beberapa penelitian masih menggunakan dataset
b§rukuran kecil atau bersifat lokal, sehingga hasil prediksi belum cukup represen-
tafif terhadap populasi yang lebih luas. Maka Penelitian ini dilakukan untuk men-
jaEVab kesenjangan tersebut dengan cara membandingkan kinerja lima algoritma
n%chine learning Logistic Regression, Decision Tree C4.5, Random Forest, SVM,
d&h Naive Bayes dalam memprediksi risiko kehamilan.

0

33 Pengumpulan Data

I

Data yang digunakan merupakan data yang diperoleh dari sumber dataset
aggle. Dataset berisi informasi Risiko kesehatan ibu hamil dengan tiga label risiko

&s Gy

neny wisey juegg

amilan rendah, sedang, dan tinggi. Variabelnya adalah usia, suhu tubuh, denyut
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jantung, kadar hemoglobin, kadar gula darah, serta tekanan darah (sistolik dan dias-
t6lik) Dataset yang digunakan dalam penelitian ini berjumlah 1.822 record. Secara
u%ium, tahap pengumpulan data dalam penelitian ini meliputi empat langkah utama
ygtu identifikasi sumber data, deskripsi dataset, penentuan atribut data penelitian.
Bukti pengumpulan data yang telah dilakukan ditunjukkan pada (Lampiran A),
(gémpiran B), dan (Lampiran C).

=

3.3.1 Identifikasi Sumber Data

; Sumber data yang digunakan dalam penelitian ini terdiri dari data kag-
gle, Maternal Health Risk Dataset yang tersedia secara publik di platform Kag-
gle. Dataset Maternal Health Risk Dataset (diunggah oleh Joakim Arvidsson tahun
2523) berasal dari penelitian yang dilakukan di Bangladesh. Bangladesh dan In-
dgnesia punya karakteristik kesehatan ibu yang mirip, karena dua-duanya terma-
stk negara berkembang di Asia Selatan dan Asia Tenggara. Dataset ini digunakan
Iémarena atribut datanya (usia, tekanan darah, kadar gula, suhu tubuh, denyut jan-
tung) adalah parameter fisiologis universal yang digunakan oleh WHO untuk meni-
lai risiko kehamilan di seluruh dunia. Dataset ini dikembangkan untuk mendukung
penelitian di bidang kesehatan ibu dan mengandung data medis yang berkaitan
dengan kondisi ibu hamil, seperti tekanan darah, kadar gula darah, suhu tubuh,
hemoglobin, dan detak jantung.(World Health Organization journal = Unknown
Journal , 2013). Selain itu, baik Indonesia maupun Bangladesh memiliki profil
kesehatan ibu yang mirip sama-sama negara berkembang dengan angka kematian
ibu yang tinggi dan penyebab utamanya adalah preeklamsia. Menurut penelitian di
Béhgladesh,Khan dkk. (2023) komplikasi Pre eclampsia/Eclampsia menyumbang
s&dtar 20-24% dari kematian ibu.

3%.2 Deskripsi Dataset
= Dataset yang digunakan, yaitu Maternal Health Risk Dataset Kaggle, 2021,
b_;&isi 1.822 baris data dengan 7 atribut (fitur) dan 1 label kelas. Label tersebut
n@nunjukkan tingkat risiko kehamilan yang dikategorikan menjadi tiga kelas:

1. Low Risk (Risiko Rendah)
2. Mid Risk (Risiko Sedang)

High Risk (Risiko Tinggi)

Tabel 3.1 menjelaskan atribut yang digunakan dalam penelitian ini:

21U

eng Jo ;])I
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Tabel 3.1. Penjelasan Atribut Penelitian

=

Atribut Tipe Data

Deskripsi

Nely exsng NIn AluLeidioyerrs

AJIS12ATU) JIWES] )BLE

Age Numerik

SystolicBP ~ Numerik

DiastolicBP Numerik

ool
)

Numerik

BodyTemp  Numerik

HeartRate Numerik

RiskLevel Kategorikal

Usia ibu hamil (tahun). Usia ibu hamil dalam
satuan tahun.  Menunjukkan usia seorang
wanita selama masa kehamilan.

Tekanan darah sistolik (mmHg). Nilai tekanan
darah bagian atas (mmHg). Merupakan salah
satu atribut penting dalam memantau kesehatan
ibu selama kehamilan.

Tekanan darah diastolik (mmHg). Nilai tekanan
darah bagian bawah (mmHg). Juga merupakan
atribut penting untuk menentukan kondisi kese-
hatan ibu hamil.

Kadar gula darah (Blood Sugar, mmol/L). Me-
nunjukkan kadar glukosa darah dalam sat-
uan mmol/L. Nilai ini berperan penting untuk
mendeteksi risiko diabetes gestasional selama
kehamilan.

Suhu tubuh (°C). Suhu tubuh ibu hamil dalam
satuan Fahrenheit (°F). Suhu tubuh yang tidak
normal dapat mengindikasikan kondisi kese-
hatan yang tidak stabil.

Denyut jantung (BPM). Detak jantung normal
saat istirahat, diukur dalam satuan bpm (beats
per minute). Dapat digunakan untuk memantau
kondisi jantung ibu selama kehamilan.

Label atau kelas target yang menunjukkan
tingkat risiko kehamilan berdasarkan atribut-
atribut sebelumnya (misalnya: rendah, sedang,
tinggi). Tingkat risiko: Low Risk, Mid Risk,
High Risk.

9
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3

Teori Atribut Untuk Prediksi Risiko Kesehatan Kehamilan
Tabel 3.2 berisi teori atribut yang digunakan.
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Tabel 3.2. Teori Atribut Penelitian

|
=

ﬁtribut

e

Ringkasan Temuan dari
Literatur

Relevansi untuk Model

e
oQ
Q
~
c
Z.
)
=
on
c
N

neiy eysng Nin yijiw ejdi

Usia ibu berhubungan de-
ngan risiko komplikasi; usia
sangat muda dan usia lanjut
(sering didefinisikan > 35
tahun) dikaitkan dengan pen-
ingkatan risiko pre-eclampsia
dan komplikasi persalinan.
(Vital dan Reports, 2025)
Usia < 20 tahun atau > 35
tahun meningkatkan risiko
komplikasi seperti preeklam-
sia, persalinan prematur, dan
kematian ibu. Usia ibu yang
muda (< 19 tahun) atau usia
lanjut (> 35 tahun) dikaitkan
dengan peningkatan risiko
hasil
yang merugikan (Cavazos-
rehg dkk., 2016). Banyak

penelitian menunjukkan usia

persalinan  perinatal

ibu hamil merupakan faktor
risiko komplikasi kehamilan,
termasuk pre-eclampsia
atau hipertensi gestasional
(Syahfirda, Hamid, Santi, dan

Mulawardhana, 2023).

Usia adalah predictor de-
mografis sederhana yang ser-
ing berkontribusi ke pen-
gelompokan risiko. Dalam
model ML, bisa dipakai se-
bagai fitur numerik (kon-
tinu) atau diskret (kelom-
pok usia) (Khalil, Syngelaki,
Maiz, Zinevich, dan Nico-
laides, 2013).
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Tabel 3.2. Teori Atribut Penelitian (lanjutan)

i
=

Atribut Ringkasan Temuan dari Relevansi untuk Model
2 Literatur

stolicBP / Di- Hipertensi kehamilan (ter- Sangat kuat sebagai fitur; BP

P g g

EstolicBP masuk pre-eclampsia) adalah langsung terkait dengan diag-
= salah satu penyebab utama nosis preeclampsia/hipertensi
- morbiditas dan mortalitas  gestasional. Nilai SBP/DBP
g maternal. ~ Nilai SBP/DBP > 140/90 atau > 160/110.
= tinggi (SBP > 160 atau DBP
(73] > 110 mmHg) menandakan
® kondisi berat. Kedua kom-
5 ponen (sistolik & diastolik)
A relevan, dan perubahan BP
o .
P selama kehamilan mem-

prediksi risiko (Magee dkk.,
2022). Tekanan darah > 140
menjadi

mmHg indikasi

hipertensi gestasional atau
preeklamsia, dengan diastolik
> 90 mmHg sebagai krite-
ria diagnostik preeklamsia

(Magee dkk., 2022).
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Tabel 3.2. Teori Atribut Penelitian (lanjutan)

i
=

Atribut

i

Fall

Ringkasan Temuan dari
Literatur

Relevansi untuk Model

BS (Blood Sugar /
Glukosa darah)

Nely BXSNS NIN Y!j1w e

& 2181S

Q

dyTemp

Kadar glukosa meningkatkan

risiko makrosomia, pre-
eclampsia, serta komplikasi
neonatal. Pengukuran
adalah

keadaan

glukosa indikator
kuat
ibu
Screening GDM biasanya
di trimester kedua (24-28

minggu), namun penelitian

metabolik

selama kehamilan.

merekomendasikan perhatian
lebih dini pada kelompok
berisiko (World Health Orga-
nization journal = Unknown
Journal , 2013). Gula darah
tinggi (> 140 mg/dL) adalah
indikator  diabetes  gesta-
sional, meningkatkan risiko
komplikasi, hipertensi, ter-
masuk preeklamsia (WHO,
2016).

Demam (hipertermia) pada
kehamilan; suhu tinggi bisa
menandakan infeksi atau
stres sistemik yang berkon-
tribusi  pada
(More, 2017).

klinis mendefinisikan demam

komplikasi
Pedoman

puerperal sebagai kenaikan
suhu tubuh > 38°C seba-
gai ambang batas (journal
= Unknown Journal, 2008).

Indikator metabolik untuk

prediksi risiko komplikasi.

BodyTemp dapat berperan
sebagai indikator kondisi akut
(infeksi)

risiko.

yang menaikkan

nery wised JIgAg uejng jo AJISIaATU) dIWE]
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i
=

Tabel 3.2. Teori Atribut Penelitian (lanjutan)

Atribut

i
it

Ringkasan Temuan dari
Literatur

Relevansi untuk Model

HeartRate

nNely eysnsg NN ! lw ejd

3-kelas Risiko
(Low, Mid, High)

Selama kehamilan terjadi

HR
bpm).

peningkatan fisiologis
+10-20

Tachycardia patologis dengan
HR istirahat > 100-120

bpm dapat menunjukkan

(rata-rata

kondisi kardiovaskular,

anemia, infeksi, atau stres
yang berpotensi menaikkan
risiko maternal. Dokumen
menyebut:  “Commonly a

pregnant woman’s resting
heart rate rises by 10-20
beats per minute, but there is
no accepted upper limit value
heart rate in pregnancy.”

Low Risk: kondisi normal,
komplikasi minimal, cukup
ditangani melalui pelayanan
antenatal standar. Mid Risk:
satu atau beberapa parame-
ter kesehatan mulai menyim-
pang sehingga memerlukan
pemantauan lebih intensif.
High Risk: kondisi kehami-
lan dengan faktor risiko be-
rat atau kombinasi faktor sig-
nifikan, membutuhkan penga-
wasan dan intervensi medis
khusus (Afolabi, Esienumoh,
dan Afolabi, 2023).

HeartRate dapat dimasukkan
sebagai fitur tambahan.

klasifikasi

evaluasi menggunakan Accu-

Target model;

racy, Precision, Recall, dan
F1 Score.

nery wisey] jireAg uejng jo AJISIa3AIU) JIWE[S] 2)€)S

Semua atribut yang ada di dataset Kaggle Age, BP, BS, BodyTemp,
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HeartRate telah diakui secara medis oleh WHO dan Kemenkes sebagai indikator
ufdma dalam skrining risiko kehamilan, sehingga secara teori dan empiris valid
ufgiuk digunakan dalam model prediksi risiko maternal. Adapun Penelitian oleh
(S?megn and Degu 2025) ini menemukan korelasi yang kuat antara risiko kehami-
lan yang tinggi, tekanan darah sistolik dan diastolik yang tinggi, kadar gula darah
y&g lebih tinggi, dan usia yang lebih tua dibandingkan dengan parameter klinis
ldinnya. Dan kinerja yang unggul yaitu random forest dengan akurasi klasifikasi
9%% dan dipilih untuk klasifikasi tingkat risiko. Selanjutnya penelitian oleh Siddika
dan SultanaM (2025) Pasien maternal, misalnya ketika seorang ibu berpikir tekanan
d%ahnya mungkin naik, glukosanya mungkin naik, atau turun, dan terdapat banyak
data yang dapat membahayakan bayi. Penelitian ini menganalisis data tersebut dan

{77 ]
melatihnya dengan berbagai algoritma Machine Learning.
o

34 Preprocessing Data
ﬂcj Tahap ini bertujuan untuk menyiapkan data agar siap digunakan dalam
proses pelatihan model. Langkah yang dilakukan meliputi:
1. Pembersihan data ( Data cleaning) untuk memastikan tidak ada data kosong
(missing values) atau nilai ekstrem yang dapat mempengaruhi hasil model.
2. Encoding variabel kategori menggunakan Label Encoder agar seluruh
atribut dapat diolah oleh algoritma berbasis numerik.
3. Normalisasi data dengan z score sehingga setiap fitur memiliki rentang nilai

yang seragam antara 0-1, guna meningkatkan stabilitas perhitungan algo-

ritma.
£4. Pembagian data train-test split menjadi data latih dan data uji dengan rasio
E‘ 80:20 agar performa model dapat dievaluasi secara objektif.
3% Pemodelan
E- Tahap pemodelan merupakan inti dari penelitian ini karena berfungsi untuk
ni€émbangun model prediksi risiko kehamilan menggunakan berbagai algoritma ma-
cél‘ne learning. Menurut Han, Kamber, dan Pei (2022), pemodelan adalah proses

niengubah data yang telah diproses menjadi representasi matematis untuk menge-
n%l.i pola dan menghasilkan prediksi. Dalam penelitian ini, tahap pemodelan di-
lakukan dengan menggunakan lima algoritma klasifikasi yaitu Logistic Regression,
[?cision Tree C4.5, Random Forest, Support Vector Machine (SVM), dan Naive
Bgyes, dengan tujuan untuk menentukan algoritma yang paling efektif dalam mem-
[L):(Fdiksi tingkat risiko kehamilan. Agar proses ini lebih sistematis, tahap pemodelan

d_;ti'-"bagi menjadi lima sub-tahap, yaitu: penentuan pendekatan pemodelan, pemba-

39
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gian data, penerapan algoritma, pelatihan dan pengujian model, serta evaluasi awal
hasil model.
ﬁ:&: Alur pemodelan klasifikasi digambarkan pada Gambar 3.2 Tahapan ini
l@ih teknis dibanding metodologi umum, karena menjelaskan bagaimana dataset
(ﬁ:;éroses hingga menghasilkan model terbaik.

[

3(_ )

;
G

Data understanding
(eksplorasi data)

= ¥

cek mising value

Preprocesing Data Spliting

|—> ™

LabelEncode —» MNormalisasi

h

Pemodelan

nery

Training data Testing Data

v
Hasil Klasifikasi

Model

v

Evaluasi

Gambar 3.2. Alur pemodelan prosedur data

3.5.1 Dataset

yang digunakan dalam penelitian ini adalah Maternal Health Risk Dataset
yang bersumber dari Kaggle. Dataset ini dipilih karena memuat informasi medis ibu
hﬁgmil yang relevan dengan tujuan yang memiliki parameter seperti usia, tekanan
datah, kadar gula darah, hemoglobin, suhu tubuh, dan detak jantung penelitian.
JfEnlah data sebanyak 1.822 record dianggap cukup representatif untuk memban-
grﬁh dan melatih model klasifikasi. Dataset ini kemudian diubah ke dalam format
CSV agar dapat diolah menggunakan bahasa pemrograman Python dengan bantuan

pﬁ.staka scikit-learn, pandas, dan numpy.
i

3%.2 Data Understanding (Eksplorasi Data)

S  Tahap data understanding dilakukan untuk memperoleh pemahaman awal
téfhadap karakteristik dataset. Proses ini meliputi peninjauan struktur dan tipe data,
sétistik deskriptif, serta identifikasi kelas variabel target RiskLevel.

u

40
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3.5.3 Pemeriksaan Data (Missing Value)

©  Pemeriksaan data dilakukan untuk mendeteksi keberadaan nilai hilang pada
sglap atribut dalam dataset. Jika Hasil pemeriksaan menunjukkan bahwa seluruh
d:a:ta bersifat lengkap maka tidak diperlukan proses penanganan missing value pada

tahap selanjutnya.

3;.4 Preprocessing Data

= Pada tahap preprocessing, variabel target RiskLevel yang masih berbentuk
dga kategorikal ditransformasikan ke dalam bentuk numerik menggunakan metode
Lgbel Encoding. Proses ini dilakukan agar data dapat diproses oleh algoritma ma-
chine learning.

»1. Label Encoding
Tahap ini merupakan dari tahap preprocessing data yang bertujuan un-
tuk menyiapkan data agar siap digunakan dalam proses pelatihan model.

nery ey

Langkah yang dilakukan yaitu Encoding variabel kategori menggunakan

LabelEncoder agar seluruh atribut dapat diolah oleh algoritma berbasis nu-

merik.
2. Normalisasi
Sebelum data digunakan untuk pelatihan model pembelajaran mesin, pre-
processing data adalah tahap penting yang bertujuan untuk meningkatkan
kualitas data serta menyesuaikan data agar dapat di proses secara optimal
oleh algoritma machine learning. Salah satu tahap preprocessing yang di-
lakukan adalah normalisasi data. Normalisasi bertujuan untuk menyamakan
skala dari fiturOfitur numerik sehingga tidak ada fitur yang mendominasi
proses pelatihan model hanya karena memiliki rentang nilai yang lebih be-
sar. Dengan data yang telah dinormalisasi, proses pembelajaran model men-
jadi lebih stabil dan efektif. Metode normalisasi yang digunakan adalah z-
score, metode ini menstandarkan data dengan mengubah nilai setiap fitur
sehingga memiliki rata-rata mendekati nol dan standar deviasi mendekati
satu.(Han dkk., 2022)

Normalisasi dilakukan dengan rumus:

-

Nery wisey] jiIeAg uej[ng jo AJISIaAIU) JIWE[S] )€}

x —
=2 3.1)
u
Penjelasan Rumus Z-Score
: x : nilai asli dari suatu data atau fitur
u adalah nilai rata-rata (mean) dari fitur.
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¢ adalah nilai standar deviasi dari fitur.

z : nilai hasil normalisasi Z-Score

Nilai Z-Score menunjukkan seberapa jauh suatu nilai dari rata-rata fitur
dalam satuan standar deviasi:

Z = 0 berarti nilai berada tepat di rata-rata.

Z > 0: di atas rata-rata

Z < 0: di bawah rata-rata

|Z| besar: semakin jauh dari rata-rata

.5 Data Spliting
Data Spliting, langkah berikutnya adalah membagi dataset menjadi dua

ng Nindiiw eydio yeq o

bagian, yaitu data latih (training set) dan data uji (festing set). Data latih digu-
n;rﬂ(an untuk membangun dan melatih model, sedangkan data uji digunakan untuk
nﬁnguji kinerja model. Pada penelitian ini digunakan perbandingan 80:20, artinya
8{3% data digunakan untuk melatih model, sementara 20% sisanya digunakan un-
tuk menguji model. Teknik ini penting agar model yang dihasilkan tidak hanya
menghafal data yang ada (overfitting), tetapi juga mampu melakukan prediksi pada
data baru. Tahap berikutnya adalah normalisasi, yaitu proses praproses data untuk
menyamakan skala antar atribut. Hal ini dilakukan agar perbedaan rentang nilai
antar variabel, seperti usia (tahun) dan tekanan darah (mmHg), tidak menimbulkan
bias dalam pembentukan model. Normalisasi dilakukan dengan mengubah nilai se-
tiap variabel ke dalam rentang tertentu, misalnya 0—1, sehingga semua fitur memi-

liki kontribusi yang seimbang.
wn
3:5.6 Pemodelan Algortima

= Tahap pemodelan merupakan inti dari penelitian, di mana data latih
dé'“gunakan untuk membangun dan menguji kemampuan prediksi lima algoritma
kﬁl‘asiﬁkasi dalam mengklasifikasikan risiko kehamilan. Setiap model diimple-
ni€ntasikan dengan parameter yang telah ditentukan untuk menilai kinerja dasar.
Pf()ses umum pemodelan meliputi inisialisasi model, pelatihan (fit) pada data latih,
pasdiksi (predict) pada data uji, dan evaluasi hasilnya. Berikut Parameter yang di
gﬁ‘hakan bisa dilihat pada Tabel 3.3 berikut.

nery wisey] jiredg uejng jo
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Tabel 3.3. Parameter Tiap Algoritma

Algoritma Nama & Nilai Parameter Utama

Buepun-Buepun 1Bunpuijig e1did yey
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Logistic Regression (bebe- max_iter = 1000, C = [0.01, 0.1, 1, 10],

rapa parameter yang digu- penalty = [I1, 12], solver = liblinear

nakan)

Decision Tree (beberapa pa- max.depth = [3, 5, 7, None],

rameter yang digunakan) min_samples_split = [2, 5, 10], crite-
rion = entropy

Random Forest (beberapa pa- n_estimators =[50, 100, 150,

rameter yang digunakan) 200], max.depth = [None, 20],
min_samples_split = [2, 5]

SVM (beberapa parameter C=1[0.1, 1, 10, 100], kernel = [linear, rbf,

yang digunakan) poly], gamma = [scale, auto], degree = [2,
3]

Naive Bayes (beberapa pa- var_smoothing =[le-9, le-8, le-7, le-6]

rameter yang digunakan)

‘nery eysng Nin Jelem Buek uebunuaday ueyiBniaw yepn uedinBuad 'q

‘NEN BYSNS NN Wiz edue) undede ymuaqg wejep i syny eAiey yninjas neje ueibeges syefueqiadwsaw uep uejwnwnBuaw Buele)q 'z
‘yejesew njens ueneluy neje yuuy vesnuad ‘uesode] ueunsnAuad ‘yeiw) efsey uesiinuad ‘ueyauad ‘ueyipipuad ueBunuaday ymun efuey vedynbusy e

:18quINs ueyIngaAusiu uep ueywmuesuaw edue) jul sin) eAiey yrnunjas neje ueibegaes dynBuaw Buesejq 'L

-

Nery wisey] jiIeAg uej[ng jo AJISIaAIU) JIWE[S] )€}

Berikut ini Pemodelan dari tiap Algoritma:

Logistic Regression

Logistic Regression adalah metode klasifikasi yang memodelkan hubungan
antara variabel independen dengan variabel dependen kategorikal menggu-
nakan fungsi logistik. Algoritma ini tidak menghasilkan nilai kontinu seperti
regresi linier, melainkan probabilitas antara 0-1 yang kemudian dikonversi
ke kelas target. Keunggulan utamanya adalah kesederhanaan dan interpre-
tasi yang jelas, menjadikannya pilihan yang baik untuk memberikan gam-
baran probabilitas risiko kehamilan. (Bertini et al., 2022). Algoritma Lo-
gistic Regression bekerja dengan memodelkan peluang suatu kelas menggu-
nakan fungsi logit. Model ini sangat sensitif terhadap pengaturan parameter
regularisasi untuk mengontrol kompleksitas model. Pada proses ini, Logis-
tic Regression diuji menggunakan beberapa nilai C yang mengatur kekuatan
regularisasi, yaitu 0.01, 0.1, 1, dan 10. Selain itu, dua metode penalti digu-
nakan: 11 (Lasso) dan 12 (Ridge). Solver liblinear dipilih karena merupakan
solver yang kompatibel untuk kedua penalty tersebut. Setiap kombinasi pa-
rameter diuji dengan cara membangun model Logistic Regression meng-
gunakan parameter yang sedang diuji, kemudian melatih model pada data
training. Hasil prediksi pada data testing dievaluasi menggunakan akurasi
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dan classification report. Semua hasil disimpan untuk memilih parameter
terbaik. Setelah parameter terbaik diperoleh, model dilatih ulang meng-
gunakan parameter tersebut dan dievaluasi menggunakan confusion ma-
trix.Gambar Alur flowchart Algoritma Logistic Regresion pada Gambar 3.3
berikut.

siapkan data Siapkan Tentukan daftar LOOP semua Buat model dengan
X_frain, y_frain dan [»|parameter yang akan Kombinasi parameter parameter yang e
X_test, y_test diuji {manual) m sedang diuji

Fit model pada frain
set

¥
¥

Eangun model terbaik Carl parameter Simpan parameter + Hitung akurasi &

dengan parameter lerbaik(akurasi 1€ akurasi ke dalam list
optimal tertinggi) hasil

F.

— Prediksi data last

report

Lafih ulang dan Prediksi . . Dapatkan label
5| Ulang dengan modal = HItJnEn;,(:lr:LISIOH = kelas&tampikan ) Selesai
terbaik heatmap

Gambar 3.3. Alur flowchart Algoritma Logistic Regresion

Flowchart dimulai dari proses inisialisasi di mana beberapa parameter Lo-
gistic Regression didefinisikan secara manual. Parameter pertama adalah
nilai C, yaitu 0.01, 0.1, 1, dan 10. Nilai C berfungsi sebagai kontrol regu-
larisasi: semakin kecil nilainya, semakin kuat regularisasi diterapkan. Pa-
rameter kedua adalah penalty, yaitu ’l1° dan ’I12°. Penalty I melakukan
seleksi fitur dengan mendorong beberapa koefisien menjadi nol, sedangkan
12 menekan nilai koefisien tetapi tidak menghilangkannya. Solver yang di-
gunakan adalah liblinear karena hanya solver inilah yang mendukung ke-
dua penalty tersebut secara bersamaan. Proses kemudian memasuki tahap
looping di mana setiap nilai C dikombinasikan dengan setiap jenis penalty.
Untuk setiap kombinasi, program mencetak parameter yang sedang diuji,
kemudian membangun model Logistic Regression dengan parameter terse-
but. Nilai max_iter ditetapkan 1000 untuk memastikan proses konvergensi
stabil. Setelah model dibuat, langkah selanjutnya adalah melatih model
menggunakan data training X _train dan y_train. Pelatihan ini menghasilkan
koefisien regresi logistik yang digunakan untuk memprediksi kelas risiko
kehamilan. Model yang telah terlatih kemudian digunakan untuk mem-
prediksi data uji X _test. Hasil prediksi disimpan dalam y_pred_Ir. Prediksi
ini dibandingkan dengan data asli y_test untuk menghitung akurasi meng-
gunakan rumus accuracy_score. Nilai akurasi kemudian dikalikan dengan
100 sehingga dipresentasikan dalam bentuk persentase. Classification report

juga ditampilkan, berisi nilai precision, recall, dan f1-score untuk setiap ke-
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las yaitu High Risk (0), Low Risk (1), dan Mid Risk (2). Setiap hasil evaluasi,
termasuk nilai C, penalty, dan akurasi, disimpan dalam list results_Ir sebagai
dictionary. Proses ini berjalan sampai seluruh 8 kombinasi parameter selesai
diuji. Setelah itu, program mencari parameter terbaik dengan memilih dic-
tionary yang memiliki nilai akurasi tertinggi. Parameter terbaik ini dicetak,
lengkap dengan nilai C, penalty, dan akurasinya. Mengikuti identifikasi pa-
rameter terbaik, model Logistic Regression dibuat ulang menggunakan nilai
C terbaik dan penalty terbaik tersebut. Model terbaik ini kemudian dilatih
kembali dengan seluruh data training untuk memastikan performanya opti-
mal. Setelah pelatihan, prediksi dilakukan kembali pada X _test dan disim-
pan sebagai y_pred_best. Tahap terakhir adalah evaluasi menggunakan con-
fusion matrix yang memperlihatkan jumlah prediksi benar dan salah untuk
tiap kelas: High Risk, Low Risk, dan Mid Risk. Label kelas diatur secara
manual sesuai mapping dataset. Confusion matrix kemudian divisualisas-
ikan dalam bentuk heatmap menggunakan Seaborn sehingga lebih mudah
diamati. Proses berakhir setelah visualisasi selesai, yang menampilkan per-
forma final Logistic Regression dengan parameter terbaik.

Decision Tree C4.5.

Algoritma Decision Tree C4.5 adalah pengembangan dari ID3 yang meng-
gunakan entropy sebagai dasar pemilihan atribut terbaik dengan menghi-
tung information gain ratio. Pada penelitian ini, pendekatan tersebut diter-
apkan menggunakan DecisionTreeClassifier dengan criterion = ’entropy’,
sehingga mekanisme pemisahan node mengikuti prinsip C4.5. Proses dimu-
lai dengan mengimpor seluruh library yang dibutuhkan, termasuk Decision-
TreeClassifier, accuracy_score, classification_report, serta library visual-
isasi seperti matplotlib dan seaborn. Selanjutnya, dua parameter utama diuji
secara manual, yaitu max_depth (kedalaman pohon) dan min_samples_split
(jumlah minimum sampel untuk membagi sebuah node). Parameter-
parameter tersebut diuji dalam beberapa kombinasi, yaitu max_depth = |3,
5, 7, None] dan min_samples_split = [2, 5, 10]. Setiap kombinasi diuji
melalui looping sehingga seluruh parameter dapat dibandingkan. Untuk
setiap kombinasi parameter, model Decision Tree dibangun menggunakan
nilai criterion="entropy’ dan random_state=42 untuk memastikan reproduk-
tibilitas. Model kemudian dilatih menggunakan data latih (x_train, y_train),
dan hasilnya digunakan untuk melakukan prediksi terhadap data uji (x_fest).
Setelah prediksi dilakukan, nilai akurasi dihitung dan laporan klasifikasi dic-
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etak agar performa tiap kombinasi parameter dapat terlihat. Seluruh hasil di-
simpan dalam list agar dapat diseleksi nanti. Di akhir proses, model dengan
akurasi tertinggi dipilih sebagai model terbaik, serta confusion matrix dari
model terbaik tersebut divisualisasikan agar terlihat pola klasifikasi yang
dihasilkan Decision Tree C4.5. Berikut Gambar Alur flowchart Algoritma
Decision Tree C4.5. Gambar alur flowchart Algoritma Decision Tree C4.5
pada Gambar 3.4 berikut.

siapkan data Siapkan Tentukan daftar
X_train, y_irain dan | parameter yang akan
¥_fest, y_test diuji (manual)

Buat model dengan
parameter yang
sedang diuji

LOOP semua
kombinasi parameter

Fit model pada train
set

h J
¥
¥

Bangun model terbaik Cari parameter Simpan parameter +
Hitung akurasi & le— Prediksi data test

dengan parameter t« lerbaikiakurasi ) akurasi ke dalam list
optimal tertingai) hasil

)

report

Lalih ulang dan Prediksi y - Dapatkan label
o Ulang dengan model  [— HllunEnca,il:l[r_'l;usmn —»  kelas&tampilkan Selesai
terbaik heatmap

Gambar 3.4. Alur Flowchart Algoritma Decision Tree C4.5

Proses pengujian algoritma Decision Tree C4.5 dimulai dengan melakukan
inisialisasi library yang diperlukan untuk pemodelan, evaluasi, dan visu-
alisasi. Selanjutnya, penelitian ini menguji dua parameter utama, yaitu
max_depth dan min_samples_split, yang sangat mempengaruhi bentuk dan
kompleksitas pohon keputusan. Nilai max_depth diuji pada 3, 5, 7, dan
None, sedangkan nilai min_samples_split diuji pada 2, 5, dan 10. Selu-
ruh kombinasi parameter tersebut diuji menggunakan proses looping se-
hingga total 12 model diuji. Pada setiap iterasi, model Decision Tree
dibuat menggunakan criterion="entropy’, yang merepresentasikan metode
C4.5 dalam menentukan pemilihan atribut terbaik. Model dilatih menggu-
nakan data training, dan hasil pelatihan digunakan untuk memprediksi kelas
pada data uji. Nilai akurasi dihitung dengan mengalikan skor dengan 100
untuk mendapatkan persentase, kemudian classification report dicetak un-
tuk menilai performa tiap kelas. Semua hasil pengujian disimpan untuk
dibandingkan, setelah itu model dengan akurasi tertinggi dipilih dan dite-
tapkan sebagai model terbaik. Parameter terbaik yang diperoleh meliputi
nilai max_depth dan min_samples_split yang menghasilkan performa opti-
mal. Untuk model terbaik tersebut, confusion matrix dihitung untuk melihat
distribusi kesalahan prediksi antar kelas. Matriks ini divisualisasikan meng-

gunakan heatmap untuk memberikan gambaran yang lebih jelas mengenai
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kinerja model dalam membedakan kelas high risk, low risk, dan mid risk.
Dengan demikian, seluruh proses mulai dari pengujian beberapa parame-
ter, pemilihan parameter terbaik, hingga visualisasi confusion matrix mem-
berikan gambaran yang komprehensif tentang bagaimana algoritma Deci-
sion Tree C4.5 bekerja dalam memprediksi risiko kehamilan berdasarkan
dataset yang digunakan.

Random Forest

Random Forest merupakan pengembangan dari Decision Tree yang bekerja
dengan cara membangun banyak pohon keputusan secara acak dan meng-
gabungkan hasilnya untuk memperoleh prediksi akhir. Setiap pohon di-
latih menggunakan subset data dan subset fitur yang dipilih secara acak
(bootstrap sampling). Prediksi akhir ditentukan melalui voting mayori-
tas dari seluruh pohon. Sifatnya yang robust dan kemampuannya menan-
gani data medis yang kompleks membuatnya menjadi pilihan yang kuat.
Pada penelitian ini, proses pengujian dimulai dengan menentukan beberapa
kombinasi parameter yang ingin diuji, yaitu jumlah pohon (n_estimators),
kedalaman maksimum pohon (max_depth), jumlah minimum sampel un-
tuk pemisahan node (min_samples_split), dan minimum sampel pada daun
(min_samples_leaf). Setiap kombinasi parameter diuji melalui proses iteratif
(looping), di mana model RandomForestClassifier dibangun, dilatih meng-
gunakan data latih, dan menghasilkan prediksi pada data uji untuk dihitung
akurasinya. Laporan klasifikasi dicetak untuk mengetahui performa tiap ke-
las risiko. Seluruh hasil disimpan dalam list untuk menentukan parame-
ter terbaik berdasarkan akurasi tertinggi. Setelah parameter optimal diper-
oleh, model Random Forest terbaik dibangun ulang dan digunakan untuk
prediksi final. Prediksi ini dihitung confusion matrix-nya dan divisualisas-
ikan menggunakan heatmap untuk mengetahui pola kesalahan model dalam
memprediksi kelas high risk, low risk, dan mid risk.

Gambar Alur flowchart Algoritma Random Forest pada Gambar 3.5 berikut.
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Gambar 3.5. Alur flowchart Algoritma Random Forest

Proses dimulai dari tahap import library, yaitu RandomForestClassifier un-
tuk membangun model dan accuracy_score serta classification_report un-
tuk evaluasi performa. Setelah itu, ditentukan empat kelompok parameter
yang akan diuji: n_estimators (50 hingga 200), max_depth (None dan 20),
min_samples_split (2 dan 5), serta min_samples_leaf (1). Setiap kombinasi
parameter diuji menggunakan struktur looping bertingkat, di mana pada se-
tiap iterasi model Random Forest baru diinisialisasi menggunakan param-
eter tersebut. Model kemudian dilatih pada X_train dan y_train, sehingga
terbentuk kumpulan pohon keputusan dengan struktur yang berbeda-beda
tergantung kombinasi parameter. Setelah pelatihan selesai, model digu-
nakan untuk memprediksi X fest, menghasilkan output y_pred yang kemu-
dian dibandingkan dengan y_test untuk menghitung akurasi. Classification
report juga dicetak untuk mengevaluasi presisi, recall, dan F1-score pada
masing-masing kelas risiko (high, low, dan mid). Seluruh hasil, termasuk ni-
lai parameter dan akurasi, disimpan ke dalam list results untuk kepentingan
pemilihan model terbaik. Setelah seluruh parameter diuji, proses berlan-
jut pada tahap pemilihan parameter terbaik, yaitu kombinasi yang meng-
hasilkan akurasi tertinggi. Parameter terbaik ini kemudian digunakan untuk
membangun model Random Forest baru yang dilatih ulang pada data latih.
Prediksi baru (y_pred_rf) dihasilkan berdasarkan model terbaik tersebut. Se-
lanjutnya dilakukan perhitungan confusion matrix untuk melihat seberapa
baik model dalam membedakan tiga kelas risiko kehamilan. Confusion
matrix divisualisasikan dalam bentuk heatmap menggunakan seaborn de-
ngan label kelas high risk, low risk, dan mid risk. Visualisasi ini membantu
mengidentifikasi pola kesalahan model, apakah model lebih sering keliru
pada kelas tertentu atau sudah mampu mengenali kelas dengan baik. Alur
berakhir setelah seluruh evaluasi selesai dilakukan, menghasilkan model
Random Forest terbaik yang dapat dianalisis lebih lanjut.
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Support Vector Machine (SVM)

Support Vector Machine (SVM) adalah algoritma supervised learning yang
bertujuan menemukan hyperplane terbaik untuk memisahkan kelas dengan
margin maksimum. SVM efektif digunakan untuk klasifikasi linier maupun
non-linier melalui pemilihan fungsi kernel yang sesuai. Dalam peneli-
tian ini, SVM diterapkan untuk mengklasifikasikan tingkat risiko kehami-
lan menjadi tiga kategori: rendah, sedang, dan tinggi. Model diinisial-
isasi menggunakan kelas SVC dengan konfigurasi parameter default, ter-
masuk kernel = rbf (radial basis function), C = 1.0, dan gamma = scale.
Selanjutnya, model dilatih pada data latih (X_train, y_train) untuk men-
emukan hyperplane pemisah yang optimal. Hasil prediksi (y_pred_svm)
pada data uji digunakan untuk mengevaluasi kinerja model melalui metrik
akurasi dan laporan klasifikasi. Pemilihan kernel RBF membantu menan-
gani non-linearitas pada data kesehatan ibu hamil, sehingga SVM dihara-
pkan mampu memberikan prediksi yang akurat terhadap risiko komplikasi
kehamilan. Gambar Alur flowchart Algoritma Support Vector Machine pada
Gambar 3.6 berikut.

¥

Bangun model terbaik Cari parameter Simpan parameter =
a P pan p Hitung akurasi &

dengan parameter « terbaikiakurasi g akurasi ke dalam list
optimal tertingagi) hasil

€ Prediksi datalest [

report

Latih ulang dan Prediksi . . Dapatkan label
5| uldng déngan model Hllun:__;nr;fpl;usmn —» kelas&tampilkan Selesai
terbaik heatmap

Gambar 3.6. Alur flowchart Algoritma Support Vector Machine

Alur proses algoritma SVM dimulai dengan mengimpor library yang dibu-
tuhkan, termasuk SVC dari sklearn.svm, accuracy_score dan classifica-
tion_report untuk evaluasi, serta matplotlib dan seaborn untuk visualisasi.
Selanjutnya, beberapa parameter SVM didefinisikan, yaitu C (regulasi ke-
salahan), kernel (linear, rbf, poly), gamma (scale, auto), dan degree (hanya
untuk kernel poly). Proses pelatihan dilakukan menggunakan loop untuk
setiap kombinasi parameter. Jika kernel yang dipilih adalah poly, maka pa-
rameter degree juga dicoba, sedangkan untuk kernel linear atau rbf, degree
tidak digunakan. Setiap kombinasi parameter membentuk model SVM yang
diinisialisasi dengan nilai yang sesuai. Model kemudian dilatih pada data
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pelatihan (X _train, y_train) dan melakukan prediksi pada data uji (X_test).
Setelah prediksi, akurasi dihitung menggunakan accuracy_score dan lapo-
ran klasifikasi dicetak melalui classification_report untuk melihat performa
pada masing-masing kelas. Semua hasil parameter dan akurasinya disim-
pan ke dalam [list results_svm. Setelah seluruh kombinasi diuji, param-
eter terbaik ditentukan berdasarkan nilai akurasi tertinggi dari list terse-
but.Terakhir, model dengan parameter terbaik digunakan untuk membuat
prediksi ulang, kemudian dihitung confusion matrix dan divisualisasikan
dalam bentuk heatmap menggunakan seaborn untuk melihat performa klasi-
fikasi tiap kelas secara jelas. Proses ini memastikan bahwa model SVM
yang dihasilkan memiliki performa optimal berdasarkan pengujian manual
parameter, sekaligus memberikan interpretasi yang jelas mengenai klasi-
fikasi dan kesalahan prediksi.

Naive Bayes

Algoritma Naive Bayes merupakan metode klasifikasi berbasis probabilistik
yang menggunakan Teorema Bayes dengan asumsi bahwa setiap fitur saling
independen. Pada Gaussian Naive Bayes, data diasumsikan mengikuti dis-
tribusi normal (Gaussian). Salah satu parameter penting dalam GaussianNB
adalah var_smoothing, yaitu nilai kecil yang ditambahkan ke varians agar
model tetap stabil saat menemukan data dengan varians yang sangat kecil.
Dalam implementasi ini, beberapa nilai var_smoothing diuji secara manual
untuk mencari kombinasi terbaik. Proses diawali dengan menyiapkan daftar
nilai var_smoothing (le-9, le-8, le-7, le-6), kemudian model dilatih dan
dievaluasi satu per satu menggunakan data latih dan data uji. Setiap hasil
yang diperoleh disimpan, lalu dipilih nilai var_smoothing dengan akurasi
tertinggi sebagai parameter terbaik. Model kemudian dibangun ulang meng-
gunakan parameter tersebut dan dievaluasi kembali menggunakan confu-
sion matrix untuk melihat performa secara menyeluruh antar kelas. Berikut
alur flowchart dari proses pengujian Gussian Naive Baye. (Khoirunnisa dan
Lestari, 2023). Gambar alur Flowchart Algoritma Naive Bayes dilihat pada
Gambar 3.7 berikut.
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Gambar 3.7. Alur flowchart Algoritma Naive Bayes

taroalk healmap

dan dievaluasi kembali menggunakan confusion matrix untuk melihat per-
forma secara menyeluruh antar kelas. Berikut alur flowchart dari proses
pengujian Gaussian Naive Bayes. (Khoirunnisa dan Lestari, 2023).

Flowchart dimulai dari Start, kemudian proses pertama adalah melakukan
impor library yang dibutuhkan, yaitu GaussianNB dari sklearn.naive_bayes
untuk membangun model Naive Bayes, serta accuracy_score dan classi-
fication_report untuk evaluasi model. Kemudian matplotlib dan seaborn
digunakan untuk visualisasi Confusion Matrix. Setelah library siap, sis-
tem menyiapkan daftar parameter yang akan diuji yaitu var_smoothing
= [le-9, le-8, le-7, le-6]. Nilai-nilai ini dipilih karena var_smoothing
mengontrol kestabilan perhitungan probabilitas dan biasanya berada pada
Untuk se-

tiap nilai var_smoothing, model GaussianNB dibuat menggunakan konfig-

skala le-n. Selanjutnya, proses masuk ke tahap looping.
urasi GaussianNB(var_smoothing = nilai_saat_ini). Setelah model dibuat,
proses pelatihan dilakukan menggunakan X _train dan y_train, sehingga
model mempelajari hubungan antar fitur dan label berdasarkan asumsi dis-
tribusi Gaussian. Setelah proses pelatihan selesai, model digunakan untuk
melakukan prediksi terhadap X fest, menghasilkan nilai y_pred nb. Hasil
prediksi ini kemudian dibandingkan dengan label sebenarnya (y_test) un-
tuk menghitung akurasi menggunakan accuracy_score x 100, sehingga ni-
lai akurasi ditampilkan dalam persen. Pada setiap iterasi, juga ditampilkan
Classification Report, yang berisi nilai precision, recall, f1-score, dan sup-
port untuk setiap kelas (high risk, low risk, mid risk). Seluruh hasil, ter-
masuk nilai var_smoothing dan akurasi yang diperoleh, disimpan dalam list
results_nb agar bisa dibandingkan di akhir proses. Setelah seluruh iterasi
selesai, sistem mencari parameter terbaik menggunakan fungsi max(), yaitu
nilai var_smoothing dengan akurasi tertinggi. Nilai inilah yang akan digu-
nakan untuk membangun model final. Tahap selanjutnya adalah membuat
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ulang model GaussianNB menggunakan nilai var_smoothing terbaik. Model
tersebut kembali dilatih dengan data latih, kemudian melakukan prediksi
ulang terhadap data uji. Hasil prediksi terbaik ini digunakan untuk menghi-
tung Confusion Matrix menggunakan fungsi confusion_matrix. Selanjut-
nya, Confusion Matrix divisualisasikan dalam bentuk heatmap dengan la-
bel kelas manual yaitu high risk (0), low risk (1), dan mid risk (2). Vi-
sualisasi ini memberikan gambaran jumlah prediksi benar dan salah pada
setiap kelas, sehingga memudahkan dalam mengevaluasi apakah model
Naive Bayes lebih cenderung salah pada kelas tertentu. Alur berakhir pada
End, menekankan bahwa proses eksplorasi parameter sederhana seperti
var_smoothing pada Gaussian Naive Bayes dapat meningkatkan performa
model, namun tetap harus diinterpretasikan hati-hati karena Naive Bayes
memiliki asumsi independensi fitur yang tidak selalu sesuai dengan karak-
teristik dataset kesehatan.

nely e)}sns NIN yijtw eydio ey @

I
n
3

Hasil Klasifikasi Model

Hasil Klasifikasi, setelah pemodelan dilakukan dengan setiap algoritma,
diperoleh hasil berupa prediksi tingkat risiko kehamilan untuk data uji. Setiap
model menghasilkan prediksi terhadap tiga kategori risiko kehamilan, yaitu ren-
dah, sedang, dan tinggi, sesuai dengan label pada dataset Maternal Health Risk
dari Kaggle. Hasil prediksi dibandingkan dengan label aktual untuk menghitung
nilai akurasi, presisi, recall, dan fl-score, yang digunakan sebagai dasar evaluasi

performa model.

w
3:5.8 Evaluasi Model

Tahap terakhir adalah evaluasi performa model. Evaluasi dilakukan de-

S] 2

ng'an menggunakan Confusion Matrix yang menunjukkan jumlah prediksi benar
dgn salah pada tiap kelas (Low, Mid, High Risk). Selain itu, digunakan juga metrik

etaluasi lain, yaitu:

—

Akurasi (Accuracy)
Mengukur proporsi prediksi yang benar dari data uji keseluruhan. Akurasi

tinggi menunjukkan bahwa model mampu mengklasifikasikan data secara

-

umum dengan benar.

>

Presisi (Precision)
Menghitung jumlah prediksi positif yang relevan. Untuk menghindari

kesalahan dalam mengidentifikasi ibu hamil yang tidak berisiko sebagai

nery wisey] jiIeAg uejng jo AJIsIaAlt

berisiko, sangat penting untuk memiliki presis tinggi.
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3. Recall (Sensitivity)

Menghitung jumlah kasus risiko kehamilan yang berhasil dideteksi model.
Jumlah ulang yang tinggi menunjukkan bahwa model peka terhadap kasus
risiko kehamilan.

F1-Score

F1-Score digunakan ketika terjadi ketidakseimbangan kelas (imbalance
class), seperti jumlah data risiko ibu hamil yang lebih sedikit dibandingkan
tidak berisiko. F1-Score adalah rata-rata harmonis dari precision dan recall.

Nw eydio ey
.4>

Seleksi Model Terbaik
w Tahap akhir dalam proses pengujian model pengajaran mesin adalah pemil-

&

ihan model terbaik. Pada tahap ini, hasil evaluasi sebelumnya digunakan un-
tt;lrc memilih model dengan performa terbaik dengan membandingkan nilai metrik
séﬂerti akurasi, precision, recall, dan skor F1.Untuk mengklasifikasikan status
riﬂs?iko kehamilan pada ibu hamil di kelas mayoritas dan minoritas, model yang di-
pilih harus memberikan hasil prediksi yang paling akurat dan konsisten. Keputu-
san ini juga dapat dipengaruhi oleh faktor lain, seperti kompleksitas model, waktu
komputasi, dan interpretabilitas.Dengan memilih model terbaik, diharapkan model
tersebut dapat digunakan sebagai alat analisis yang kuat untuk mendeteksi risiko
kehamilan pada ibu hamil dan dapat digunakan dalam studi lanjutan atau proses

pengambilan keputusan oleh pihak terkait.
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dislieq ®

BAB 5
PENUTUP

Kesimpulan

Hasil penelitian ini mengenai prediksi risiko kesehatan ibu hamil menggu-

nakan lima algoritma machine learning: Random Forest, Decision Tree C4.5, Su-

pgrt Vector Machine (SVM), Logistic Regresion, dan Naive Bayes. Proses evaluasi

medel dengan metode hold-out 80:20. Berdasarkan hasil pengolahan dan analisa

data, peneliti mengahsilkan beberapa kesimpulan berikut:
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—

Penelitian ini berhasil menganalisis dan membandingkan lima algoritma
machine learning, yaitu Logistic Regression, Decision Tree C4.5, Random
Forest, Support Vector Machine (SVM), dan Naive Bayes, dalam mem-
prediksi tingkat risiko kehamilan menggunakan data kesehatan ibu hamil.
Evaluasi dilakukan menggunakan metrik akurasi, presisi, recall, dan F1-
Score. Hasil pengujian menunjukkan bahwa setiap algoritma memiliki ke-
mampuan yang berbeda dalam mengenali pola data dan mengklasifikasikan
risiko kehamilan ke dalam kategori rendah, sedang, dan tinggi. Algoritma
berbasis pohon, khususnya Random Forest dan Decision Tree C4.5, menun-
jukkan performa yang lebih stabil dibandingkan algoritma lainnya, sedan-
gkan SVM, Logistic Regression, dan Naive Bayes memiliki kinerja yang
relatif lebih rendah.

Berdasarkan hasil perbandingan kinerja, Random Forest merupakan al-
goritma dengan performa terbaik, dengan nilai akurasi 93.42%, presisi
93.37%, recall 93.42%, dan F1-Score 93.30%. Model ini mampu mengk-
lasifikasikan seluruh kelas risiko secara konsisten dan menunjukkan ke-
mampuan yang unggul dalam menangani pola data yang kompleks. De-
cision Tree C4.5 dengan akurasi 93.15%, presisi 93.02%, recall 93.15%,
dan F1-Score 93.01%, berada pada peringkat kedua dengan performa yang
mendekati Random Forest dan memiliki keunggulan dalam kemudahan in-
terpretasi model. Kelebihan Decision Tree C4.5 terletak pada struktur model
yang lebih sederhana dan mudah dipahami, sehingga dapat menjadi alter-
natif yang lebih praktis untuk implementasi. Sementara itu, Suport Vector
Machine menunjukkan performa menengah dengan akurasi 81.92%, presisi
80.56%, recall 81.92%, dan F1-Score 79.61%. Sedangkan Logistic Regres-
sion akurasi 75.89%, presisi 77.65%, recall 75.89%, dan F1-Score 70.15%,
dan Naive Bayes akurasi 72.33%, presisi 66.73%, recall 72.33%, dan F1-
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Score 67.77%. memiliki performa paling rendah. Hal ini menunjukkan
bahwa kedua algoritma terakhir kurang optimal dalam memodelkan hubun-
gan nonlinier pada data risiko kehamilan.

Saran
Berdasarkan hasil penelitian dan keterbatasan yang ditemukan, Peneliti
ngajukan beberapa saran sebagai berikut:

1. Menguji algoritma lain seperti XGBoost, LightGBM, AdaBoost, atau KNN
untuk mengetahui apakah terdapat model yang dapat memberikan performa
lebih baik dari Random Forest.

Mengembangkan sistem prediksi risiko kehamilan berbasis aplikasi web

>

atau mobile agar dapat dimanfaatkan oleh tenaga kesehatan sebagai alat

bantu deteksi dini.
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Fakultas Sains dan Teknologi UIN Suska Riau, kami bermaksud mengirimkan mahasiswa:
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Sifat . Biasa
Lamp : -
Hal : Riset an. Rahmi Devi

Yth. Kepala Puskesmas Simpang Baru
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Pekanbaru

Menindaklanjuti surat dari Dekan Fakultas Sains dan Teknologi UIN Suska
Riau Nomor : B-6795/F.\V/PP.009/09/2025 Tanggal 29 September 2025, tentang
rekomendasi Penggambilan Data kepada :
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Nama : Rahmi Devi

NIM 12250323758

Instansi : UIN Suska Riau

Fakultas/Jurusan : Sistem Informasi

Judul Penelitian . Prediksi Resiko Kehamilan Pada Ibu Hamil

Menggunakan Algoritma Machine Learning

Sehubungan dengan hal tersebut di atas, kami mengharapkan kepada
Saudara untuk dapat membantu kelancaran pengumpulan data kepada yang
bersangkutan di atas.

Atas perhatian dan kerjasama Saudara, kami ucapkan terima kasih

Pekanbaru, 27 Oktober 2025

Ditandatangani Secara Elaktronik Qleh:
:  Sekretaris Dinas Kesehatan Kota

Pekanbaru
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dr. Fira Septiyanti
NIP. 187604172005012010

Tembusan :
Yth. Dekan Fakultas Sains dan Teknologi UIN Suska Riau

Dokumen ini telan ait \gani secara sertifikat
yang diterbitkan oleh Balai Besar Sertifikasi Elekironik (BSrE), Badan Siber dan Sandi Negara (BSSN).
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Narasumber
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terlampir.

dengan pihak narasumber yang berkaitan dengan
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yang diajul

BERITA WAWANCARA ATAU HASIL OBSERVASI

. Quvermos  Swmpng Baru

A

Gambar B.1. Berita wawancara

Telah dilaksanakan wawancara yang berkaitan dengan penelitian yang akan dilakukan untuk

penyusunan Tugas Akhir
terkait per

Pihak p

0930
penelitian yang akan dilakukan di Puskesmas Simpang Baru ,

Pada hari ini,
Nama Narasumber
Jabatan
Adapun pertanyaan yang diaj
Peneliti
a Devi
NIM. 12250323758

J

Tempat
Pukul

J

© Hak cipta milik UIN Suska Riau State Islamic University of Sultan Syarif Kasim Riau

Hak Cipta Dilindungi Undang-Undang

1. Dilarang mengutip sebagian atau seluruh karya tulis ini tanpa mencantumkan dan menyebutkan sumber:
a. Pengutipan hanya untuk kepentingan pendidikan, penelitian, penulisan karya ilmiah, penyusunan laporan, penulisan kritik atau tinjauan suatu masalah.
b. Pengutipan tidak merugikan kepentingan yang wajar UIN Suska Riau.

2. Dilarang mengumumkan dan memperbanyak sebagian atau seluruh karya tulis ini dalam bentuk apapun tanpa izin UIN Suska Riau.
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DAFTAR PERTANYAAN WAWANCARA

A. Terkait Risiko
1. Bagaimana gambaran kasus Risiko ibu Hamil?

Par htve Mmﬂm ki, dwgaron d orungan (b nare iba hga won e
At \edom akan ronls bacdu}:: bereste ldbaed ferestio. (Jm

Ualde  Ponan anannyd oo brou : o g - :
budu Yhm\’(\ \\'uJ(r\ﬁqk ,JA \ e Ln'b”-'“ dl[‘-a keded

2. Seperti apa Tingkat Risiko Ibu hamil?

“Tadea Petonya lu adkt pesprt T, cende, dpr Sedey g o

Yasiang Aﬂi’j\m\urnp msdnya ledau b dtes 20 tahun alo Vertalu

Muda Jan Aa baaus . pacsles Rilzawa Lo fajuadings Ealu galen

e %u“ Vel Am Wdh'ﬁr it craqtmmﬂu;[;ﬁ
o ‘fc lt :‘Mﬂm a4 f‘i‘i:“y‘ WM g mud

Ci
Sajn A
e Vil oL e

\o mbnant

naanal)

Jo= ewpiiest
3. Apakah ada penyuluhan ibu hamil? Seperti apa?

hdo, Qosen  arug Yergeliny, faryen e Yetselony dan Moyt beatay
Wt Ve 1+ gar ans Qontiny e Aia hbC

=

B. Terkait (Hipertensi Gestasional dan Preklamsia)

1. Apa perbedaan mendasar antara Hipertensi Gestasional dan Pre-cklampsia? Dan apa saja kriteria
klinis (tanda dan gejala) yang harus dipenuhi untuk di is Pre-eklampsia di Puskesmas?

Prelamge. YA dlbdﬂkm,maqlrhfa Aysertalean ijam \eaet \’”ﬂ\‘“" dwtana \a
harw  Jeritm bop bulan, Talee clacah Eaya HB kB \or 415 o A’Mgb-*l‘m
Acsny~ - Sedang peon  fnecto tgione  Denyag Sepalt  perdac ohan  fesalinm,

dAnn” \purairg \mtmizunj ferona, Wrw\J daraly

Gambar B.2. Pertanyaan Wawancara
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. Apasaja ciri-ciri atau keluhan awal yang paling sering disampaikan oleh ibu hamil yang akhimya

didiagnosis Pre-cklampsia di wilayah ini?

A\A'unl\nr\s Tocens, geftagon Aem Preklam fia R Sepet
Scheum Vet Aveusucleb Subu Lol birgsi . G peruncyn A Sy
*’?w\“, Qad et A mki«aiv alae bdaenpa. g deng an
I ¥ H
:gcﬂ,mr tlrﬂ‘s‘-\h ﬂ'\c-e.m o [eranapnan (ehila lo-.,]ulr- Muam

. Apa dampak terburuk dari Pre-cklampsia jika tidak terdetcksi sejak dini, baik bagi keschatan ibu

(misalnya Eklampsia) maupun janin (misalnya | p )?

Buor onydeabikan Yerolran Wu, Jga ira senydgalem \“JE: Aan terat
oo, ole 0t Vgt ek bt Abibek (olieg fofal Narus
& Yot don Adayguie ks

. Secara sederhana, apa ciri-ciri utama (gejala) dari Pre-eklampsia yang paling sering Ibu/Bapak

temui pada ibu hamil di sini?
Fathan Aol don o il Wu bt rektamira, xa«s»!a;? ada
cek

Ty golen, ISR\ Sew wwa  Ana Seleldhy
mﬁméf Y pwn, dw

. Terkait Atribut
. Untuk atribut scperti tekanan darah sistolik dan diastolic, kadar gula darah, usia, kadar HB, suhu

tubuh, denyut jantung, apakah atribut ini valid digunakan untuk risiko ibu hamil?

Yo VAW, Parena W vdtiealor wakde Meaandegan Now beresileo, puml
bomcnn  Foug, Adm (b dovgn Wpatenn dfes tapft - et
Abas W0 mA&M\mﬂ ot da 'r‘d’jl-\l‘ldl-hl"ﬂ%
[no.w,prdtﬁkkd o o Vot wibuake lee \agotler
ahoir \tgake-

. Menurut IbwBapak, berapa angka tekanan darah yang menjadi batas mutlak seorang ibu harus

dikategorikan risiko tinggi (berpotensi Pre-eklampsia)?
Pulas Bo/ip . Thanan Dexaln SRR Y4 A\ e Guda enulal vl

hah, ko (6o the gudan <. ea DindicBy diater Ao Gudany

Gambar B.3. Pertanyaan Wawancara (2)
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. (kadar gula darah) Seberapa besar pengaruh tingginya kadar gula darah terhadap peningkatan

risiko kehamilan, terutama kaitannya dengan Pre-cklampsia atau komplikasi lain di sini pk/bu?
Als 14 mafdi (W gudoln v, Avnane Yates patinq hnayny- Yol it 200
Jiea el Y Gu Aebar 28 7,8 vavol/L b sudein by Aot Voo am
Sampr 1\ ol /b, don Norooitya Aibasaa 3,3

(Usia) Dalam pengalaman di Puskesmas, apakah usia terlalu muda (di bawah 20 tahun) dan usia
terlalu tua (di atas 35 tahun) sama-sama meningkatkan risiko? Mana yang dampaknya lebih besar
pada kasus risiko tinggi?

dort Sesp uga Y Loay W didkal ZC bfuon, dan batau  Lertai

e jue \elett begus Sepedd Usten A bawol 10 behun - Bua imenyeb -
rkean i

(kadar BB)Apakah kadar Eb yang rendah (asemia) dianggap sebagai faktor yang secara
signifikan meningkatkan risiko komplikasi kehamilan?
U Credoled Sezars v felior  tiike borpllen Aleu e ! terhed o
\‘G‘M“\“m . Aergan ANVE A drdmelefedeon Pepperilesecan
¥ ';‘ r
n

Pima dendernge. fotkal fon e 6
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MWG Wh amil it “‘\.&“\J meﬂlq:\j e {‘ﬂi’, :i“‘-j'\mu@\
Ve \aotl fepanason berus fedo suba” Vedun $1 W sudd T angal
287l udeh an clemam. beow Aot (o 45,(°F peabar 1k Sudoh
Yogy- Qg Jonung pade \bu Vet Vi eyl Bo—foo pash

Aardjap fovmal  Amkas \go BpM sudeda oyt

Gambar B.4. Pertanyaan Wawancara (3)
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LAMPIRAN C
SAMPLE DATA MENTAH
Age SystolicBP | DiastolicBP BS BodyTemp | HeartRate | RiskLevel
25 130 80 15 98 86 high risk
35 140 90 13 98 70 high risk
29 a0 70 8 100 80 high risk
30 140 85 7 98 70 high risk
35 120 60 06.01 98 76 low risk
23 140 80 07.01 98 70 high risk
35 85 60 11 102 86 high risk
42 130 80 18 98 70 high risk
23 90 60 07.01 98 76 low risk
35 85 60 11 102 86 high risk
25 110 89 07.01 98 77 low risk
15 120 80 07.01 98 70 low risk
50 140 90 15 98 90 high risk
25 140 100 07.01 98 80 high risk
10 70 50 06.09 98 70 low risk
40 140 100 18 98 90 high risk
21 90 65 07.05 98 76 low risk
Gambar C.1. Sampel Data Mentah
A B C D E F G
15 76 49 06.04 98 77 low risk
15 120 80 07.02 98 70 low risk
15 80 60 7 98 80 low risk
12 95 60 07.02 98 77 low risk
29 a0 70 06.07 98 80 mid risk
31 120 60 06.01 98 76 mid risk
29 130 70 06.07 98 78 mid risk
17 85 60 9 102 86 mid risk
19 120 80 7 98 70 mid risk
20 110 60 7 100 70 mid risk
32 120 65 6 101 76 mid risk
26 85 60 6 101 86 mid risk
29 130 70 07.07 98 78 mid risk
19 120 80 7 98 70 mid risk
54 130 70 12 98 67 mid risk
44 120 90 16 98 80 mid risk
23 130 70 06.09 98 70 mid risk
M Qg AN N/ NQ aQ TR mid riel

Gambar C.2. Sampel Data Mentah (2)
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88
66
66
66
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60
77
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80
67
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88
80
60
86
70

98
102
98
98
98
102
98
98
98
101
103
102
98
98
98
98
98
98

18
8
9

15

11

11

15

19

16
9

07.07
06.03
07.07

11

15

18

19

18

90
60
100
100
95
60
85
95
100
65
65
60
75
80
60
90
60
90

Gambar C.3. Sampel Data Mentah
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32
12
35
54
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12
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13
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22
55
35
43
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and DL

bangan kelas (low,

high, very high).
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- @)
=gt B

] o
iit =
o o
° 3 =
8 S =
A No Penulis Judul Algoritma Hasil
= T
’E:; @ ?_ Hidayat Diagnosis Preeklamsia K-Nearest Sensitivity 98.19%,
%g = dan Astuti dengan K-NN Neighbour Specificity 100%,
= > S (2020 Accuracy 98.33%.
E ] 2 Irfan dkk. Giving more insight for XGBoost, Akurasi RF 87%. Gap:
Eé E (2021) automatic risk predic- Random For- Dataset terbatas (400
44}
§ § = tion during pregnancy est, Naive data), belum memband-
3 g o with interpretable ma- Bayes, KNN ingkan precision, re-
% e o chine learning call, dan Fl-score se-
EE |
% g cara mendalam.
% & 3 Raja dkk. A Machine Learning- Decision tree, SVM  menghasilkan
= 3
%’E (2021) Based Prediction logistic regres- akurasi tertinggi
;E, % Model for Preterm sion, SVM 90.9%. Menggunakan
§_ % Birth in Rural India metrik Accuracy,
[ ——1
£5 Sensitivity, Specificity.
‘% § 4  Pawar, A Robust Machine Traditional Gap: Model tradi-
% g Malhotra, Learning Predictive ML & Robust sional belum stabil dan
) 3 s Sharma, Model for Maternal ML Model akurasi terbatas, perlu
- = iy
2 "g %  Arora, dan Health Risk pendekatan yang lebih
= m
S s ~—  Vaidya robust.
s =
3 @ 2 (2022)

c =)
;ug § Fahira, Pendekatan Supervised Decision tree, Gap: Model sangat
o
E 3 C  Dwiyanti, Learning untuk Diag- Random For- bergantung pada data
;:3 = dan Habibi nosa Kehamilan est seimbang; terbatas

m

2 @ (2023)) pada dua algoritma
g < saja.
5 S. A. Rah- Explainable AI based XGBoost, Akurasi RF: 88%. Gap:
2] man dkk. Maternal Health Risk ANN, RF Belum mengevaluasi
E (2023) Prediction using ML dampak ketidakseim-
=
5
=
=
n
=
3
]
8
5]
=
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Tabel D.1. Penelitian Terdahulu (lanjutan)

No Penulis Judul Algoritma Hasil
i Fahira dkk. Classification of Hy- Multinomial Akurasi 79.6%. Gap:
o (2023) pertension in Pregnant Logistic Tidak menyebut pre-
= Women Using Multino- Regression cision, recall, atau
; mial Logistic Regres- F1; hanya fokus pada
- sion akurasi.
g Khoirunnisa Implementasi  Klasi- Naive Bayes Akurasi 85.62%. Gap:
= dan Lestari fikasi Kehamilan Belum dibandingkan
wn  (2023) Berisiko dengan Naive dengan DT atau RF
& Bayes untuk validitas.
9  Rabbi Predicting ~ Maternal Logistic Re- Akurasi RF + 88-90%.
A dan MEM Health Risk by Uti- gression, RF, Gap: Evaluasi masih
ﬂcj (2023) lizing Different ML KNN, Naive dominan akurasi,
Classifiers Bayes belum detail pada
Fl-score tiap kelas
risiko.
10 (Amalia Prediksi Resiko Ke- Decision Tree  Akurasi rendah
dkk. (2023) sehatan Ibu Hamil (61.54%).
Dengan Menggunakan
Metode Decision Tree
11 S. A. Rah- Analisis Perbandingan DT, Naive Decision Tree menca-
¥ man dkk. Algoritma ML untuk Bayes, KNN pai akurasi 90%, men-
E‘ (2023) Klasifikasi Tingkat gungguli NB (65%).
@ Risiko
EZ Pusadan Implementasi Data Naive Bayes Accuracy 92%, Pre-
A dkk. (2023) Mining Prediksi Status cision 82.4%, Recall
S Persalinan 94%.
I3 (Mustamin Maternal Health Risk Naive Bayes Akurasi tertinggi
E_‘. dkk., 2023) Classification (3 Naive (Gaussian, pada Multinomial &
= Bayes Models) Multinomial, Bernoulli (84.8%).
Bernoulli)
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Tabel D.1. Penelitian Terdahulu (lanjutan)

ﬁo Penulis

Judul

Algoritma

Hasil

NeLy BYSNS NIN Alj1w eydio e

—
~J

(“Classificatiof’lassification Of Ma-

Of Mater-
nal Health
Risk  Us-
ing Three
Models
Naive
Bayes
Method”
(2023)
Mutlu dkk.
(2023)

(Nwokoro
dkk. (2024)

AssaduzzamarPredicting

dkk.
(2024))

Setiawan
dkk.
(2024))

(Hennessy
dkk., 2024)

ternal  Health  Risk
Using Three Models
Naive Bayes

Prediction of Maternal
Health Risk with Tradi-
tional ML Methods
Predicting Maternal
Outcomes Using Tree-
based Methods
ML

in

Maternal
Risk  Level
Machine
Models
Comparative Analysis
of DT-Based Models
for Predicting Maternal
Risks

Machine Learning, Ad-

Using

Learning

vanced Data Analysis,
and a Role in Preg-

nancy Care?

Naive Bayes

Decision Tree
dan KNN

DT, RF, Ad-
Gra-

Boost,

XGBoost

aBoost,

dient

Random For-
est, XGBoost,
SVM

DT, Bag-
ging DT,
AdaBoost, RF

ML, Al, DT,
RF

Akurasi Gaussian NB:
82.6%.

Random Forest terbaik
(89.16%), KNN teren-
dah (68.47%). Analisis

parameter vital sign.

XGBoost precision
tertinggi (0.95). Gap:
Tidak melaporkan

akurasi, recall, dan F1

secara lengkap.

Model ensemble
memberikan akurasi
tertinggi 92%.

RF Akurasi 82%. Dis-
arankan menguji SVM,
Logistic ~ Regression,
dan Naive Bayes.

Artikel tinjauan umum
mengenai peningkatan

prediksi preeklamsia.
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Tabel D.1. Penelitian Terdahulu (lanjutan)

s

No Penulis Judul Algoritma Hasil
2() Purnama, Analisis Algoritma RF, Extra RF Akurasi 82.15%.
@ Hikmawati, Klasifikasi Untuk Trees, DT, Gap: Hanya meng-
E dan Rahayu Mengidentifikasi LightGBM gunakan akurasi, per-
3 (2024) Potensi Risiko forma per kelas belum
- dianalisis.
Zl Jefri Jaya Perbandingan Al-  XGBoost, XGBoost terbaik
= journal = goritma ML untuk SVM, Deci- (Akurasi 0.827).
¢t Unknown Prediksi Risiko Ibu sion Tree
»  Journal Hamil
5 (2025)
22  (Harnal Predicting ~ Maternal SVM, KNN, Menyoroti pentingnya
ﬂcj dkk. (2025) Health Risk: Percent- Logistic metode evaluasi yang
age Split vs K-Fold Regression robust (K-Fold). Data
hasil akurasi spesifik
tidak disebutkan.
23  AssaduzzamarEarly Prediction of Ma- Random For- Akurasi 75.2%, Presisi
dkk. (2024) ternal Health Risk Fac- est 85.7%, F1 73% setelah
tors Using ML Tech- penerapan PCA.
niques
24 Malde dkk. Predicting Maternal SVM, LR, RF, RF 81.3%, DT 80.3%,
o (2025)) Health Risks in LMIC DT SVM 59.6%, LR/GNB
E‘ Using Sparse Data 57.6%.
!@’5 Octaviani,  Implementasi Data Algoritma Riwayat PE berkorelasi
E Widiastuti, Mining Prediksi C4.5 erat (0.71) dengan keja-
A Amelia, Pre-Eklampsia Meng- dian PE.
S Salam, dan gunakan C4.5
E Nuswan-
2. toro (2025)
26 Tzimourta  Maternal Health Risk Random For- Akurasi 88.03%,
dkk. (2025) Detection: Advancing est Presisi 88.10%. Me-
Midwifery with Al nunjukkan ketahanan

dalam klasifikasi risiko.
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Tabel D.1. Penelitian Terdahulu (lanjutan)

go Penulis Judul Algoritma Hasil
27 Simegn Maternal health risk KNN, SVM, RF unggul dengan
©  dan Degu analysis, automated XGBoost, RF  akurasi 91%. Korelasi
= (2025) identification and kuat pada tekanan
; monitoring darah dan gula darah.
28 Kurniawan Perbandingan Optimasi DT (ID3, C4.5/ID3 menca-
z (2025) Algoritma: DT, Naive C4.5), NB, pai akurasi terbaik
= Bayes, KNN KNN 85.25%.
29 Modi dan A Contextual Frame- SVM Akurasi  80%, Pre-
%  Kumar work for Predicting sisi/Recall/F1 77%.
> (2025) Pregnancy Complica- Menggunakan variabel
A tions vital sign.
EO Siddika dan Maternal Health Risk XGBoost, DT, XGBoost dan DT
SultanaM Analysis using EDA SVM, NB mencapai akurasi 94%,
(2025) and ML Algorithms SVM 72%, NB 64%.
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atas di SMA Negeri 2 Koto Kampar Hulu dari tahun 2019
hingga 2022. Setelah menyelesaikan pendidikan menengah
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atés, peneliti melanjutkan dengan menjadi mahasiswa Program Studi Sistem Infor-
miasi, Fakultas Sains dan Teknologi, Universitas Islam Negeri Sultan Syarif Kasim
R{-;glu. Selama masa perkuliahan, peneliti mencoba aktif dengan mengikuti berba-
gai kegiatan di lingkungan kampus, Seperti mengikuti Himpunan mahasiswa pada
tahun 2023 sebagai copy writing divisi mendkominfo, kemudian pada tahun 2024
peneliti di percayai menjadi Bendahara Himpunan mahasiswa Sistem Informasi
(HIMASI). Dan juga pada Desember 2024 peneliti diterima sebagai Tim Media
Sistem Informasi (MEDIASI) di bagian MC dan Copy Writing. Sebagai penutup,
peneliti mengucapkan rasa syukur yang mendalam serta terima kasih kepada selu-
ruh pihak yang telah memberikan dukungan dan bantuan hingga terselesaikannya
Tugas Akhir ini yang berjudul ““ Prediksi risiko kesehatan pada ibu hamil menggu-

nakan Algoritma Machine Learning”
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