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D

Eﬂ)s&?ak—l\@&ia sosial menjadi sarana utama bagi pengguna dalam menyampaikan opini, termasuk terhadap Bitcoin yang memiliki

riai Fluktuafif dan memicu beragam tanggapan. Banyaknya komentar yang tidak terstruktur menyebabkan analisis sentimen secara
manaal menjadi tidak efisien, sehingga diperlukan pendekatan otomatis berbasis machine learning. Penelitian ini bertujuan
rfibngklasifikasikan sentimen positif dan negatif pada komentar Bitcoin di platform X menggunakan algoritma Support Vector Machine
(SVM) deng@ﬁ pembobotan fitur Term Frequency—Inverse Document Frequency (TF-IDF). Dataset yang digunakan terdiri dari 1.750

entar bé_rbahasa Indonesia yang dilabeli oleh tiga anotator. Data diproses melalui tahapan case folding, pembersihan teks,
tpkenisasi, stopword removal, dan stemming. Pengujian dilakukan menggunakan empat rasio pembagian data, yaitu 90:10, 80:20,
79:30, dan 60;40. Hasil penelitian menunjukkan bahwa rasio 90:10 menghasilkan performa terbaik dengan akurasi 72,57%, precision
(875, recall 0,73, dan Fl-score 0,67. Model SVM menunjukkan kinerja yang baik dalam mengidentifikasi sentimen positif, namun
kadrang optirhal dalam mendeteksi sentimen negatif akibat ketidakseimbangan distribusi data. Sebagai percobaan tambahan, dilakukan
pengujian mienggunakan dataset seimbang hasil proses undersampling serta beberapa jenis kernel SVM sebagai pembanding. Hasil
p%rcobaan tambahan menunjukkan bahwa penggunaan dataset seimbang menghasilkan klasifikasi yang lebih merata antar kelas,
sémentara kernel linear memberikan kinerja yang paling stabil dibandingkan kernel lainnya. Secara keseluruhan, SVM dengan
p%mbobotan TF-IDF terbukti efektif untuk analisis sentimen komentar Bitcoin di media sosial.

&
lglta Kunci: Analisis Sentimen; Term Frequency-Inverse Document Frequency; Bitcoin; Support Vector Machine; Platform X

%stract—Social media has become a primary medium for users to express opinions, including those related to Bitcoin, whose
ctuating value often triggers diverse public responses. The large volume of unstructured comments makes manual sentiment analysis
i@efficient, thereby necessitating an automated approach based on machine learning. This study aims to classify positive and negative
s@ntiments in Bitcoin-related comments on the X platform using the Support Vector Machine (SVM) algorithm with Term Frequency—
Iaverse Document Frequency (TF-IDF) feature weighting. The dataset consists of 1,750 Indonesian-language comments labeled by
t%ee annotators. The data were processed through several preprocessing stages, including case folding, text cleaning, tokenization,
stopword removal, and stemming. Model evaluation was conducted using four data split ratios, namely 90:10, 80:20, 70:30, and 60:40.

e experimental results indicate that the 90:10 ratio achieved the best performance, with an accuracy of 72.57%, precision of 0.75,
r€tall of 0.73, and an F1-score of 0.67. The SVM model demonstrates strong performance in identifying positive sentiments; however,
it:—"is less effective in detecting negative sentiments due to class imbalance in the dataset. As an additional experiment, testing was
performed using a balanced dataset obtained through an undersampling process and several SVM kernel types for comparison. The
results show:that using a balanced dataset leads to more evenly distributed classification performance across sentiment classes, while
the linear keffiel provides the most stable performance compared to other kernels. Overall, SVM with TF-IDF weighting proves to be
a&effective approach for sentiment analysis of Bitcoin-related comments on social media.

Q) 2]
Keywords: Séntiment Analysis; Term Frequency-Inverse Document Frequency; Bitcoin; Support Vector Machine; Platform X
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1. PENDAHULUAN

Perkembangan di bidang teknologi informasi telah mengubah masyarakat untuk mendapatkan, menyebarkan, serta
memberikafi tanggapan melalui informasi di berbagai bidang kehidupan[1]. Transformasi digital ini didukung oleh
kemajuan infrastruktur jaringan dan meningkatnya penggunaan perangkat pintar, khususnya perangkat seluler.
Kemudahan- akses internet melalui perangkat tersebut mendorong terciptanya berbagai platform media sosial yang
berfungsi ‘s::hbagai sarana komunikasi, berbagi informasi, serta pembentukan opini publik secara luas. Media sosial
memungkinikan pengguna untuk berinteraksi secara real-time tanpa batasan geografis, sehingga informasi dapat tersebar
dengan cepat dan menjangkau khalayak yang sangat luas.

Salah satu platform populer adalah platform x[2] yang memungkinkan pengguna membaca, menanggapi, dan
mengirim pesan singkat[3]. Platform ini menjadi ruang diskusi publik yang aktif, di mana pengguna bebas menyampaikan
pandangan,‘r:;:kritik, maupun dukungan terhadap berbagai isu sosial, ekonomi, dan teknologi. Fenomena tersebut
menghasilkan data opini dalam jumlah besar yang tersebar secara masif, sehingga menjadi sumber data yang sangat
potensial untuk dianalisis. Namun, besarnya volume data dan keberagaman ekspresi bahasa yang digunakan menjadikan
pengolahan-data opini ini sebagai tantangan tersendiri.

Salah- satu informasi yang banyak dibicarakan melalui platform x yaitu bitcoin. Sebagai mata uang digital
terdesentralisasi, bitcoin memiliki nilai tukar yang fluktuatif sehingga sering memicu beragam opini positif maupun
negatif[4]. Volume komentar yang besar, sifatnya yang tidak terstruktur, serta kompleksitas bahasa yang digunakan
membuat analisis manual menjadi tidak efisien. jadi, dibutuhkan metode otomatis untuk mengidentifikasi dan
mengklasiﬁftasikan sentimen publik terhadap bitcoin secara akurat[5].

2]

n
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— I Analisis sentimen merupakan pendekatan yang bertujuan mengidentifikasi kecenderungan opini masyarakat
o tgqhgdap suatu topik tertentu. Dalam konteks big data dan media sosial, analisis sentimen berbasis machine learning
T @engdi penfing karena mampu mengenali pola dan mengklasifikasikan teks dengan tingkat akurasi yang tinggi. Salah
satugalgoritma yang paling populer untuk klasifikasi teks adalah algoritma support vector machine, yang mampu
c ffen@hganicdata besar dan mampu memisahkan kelas dengan margin maksimal[6]. Dengan perkembangan metode
o ;gmgelajal@i mesin yang semakin pesat, memilih algoritma yang baik menjadi faktor-faktor yang sangat penting untuk
menfhgkatkan akurasi[7]. Oleh karena itu, berbagai penelitian sebelumnya telah membandingkan kinerja beberapa
Qﬁtma untuk menemukan model yang paling efektif dalam mengklasifikasikan opini pengguna.
< Penelitian yang dilakukan oleh Raja Allifin Muhammad (2025)[3] menggunakan metode naive bayes dioptimasi
Fan particle swarm optimization untuk analisis sentimen pengguna aplikasi x terhadap bitcoin menghasilkan akurasi
inggi 69514 %, yang mencakup kelas sedang. Hasil menunjukkan bahwa meskipun integrasi PSO dapat meningkatkan
wriprma naive bayes, model ini masih memiliki keterbatasan dalam mengenali variasi sentimen, terutama dalam kelas
ggfif. Sementara, beberapa penelitian lain[8] yang membandingkan naive bayes dan support vector machine
ngnengnjukk% SVM mampu menghasilkan tingkat akurasi yang lebih baik karena kemampuannya memisahkan data secara
. qptifMal mélalui hyperplane di ruang fitur berdimensi tinggi. Selain itu, penelitian lain[9]yang menerapkan algoritma
%’M dalarf%analisis sentimen dengan membandingkan beberapa rasio data latih dan data uji menunjukkan tingkat akurasi
yang tinggiyyaitu di atas 90%. Berdasarkan kesenjangan hasil tersebut, penelitian ini menerapkan algoritma SVM untuk
lisis sentimen terkait bitcoin, dengan harapan dapat menghasilkan tingkat akurasi yang lebih baik dan meningkatkan
tepatan klasifikasi dibandingkan dengan metode naive bayes yang digunakan dalam studi sebelumnya.
Dalam penelitian ini, metode SVM digunakan untuk menganalisis sentimen komentar terkait bitcoin di platform
& Proses penelitian diawali dengan pengumpulan data komentar, dilanjutkan dengan tahapan text preprocessing untuk
miembersihkan dan menormalisasi teks agar siap diolah. Selanjutnya, proses ekstraksi fitur dilakukan menggunakan
metode Term Frequency—Inverse Document Frequency (TF-IDF) untuk merepresentasikan teks ke dalam bentuk
n;imerik. Dengan penerapan metode tersebut, diharapkan penelitian ini mampu menghasilkan tingkat akurasi yang lebih
tglggi, ketepatan klasifikasi yang lebih baik, serta memberikan kontribusi dalam pengembangan sistem analisis sentimen
cgini publik berbasis media sosial.
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2. METODOLOGI PENELITIAN

njuedua

@\_1 Tahapan Penelitian

ﬂhap penelitian pada studi ini disusun secara sistematis sehingga proses analisis dapat berjalan dengan lancar. Gambar
IS menunjukkan alur penelitian yang digunakan, yang mencakup identifikasi masalah, pengumpulan dataset, text
eprocessing, fitur extraction, klasifikasi menggunakan SVM dan evaluasi model.

Identifikasi
Masalah Pengumpulan Dataset
@ <4— Evaluasi Model Klasifikasi Feature
menggunakan Extraction (TF-

(SVM) IDF)

\ 4

\ 4

Teks Preprocessing

(I e[S]

:Jaquuins ueyngaAusuRu

ISIDATU

Gambar 1. Tahapan Penelitian

Langkah -‘l:a;ngkah penting dalam tahapan penelitian untuk mencapai tujuan penelitian.

Identifikéasi Masalah: Tahap awal penelitian yang bertujuan untuk merumuskan permasalahan yang akan diteliti.
Pengum\p)iﬂan Dataset: Tahap ini bertujuan untuk memperoleh data yang mendukung proses penelitian.

Teks Preprocessing: Membersihkan dan menyiapkan data teks agar dapat diolah dengan baik oleh algoritma machine
learning+~

d. Feature-Extraction: Mengubah data teks menjadi representasi numerik yang dapat diproses oleh algoritma klasifikasi
Klasifikasi Menggunakan SVM: Tahap klasifikasi dilakukan menggunakan algoritma Support Vector Machine
(SVM)‘.;Algoritma ini bekerja dengan menentukan batas pemisah terbaik untuk membedakan sentimen positif dan
negatif.~

Evaluasi-Model: Evaluasi model dilakukan untuk mengetahui kinerja algoritma SVM dalam mengklasifikasikan
sentime@\f‘komentar terkait bitcoin.

2.2 Identifikasi Masalah

P & F

o

]

sew mens uenelun neye ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw| eAiey uesiinuad ‘ueniguad ‘ueyipipuad uebu

% Penelitian ini akan mengidentifikasi komentar pengguna terhadap bitcoin menjadi sentimen positif atau negatif secara
= otomatis ddn.akurat menggunakan algoritma machine learning, khususnya dengan menggunakan metode SVM.

ne
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=3 Bengumpulan Dataset
]gngunfﬁulan data

Data 1n?~‘d1peroleh melalui tahap webscraping pada platform x[10]. Metode ini memungkinkan pengambilan data

blik berdasarkan kata kunci pencarian "Bitcoin" secara otomatis dan sudah melalui tahap pembersihan serta filtering
lahasa,f sehingga dapat digunakan dalam penelitian analisis sentimen dengan algoritma SVM untuk
rgcngk@iﬁkasikan sentiment antara positif atau negatif terhadap bitcoin[11]. Tabel 1 adalah hasil yang didapat

sstelah webscraping.

Q
c = Tabel 1. Hasil Webscraping
‘é No — Full text Id str Created at Username Source
@] Berita Bitcoin: 3 Alasan Kenapa 1609461728  2023-01-01  cintabitcoin ... cintabitcoin
§ — BTC Masih Akan Tetap Turun di 739290000 08:09:13+00
Y = Bawah US$16.000 #bitcoin #kripto :00
@  (p https://t.co/HUODIFiVO0a
2  — (@cryptondo Kapan bitcoin turun 1609743567  2023-01-02  miswar_riki ... miswar_riki
@ ke bawah lagi testing ke harga 10 312020000 02:49:08+00
3 :00
1750jlj 1. #BTC | Cut Loss - Minggu ini 1804303293  2024-06-22  essentscars ...  essentscars
2 Bitcoin mengalami volatilitas 684020000 00:00:02+00
“ tinggi yang mengharuskan kita :00

untuk memotong kerugian lebih
awal demi menjaga modal.

Tabel 1 menunjukkan struktur awal dataset yang digunakan dalam penelitian ini, yang terdiri dari beberapa atribut
seperti full text, id_str, created_at, username, dan source. Isi komentar yang digunakan untuk analisis sentimen
disimpan dalam kolom full fext, sedangkan id str menunjukkan identitas unik dari setiap komentar, created at
menunjukkan waktu unggahan, username yang memposting komentar tersebut ditunjukkan dalam kolom username.
Dataset ini kemudian digunakan sebagai dasar untuk tahap text preprocessing dan analisis sentimen menggunakan
metode TF-IDF dan algoritma svm.

Memberikan label pada data

Setelah data dikumpulkan dan dibersihkan, selanjutnya memberikan label sentimen pada masing-masing data. Proses
pelabelan dilakukan secara manual oleh tiga anotator. Anotator melakukan pelabelan ini secara manual dengan
memperhatikan setiap entri yang mengandung kata kunci "Bitcoin". Setiap data dikategorikan ke dalam
kategori/positif dan negatif. Untuk menjaga akurasi model, data netral dieliminasi dari dataset. Apabila terjadi
perbedaan pendapat antara anotator dalam menentukan label sentimen, maka dilakukan diskusi bersama untuk
mencapai kesepakatan akhir. Tujuan dari proses ini adalah untuk menghasilkan data latih berkualitas tinggi untuk
membatitu algoritma support vector machine dalam proses klasifikasi sentimen.

> Membagj data

Sebanyak 1.750 data yang telah melalui proses pelabelan digunakan sebagai dasar dalam penerapan metode Support
Vector Machine. Dataset tersebut dibagi ke dalam data latih dan data uji menggunakan empat skenario rasio
, pembagian, yaitu 90:10, 80:20, 70:30, dan 60:40.

Pembagian data ini bertujuan untuk mengamati pengaruh variasi rasio data latih dan data uji terhadap kinerja model
dalam mengklasifikasikan sentimen. Pada setiap skenario, data latih digunakan untuk membangun model SVM,
sedangKan data uji digunakan untuk mengevaluasi performa model terhadap data yang belum pernah dilihat
sebelumnya. Hasil evaluasi dari masing-masing rasio kemudian dibandingkan untuk menentukan rasio pembagian
data yang menghasilkan performa terbaik.

:Jaquins Sieyingakuswi uep U&UJHJ,UEDUBUJ edue) 1l sijn) eAIEY yninjes neje ueibeges diynBuaw Buelefiq 3

2.4 Text Preprocessing

Proses text preprocessing dilakukan untuk melakukan pembersihan dan penyiapan data teks mentah agar dapat diolah
secara opti;n"_%_al dalam analisis data[12]. Adapun proses dari text preprocessing.

Case folding

Untuk Iﬁ'enjaga konsistensi dalam penulisan, proses ini mengubah setiap karakter dalam teks menjadi huruf kecil.
Hapus‘

Pola peﬁcocokan berbasis ekspresi reguler (Regex) digunakan untuk menghapus semua tautan yang ada dalam teks.
. Hapus lgrakter khusus

Untuk rggmbersmkan teks dari tanda baca, mention akun (@nama), tagar (#), emoticon, dan tautan web.

Hapus a;ngka

Dengan_menggunakan pola pencocokan menggunakan ekspresi reguler, untuk menghapus semua angka dari teks.
Tokenisasi

& o o »

o

nery|
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- Menggqﬁ;akan fungsi tokenisasi kata yang tersedia di pustaka NLTK, akan membagi teks menjadi bagian-bagian kata,
D yang juga dikenal sebagai token.

Qopwo,_lgL removal

ﬁenghacpus kata-kata lazim yang tidak signifikan, seperti "dan", "di", "untuk", dan lainnya.

emming

emming meningkatkan konsistensi data dengan mengubah kata ke bentuk dasar schingga model tidak dapat

g

@q;}s ghnBusufBue.E]

Ig'embegjakan variasi kata dengan makna yang sama.
-

'lgeaturgExtraction

%)F menghitung bobot kata dari frekuensi kemunculannya dalam suatu dokumen TF dan seberapa jarang kata tersebut

r'_lgul di seluruh dokumen IDF. Nilai akhir dihitung dengan perkalian TF dan IDF, menghasilkan vektor fitur yang
I%)erggresen'@mkan pentingnya kata dalam teks[13] (Persamaan 1,2,3).

-
z § TF IDF(t,d) = TF(t,d) x IDF(t) (1)
]

_ fad)

s TF (g)d) T Ef(ta) @
c
= —
;:,; IDFﬁ) log df(t)) 3)
3 PadaUperhitungan Term Frequency (TF), digunakan beberapa notasi untuk merepresentasikan komponen
: pémbentuknya. Simbol t merepresentasikan sebuah term atau kata, sedangkan d menunjukkan dokumen tempat term

i

sebut mancul. Nilai f(¢t,d) menyatakan jumlah kemunculan t dalam d. Sementara itu, Y, f(t, d) menunjukkan total
luruh kata yang terdapat dalam d. Berdasarkan notasi tersebut, nilai term frequency dihitung untuk menggambarkan
migkat kepentingan suatu kata dalam sebuah dokumen, di mana semakin sering sebuah kata muncul dalam dokumen
tentu, maka semakin besar pula kontribusinya terhadap representasi dokumen tersebut.
Setiap kata dinilai berdasarkan signifikansinya dalam dokumen dengan rumus ini, sehingga kata yang memiliki
erkaitan kuat dengan isi teks memperoleh nilai bobot lebih tinggi dan dapat digunakan secara efektif oleh algoritma
M dalam klasifikasi sentimen.

Klasifikasi SVM

@3@ ed@eEubs

1@ niites

oritma support vector machine[14]dipergunakan untuk mempelajari pola antar fitur dan label, sehingga dapat
ngklasifikasikan data baru secara akurat dengan menemukan hyperplane terbaik yang dipisahkan oleh tiap kelas
timen, dengan langkah — langkah berikut.

Input Data Train: Memasukkan data #rain ke dalam sistem. Data ini biasanya sudah melalui tahap preprocessing
(pembersihan data, tokenisasi, dan TF-IDF). Tujuannya adalah agar model bisa belajar dari pola-pola dalam data[15].
Proses E@nerapan Fungsi: Menentukan dan menerapkan fungsi kernel. Fungsi kernel berperan dalam mengkonversi
data ke Fuang fitur berdimensi tinggi, supaya data lebih mudah dipisah secara linear oleh SVM[16]. Rumus kernel
linear (fiersamaan 4).

(k) = xtx) @)

Penentudn parameter SVM: Selain fungsi kernel, SVM memiliki parameter penting yaitu parameter penalti (C) yang
berfungsi untuk mengatur tingkat toleransi kesalahan klasifikasi pada data latih. Nilai parameter C yang digunakan
dalam p@helitian ini adalah C = 1, yang merupakan nilai standar dan umum digunakan untuk menjaga keseimbangan
antara margin maksimum dan kesalahan klasifikasi. Pemilihan nilai C tersebut bertujuan untuk menghindari
overfittifig serta tetap mempertahankan kemampuan generalisasi model.

d. Proses Perhltungan Train SVM: Di tahap ini, model dilatih menggunakan algoritma SVM. SVM menghitung
hyperplane terbaik yang membedakan kelas dengan margin maksimal[17]. Proses juga disebut sebagai model training
(Persamaan 5,6,7,8).

:Jaquihs ueyingaifew ﬁ’e@

(th‘“-l- b=0) (5)
Kelas positif

(wt; +b>+1) (6)
Kelas n%atlf

(wf;e +b<-1) @)

Dalam p'Ersamaan SVM, simbol w merepresentasikan vektor bobot (weight vector) yang berfungsi untuk menentukan
arah dan“onentam hyperplane pemisah antar kelas. Simbol x menyatakan vektor fitur yang berasal dari hasil ekstraksi
fitur menggunakan metode TF-IDF pada data teks. Sementara itu, b merupakan bias (intercept) yang berperan dalam
mengatm posisi hyperplane terhadap titik asal ruang fitur. Kombinasi antara vektor bobot w dan bias b memungkmkan
SVM mgmbentuk hyperplane optimal yang mampu memisahkan data ke dalam kelas yang berbeda dengan margin
mak51mum
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v|| = N[ wi + w? + -+ + w2 adalah panjang (normal) vector bobot w.

i

oses "Iestmg SVM: Data uji (testing data) dimasukkan untuk melihat performa model yang sudah dilatih. Model
memprediksi label data berdasarkan hyperplane yang sudah dibuat[18].

= Hasil K:gasﬁ"lkam Model menghasilkan output berupa, Label sentimen (misalnya: sentimen positif, atau negatif).
» TEahap ini ini digunakan untuk evaluasi[19].

nBUBLW Buerenq °|
|||§e1

terhgdap d@ komentar bitcoin di platform x[20]. Proses evaluasi akan membagi data rasio 90% sebagai data train dan
]%%gsebag 1 data test. Model akan di uji oleh empat metrik utama, akurasi, presisi, recall, dan fI-score. Empat metrik
dgggunakan pntuk menilai seberapa model bisa mengidentifikasi kelas sentimen dengan benar[21] (Persamaan 9,10,11,12).

= » TP+TN

A Accurtu%y ~ TP+TN+FP+FN ©)
B p = (10)
< rec151@ﬂ_ TP+FP

= D rp

& Recall = (11)
= TP+FN

& F1 — Score = 2 x ZrecisionxRecall (12)
EJ'- Precision+Recall

= Dalam menilai hasil kerja model klasifikasi, terdapat beberapa istilah dasar yang digunakan. True Positive (TP)
%ﬁalah kondisi ketika data yang sebenarnya bersentimen positif berhasil diprediksi sebagai positif oleh sistem. True
Vi gative (TN) terjadi saat data yang sebenarnya negatif juga diprediksi sebagai negatif. False Positive (FP) merupakan

lggsalahan ketika data yang seharusnya negatif justru diprediksi sebagai positif. Sebaliknya, False Negative (FN) adalah
kondisi ketika data yang sebenarnya positif malah diprediksi sebagai negatif sehingga tidak terdeteksi oleh sistem. Dari
sil tersebut, dihitung nilai Precision untuk melihat seberapa tepat prediksi positif yang dihasilkan, Recall untuk
ngetahui seberapa banyak data positif yang berhasil ditemukan oleh sistem, serta F'/-Score yang digunakan sebagai
ukuran keseimbangan antara ketepatan dan kelengkapan hasil prediksi.

7 3. HASIL DAN PEMBAHASAN

Datas(ﬁt;_

yehqgluaw uep

ta yang rxii.gunakan dalam penelitian ini terdiri dari 1.750 komentar yang diperoleh dari tahap pengumpulan dataset,
ng masm@. -masing dikategorikan sebagai positif atau negatif. Kategorisasi tersebut divalidasi oleh tiga guru bahasa
donesia u_I}tuk memastikan konsistensi makna dengan kaidah KBBI. Dataset tersebut berisi 1.167 komentar positif dan
3 komentar negatif. Dataset kemudian dibagi dengan rasio 90:10, menghasilkan 1.575 titik data latih dan 175 titik data

®

—
1=}

Ui Tabel Z(lnenunjukkan hasil dari dataset tersebut.
N g Tabel 2. Tampilan hasil dataset
m komentar label

Berita Bit¢oin: 3 Alasan Kenapa BTC Masih Akan Tetap Turun di Bawah US$16.000 #bitcoin #kripto neeatif
https://t.co/HUODIFiV0a &
@cryptondo Kapan bitcoin turun ke bawah lagi testing ke harga 10 negatif
Liquid reSlaking mengubah Bitcoin dari sekedar penyimpan nilai menjadi aset aktif yang dapat digunakan ositif
di berbagdi kasus penggunaan DeFi. Pelajari lebih lanjut https:/t.co/4FC76jbWeh P

1. #BTC |-Cut Loss — Minggu ini Bitcoin mengalami volatilitas tinggi yang mengharuskan kita untuk )
memotong’kerugian lebih awal demi menjaga modal. negatif

1 a]

Tabgl 2 menunjukkan beberapa contoh data komentar yang digunakan dalam studi ini, yang dikategorikan sebagai
positif atau'-:'negatif Setiap komentar berisi opini atau informasi tentang Bitcoin, yang ditentukan berdasarkan isinya.
Komentar Q_ptll’l’lls atau menyetujui dikategorikan sebagai positif, sementara komentar pesimis, kritis, atau khawatir
tentang Bltgpm dikategorikan sebagai negatif. Data tersebut kemudian digunakan sebagai dasar untuk prapemrosesan teks
dan pelatihdh model klasifikasi.

nery w
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32 fl:‘ext Preprocessing

’Bha@ ini melibatkan text preprocessing berupa pembersihan data dengan menghapus URL, karakter khusus, dan angka,
)
o kenmdian dilakukan case folding, tokenization, stopword removal, serta stemming untuk menyamakan bentuk dasar

]@ta’éTabefg menunjukkan hasil sebelum dan sesudah fext preprocessing.

% § - Tabel 3. Sebelum dan sesudah text preprocessing

- —t

= Q Sebelum text preprocessing Sesudah text preprocessing
Berita Bitcpin: 3 Alasan Kenapa BTC Masih Akan Tetap Turun di Bawah berita bitcoin alas btc turun us bitcoin
27S$16.000 #bitcoin #kripto https:/t.co/HUODIFiV0a kripto

@@yptongo Kapan bitcoin turun ke bawah lagi testing ke harga 10 bitcoin turun testing harga

Q e

= e

:El(ﬁm res%klng mengubah Bitcoin darl sekedar penyimpan nilai menjadi liquid restaking ubah bitcoin dari

%se%aktlf yang dapat digunakan di berbagai kasus penggunaan DeFi. Pelajari  simpan nilai jadi aktif guna defi ajar
dehih lanjuphttps:/t.co/4FC76jbWeh

‘tﬁ #BTC |€ut Loss — Minggu ini Bitcoin mengalami volatilitas tinggi yang  Btc cut loss minggu bitcoin alami
‘mengharuskan kita untuk memotong kerugian lebih awal demi menjaga volatilitas harus potong rugi jaga
Tnodal. :‘_ modal

-

3 Tabell 3 memperlihatkan hasil perbandingan teks sebelum dan sesudah dilakukan text preprocessing. Terlihat

- bahwa kalimat asli yang masih mengandung elemen seperti URL, angka, simbol, dan tanda baca telah dibersihkan menjadi

ks yang lebih sederhana dan relevan. Selain itu, proses seperti stopword removal, case folding, dan stemming berhasil

~ 1iffengubah sentimen ke bentuk dasarnya, sehingga menjadi terstruktur dan siap digunakan pada proses sentimen
nggunakan metode TF-IDF dan SVM.

TF - IDF

—

djes3ui

"ghap TF-IDF, teks akan dikonversikan membentuk numerik berupa nilai TF-IDF untuk setiap kata yang menunjukkan
tigkat kepentingannya dalam suatu dokumen. Nilai bobot tersebut selanjutnya dimanfaatkan sebagai fitur masukan bagi
r@odel. Hasil vektorisasi ditunjukkan pada Tabel 4.

g Tabel 4. Hasil vektorisasi

9 No Kata Nilai TF-IDF

- 1 bitcoin 0.035986

= 2 turun 0.027491

% o 3 harga 0.020700

2 :7' 4  bitcoin turun 0.015815

Q - 5 btc 0.013659

= i 6  hargabitcoin  0.012866

B 2 7 kripto 0.011246

= 5 8 us 0.009310

5 =3 9 yg 0.009173

o () 10 pasar 0.008364

T c

Tabel 4 menunjukkan istilah yang paling berpengaruh dalam kumpulan data berdasarkan bobot TF-IDF. Terlihat
bahwa kata’bitcoin, turun, dan harga memiliki nilai tertinggi, yang menandakan bahwa topik utama pembahasan dalam
data berkaitan erat dengan pergerakan harga dan kondisi pasar Bitcoin. Metode TF-IDF digunakan untuk mengidentifikasi
kata-kata yang paling berpengaruh dalam data pelatihan. Pendekatan ini menyoroti istilah-istilah yang tidak hanya sering
muncul te@'i juga sangat signifikan karena distribusinya yang tidak merata di seluruh dokumen. Secara umum, kata-kata
dengan skor TF-IDF tertinggi mencerminkan tema utama dari kumpulan data. Berdasarkan hasil analisis, sepuluh kata
dengan skor-TF-IDF total tertinggi ditunjukkan pada Tabel 5.

'f Tabel 5. Hasil total skor TF — IDF tertinggi
N No Kata Total TF-IDF
;_‘ 1 bitcoin 55.939798
o 2 turun 43.316927
B 3 harga 32.109944
i 4  bitcoin turun  25.071156
= 5 btc 21.614785
) 6  hargabitcoin ~ 20.370698
g 7 kripto 17.586678
=i 8 us 14.188759
=~ 9 beli 13.817385
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=~ T © No Kata Total TF-IDF
o 23 T 10 yg 13.412041

di

Tab@}i_S menunjukkan sepuluh kata dengan nilai total TF-IDF tertinggi yang muncul dalam data latih (training
ag Kata_“bitcoin”, “turun”, dan “harga” memiliki bobot TF-IDF paling tinggi, menandakan bahwa istilah tersebut
i@ dominan dan relevan dalam menggambarkan konteks sentimen yang dibahas dalam dataset mengenai bitcoin.

o

%asil Elasiﬁkasi SVM
=1

l@adal@ metode klasifikasi yang untuk mencari hyperplane terbaik untuk membedakan Data dalam dua kategori,
itw sentimen positif dan sentimen negatif. Pada penelitian ini digunakan kernel linear karena hasil pengolahan teks
ngan TF-IDF bersifat linier, sechingga model dapat memisahkan data secara langsung berdasarkan fitur yang terbentuk.
latn itu, [Qenggunaan kernel linear juga memudahkan peneliti dalam melihat bobot setiap fitur yang berkontribusi
terhidap proses klasifikasi.

& Setelah model berhasil dilatih, peneliti melakukan analisis terhadap fitur-fitur yang memiliki pengaruh terbesar
dalaf mengntukan hasil klasifikasi. Fitur dengan bobot positif menunjukkan kecenderungan terhadap sentimen positif,
sﬁdangkan ditur dengan bobot negatif lebih mengarah ke sentimen negatif. Berikut akan ditampilkan hasil fiitur yang

3

—_

o® Bhelel

eP&E Bingl

eje

;gling be@garuh terhadap hasil klasifikasi SVM dapat dilihat pada tabel 6.

g ® Tabel 6. Fitur yang paling mempengaruhi klasifikasi

g zj No Fitur Positif Bobot Fitur Negatif Bobot

= ?_"’ 1  bitcoin turun altcoin ~ 1.1320  turun -3.2843

o - 2 beli 1.0500  bitcoin turun -2.1908

=3 3 turun altcoin 0.8882 gara -1.4345

& 4 altcoin 0.8709  bitcoin halving turun ~ -1.2267

= 5 coin 0.8678  bitcoin nya -1.1622

2 6 ]t 0.8519  kayak -1.1415

% 7 data 0.8475  turun persen -1.0725

3 8  bitcoin turun beli 0.8080  rugi -1.0410

= 9 tren 0.7859  turun us -1.0217

g 10 gt 0.7392  matauangkripto -0.9888

g Tabel 6 menunjukkan sepuluh fitur (kata atau frasa) dengan bobot TF-IDF tertinggi yang paling memengaruhi
hasil klasifikasi SVM untuk setiap kelas sentimen. Fitur pada kelas positif seperti altcoin, beli, dan tren menggambarkan

&

nteks optimis terhadap kondisi pasar Bitcoin. Sebaliknya, fitur pada kelas negatif seperti turun, rugi, dan bitcoin halving
un mencerminkan persepsi pesimis atau kekhawatiran terhadap penurunan nilai Bitcoin. Nilai bobot yang lebih tinggi
nunjukk#n pengaruh yang lebih kuat dalam menentukan arah sentimen. Bobot yang tinggi—misalnya nilai 1.1320
da fitur “bitcoin turun altcoin”—dapat muncul karena frasa tersebut lebih sering muncul pada komentar yang berlabel
sitif dibdndingkan komentar negatif. Selain karena frekuensi kemunculannya yang dominan pada satu kelas, frasa
sebut juga dianggap unik oleh perhitungan TF-IDF dan terbukti membantu SVM dalam membedakan sentimen positif
n negatify Kombinasi kemunculan yang sering pada kelas positif, jarang muncul pada kelas negatif, serta kontribusinya
lam memisahkan dua kelas inilah yang membuat bobot fitur tersebut menjadi tinggi.

g

JPWEs S BoR @

Evaluasi
= =
3.5.1 Hasil%lasifikasi SVM

Pada tahap,f-;ni, para peneliti menganalisis kinerja model SVM untuk menentukan rasio pemisahan data yang optimal.
Pengujian dilakukan dengan empat rasio 90:10, 80:20, 70:30, dan 60:40. Untuk menilai kemampuan model dalam
mendeteksi-sentimen positif dan negatif, digunakan visualisasi confusion matrix pada setiap rasio dapat dilihat pada
Gambar 2 Eingga Gambar 5.

[] Confusion Matrix - Model SVM - [ Confusion Matrix - Model SVM

200 100

negatif
negatif

150

- 125

nery wisey JiieAg uejng j

Aktual
Aktual

- 100

-75

positif
-

positif
w

-50 -20

-25

! "
negatif positif

]
negatif positif
Prediksi

Prediksi

‘yejesew njens ueneluny neje ynuy uesinuad ‘uelode| ueunsnAuad

Gambar 2. Confusion matrix SVM 90:10 Gambar 3. Confusion matrix SVM 80:20
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- T € [ Confusion Matrix - Model SVM [ Confusion Matrix - Model SVM
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= & Seck?? keseluruhan, keempat confusion matrix menunjukkan bahwa model SVM memiliki kemampuan yang
sé@ngat baik dalam menunjukkan bahwa model SVM unggul dalam mengidentifikasi sentimen positif tetapi kurang sensitif

terhadap sentimen negatif. Hal ini terbukti dari tingkat keberhasilan yang lebih tinggi pada kelas positif dibandingkan
dengan kelas negatif, yang menunjukkan bahwa model lebih mampu mempelajari pola kata yang mengarah pada sentimen
sitif. Lebih lanjut, rasio 90:10 terbukti optimal, karena menyediakan lebih banyak data pelatihan, yang memungkinkan
model untugj_mempelaj ari pola sentimen secara lebih efektif dan mencapai batas keputusan yang lebih stabil dibandingkan
riisio lainnya. Kondisi ini menjadi dasar untuk fase evaluasi, yang tujuannya adalah untuk menunjukkan kemampuan
miodel dalam mengidentifikasi pola hubungan antara fitur teks dan label sentimen, sehingga secara akurat
rgengkategorikan opini pengguna tentang Bitcoin sebagai positif atau negatif. Evaluasi ini juga berfungsi untuk mengukur
generalisasi model terhadap data baru yang sebelumnya tidak terlihat.. Dengan begitu, hasil yang diperoleh dapat menjadi
acuan dalam menentukan efektivitas metode yang digunakan. Berikut ditampilkan hasil evaluasi SVM pada tabel 7.

Tabel 7 Hasil evaluasi SVM

-

weighted avg 0.70 0.69 0.61 700

o
j1b]
3
o ; o
2 rasio precision recall fl-score support
B negatif 0.81 0.22 0.35 58
£ positif 0.72 0.97 0.83 117
?, 90:10 accuracy 0.73 175
= macro avg 0.76 0.60 0.59 175
o weighted avg 0.75 0.73 0.67 175
E negatif 0.71 0.15 0.24 116
% o positif 0.70 0.97 0.81 234
2 - 80:20 accuracy 0.70 350
o E- macro avg 0.70 0.56 0.53 350
= . weighted avg 0.70 0.70 0.62 350
& 2 negatif 068 013 022 174
= & positif 0.69 097 081 351
5 =3 70:30 accuracy 0.69 525
S n macro avg 0.68 0.55 0.51 525
= E weighted avg 0.69 0.69 0.61 525
= negatif 0.72 0.12  0.21 232
< positif 0.69 0.98 0.81 468
';: 60:40 accuracy 0.69 700
- macro avg 0.71 0.55 0.51 700

Tabel7 menampilkan hasil pengujian untuk empat rasio pembagian data 90:10, 80:20, 70:30, dan 60:40. rasio
90:10 menthjukkan kinerja terbaik. Dalam pengujian ini, model SVM mencapai skor akurasi 0,73, dengan presisi 0,81
untuk kelas-negatlf dan 0,72 untuk kelas positif. Selain itu, perolehan recall pada kelas positif mencapai 0,97 dengan F1-
score 0,83 yang menunjukkan kemampuan model yang kuat dalam mendeteksi sentimen positif.

MesKipun nilai recall untuk kelas negatif tetap rendah, yaitu 0,22. Hal ini menunjukkan bahwa model tidak dapat
mendeteksi;‘fbola sentimen negatif secara andal. Hal ini kemungkinan disebabkan oleh ketidakseimbangan dalam
kumpulan @ta antara kelas positif dan negatif, dengan data positif lebih banyak daripada data negatif.

Mesk'ipun demikian, rasio 90:10 menunjukkan keseimbangan yang cukup baik antara keduanya, terutama dalam
hal akuraSL.dan presisi, terutama dalam kategori positif. Secara keseluruhan, hasil ini menunjukkan bahwa kemampuan
model untuk mempelajari pola sentimen meningkat dengan proporsi data pelatihan yang lebih besar. Jumlah data
pelatihan ydhg lebih besar memungkinkan model untuk merepresentasikan karakteristik data secara lebih akurat.

Dengan mempertimbangkan seluruh metrik evaluasi, rasio 90:10 dapat dikatakan sebagai konfigurasi paling
efektif padwenehtlan ini. Rasio tersebut tidak hanya menampilkan rasio tertinggi, tetapi menghasilkan performa yang

nel
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lebilirstabil-dibandingkan rasio lainnya. Oleh sebab itu, rasio 90:10 dianggap paling sesuai untuk merepresentasikan
o p:crfgrma teirIlj)aik model SVM dalam analisis sentimen komentar Bitcoin pada platform X.

= 0
o %.ﬁl’erc@aan Tambahan Pengaruh Kernel dan Distribusi Data

5
c @ntlg melihat pengaruh kombinasi jenis kernel dan distribusi data terhadap performa model, dilakukan percobaan

 tanBahan dengan mengombinasikan kernel SVM dan kondisi distribusi data. Percobaan ini dilakukan pada dataset tidak

@irr%ang dan dataset seimbang hasil proses undersampling, dengan tujuan untuk memberikan gambaran tambahan
Iﬁen.gpnai stabilitas dan konsistensi kinerja model. Hasil evaluasi dari masing-masing kombinasi kernel dan distribusi
tag.lisajik%} dalam Tabel 8.

-+

&

Seimbang Linear 61.42%  0.61 0.61 0.61
Seimbang RBF  59.48% 0.63 0.59 0.56

Berdasarkan Tabel 8, dapat dilihat bahwa penggunaan kernel linear secara umum memberikan performa yang lebih
k dibandingkan kernel RBF, baik pada dataset tidak seimbang maupun dataset seimbang. Kernel linear menunjukkan
ai akurasi dan F1-score yang lebih tinggi serta relatif stabil, sementara kernel RBF menghasilkan performa yang lebih
dah pada kedua kondisi distribusi data. Hasil ini mengindikasikan bahwa kernel linear lebih sesuai digunakan pada
ta teks yang direpresentasikan menggunakan fitur TF-IDF. Selain itu, penggunaan dataset seimbang melalui
_ydersampling menghasilkan performa klasifikasi yang lebih merata antar kelas, meskipun nilai akurasi keseluruhan
nderung sedikit menurun akibat berkurangnya jumlah data latih.

Untg__}( memperoleh gambaran yang lebih rinci mengenai hasil klasifikasi pada dataset seimbang, dilakukan analisis
jutan menggunakan confusion matrix. Confusion matrix digunakan untuk menunjukkan jumlah data yang
lasifikasikan dengan benar serta kesalahan klasifikasi yang terjadi pada masing-masing kelas sentimen. Pada tahap ini,
nfusion matrix ditampilkan untuk model SVM dengan kernel linear pada dataset seimbang hasil undersampling dengan
i0 pemb’ﬁgian data 90:10, karena konfigurasi tersebut menunjukkan performa yang paling stabil pada percobaan
bahan s’(é:belumnya.

o) =
o gf = Tabel 8. Tabel kombinasi kernel dan distribusi data

Q

g Lg = Rasio Dataset Kernel Akurasi Presisi Recall F1-Score
0 = E Tidak seimbang Linear 72.57%  0.75 0.73 0.66
o g . Tidak seimbang RBF  69.14%  0.73 0.69 0.59
- 90:10

o € % ’ Seimbang Linear 68.96%  0.69 0.68 0.68
- = Seimbang RBF  59.48% 0.61  0.59 0.57
= = Tidak seimbang Linear 69.71%  0.70  0.69 0.62
— ® 20:20 Tidak seimbang RBF  69.14%  0.75 0.69 0.59
3 Py ’ Seimbang Linear 63.63%  0.63 0.63 0.63
2 o Seimbang RBF  59.48% 0.62 0.59 0.56
c c Tidak seimbang Linear 69.14%  0.68 0.69 0.61
= g

@ 70:30 Tidak seimbang RBF  68.57%  0.75 0.68 0.57
% ’ Seimbang Linear 64.65%  0.64 0.64 0.64
= Seimbang RBF  59.19% 0.62 0.59 0.56
= Tidak seimbang Linear 69.43%  0.70 0.69 0.61
= 60-40 Tidak seimbang RBF  68.29%  0.73 0.68 0.57
= :

=

Q)

)

=

&
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Gambar 6. Confusion matrix SVM 90:10 data seimbang dan kernel linear

Berdasarkan confusion matrix yang ditampilkan pada Gambar 6, model SVM dengan kernel linear berhasil
mengklasifikasikan 42 data sentimen negatif dan 38 data sentimen positif dengan benar. Sementara itu, terdapat 16 data
sentimen nggatif yang salah diklasifikasikan sebagai positif dan 20 data sentimen positif yang salah diklasifikasikan
sebagai negatif. Hasil ini menunjukkan bahwa model memiliki kemampuan klasifikasi yang relatif seimbang pada kedua
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kelascsentimen, meskipun masih terdapat kesalahan prediksi yang perlu diperhatikan, khususnya pada data dengan
eristi%sentimen yang ambigu.

o Secara keseluruhan, percobaan tambahan ini menunjukkan bahwa jenis kernel dan distribusi data memiliki
ngaruh terhadap kinerja model SVM dalam klasifikasi sentimen. Kernel linear terbukti memberikan performa yang
ifDstabil-dibandingkan kernel RBF pada berbagai kondisi distribusi data. Selain itu, penggunaan dataset seimbang
lafui proses undersampling mampu meningkatkan keseimbangan hasil klasifikasi antar kelas, meskipun berdampak
dé penurunan jumlah data latih. Namun demikian, percobaan ini hanya digunakan sebagai analisis pendukung,
C aiagkan '_uesimpulan utama penelitian tetap mengacu pada hasil pengujian pada dataset asli sesuai dengan metodologi
ngelah ditetapkan.

Be|g
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eibeqassd
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ni!

4. KESIMPULAN
5 C

B;br(asarkaghasil penelitian yang telah dilakukan, dapat disimpulkan bahwa penerapan algoritma Support Vector
Maghine (SVM) dengan representasi fitur Term Frequency—Inverse Document Frequency (TF-IDF) mampu
ifengklasifikasikan sentimen pengguna terhadap Bitcoin secara cukup akurat dengan tingkat akurasi sebesar 73%. Hasil
im menunjukkan bahwa kombinasi SVM dan TF-IDF efektif dalam menangani data teks tidak terstruktur yang berasal
dari media“sosial. Model yang dibangun menunjukkan kemampuan yang baik dalam mengenali komentar dengan
sentimen pgéitif, namun masih memiliki keterbatasan yang signifikan dalam mendeteksi sentimen negatif, yang tercermin
ri nilai re€all kelas negatif yang relatif rendah. Kondisi ini mengindikasikan bahwa sebagian besar komentar negatif
Belum dapatteridentifikasi dengan optimal, terutama akibat ketidakseimbangan distribusi data, di mana jumlah komentar
positif lebilk dominan dibandingkan komentar negatif. Jika dibandingkan dengan penelitian Raja Allifin Muhammad
(2025) yang menggunakan algoritma Naive Bayes dengan optimasi Particle Swarm Optimization (PSO) dan
menghasilkan akurasi pada kisaran 68-69%, SVM pada penelitian ini menunjukkan peningkatan akurasi secara
K&seluruhan. Namun demikian, peningkatan akurasi tersebut tidak serta-merta menunjukkan keunggulan mutlak dari sisi
praktis, mengingat rendahnya kemampuan model dalam mendeteksi kelas negatif. Oleh karena itu, efektivitas SVM dalam
penelitian ini lebih tepat dipandang sebagai keunggulan dalam klasifikasi kelas dominan, bukan sebagai solusi yang
s@penuhnya optimal untuk seluruh kelas sentimen. Sebagai pengembangan penelitian selanjutnya, disarankan untuk
‘ m;:eningkatkan jumlah data, menerapkan teknik penyeimbangan kelas sentimen, serta melakukan optimasi parameter SVM
seperti nilai C dan pemilihan kernel. Selain itu, eksplorasi metode lanjutan seperti LSTM atau BERT diharapkan dapat
néj_eningkatkan kemampuan model dalam mengenali sentimen minoritas secara lebih akurat.
)
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