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), ABSTRACT

Reading interest is an important factor in supporting students’ academic achievement;, however, its
assessntent is often subjective. This study aims to classify the reading interest level of students at MTsN 1
Payakuf{gbuh using the Naive Bayes Classifier method. The input attributes consist of 20 Likert-scale
questzonqazre items representing students’ reading habits, frequency, motivation, and reading preferences.
The dafaset comprises 911 student responses categorized into three classes: high (329 records), moderate
(501 re!ciords) and low (81 records). Model performance evaluation using a confusion matrix shows that
the best result was achieved with the 70:30 scheme, reaching an accuracy of 98.18%. These results indicate
that the Naive Bayes Classifier demonstrates high and consistent performance in classifying students’
reading interest based on questionnaire data.

Keywords: Classification, Naive Bayes Classifier, Reading Interest, Likert Scale.

ABSTRAK

Minat baca merupakan faktor penting dalam mendukung keberhasilan akademik siswa, namun
pengukurannya masih sering dilakukan secara subjektif. Penelitian ini bertujuan untuk mengklasifikasikan
tingkat minat baca siswa MTsN 1 Payakumbuh menggunakan metode Naive Bayes Classifier. Atribut yang
digunakan sebagai input berupa 20 butir pernyataan kuesioner skala Likert yang merepresentasikan
kebiasaan, frekuensi, motivasi, serta preferensi membaca siswa. Data penelitian diperoleh dari 911
responden yang dikelompokkan ke dalam tiga kelas tingkat minat baca, yaitu tinggi (329 data), sedang (501
data), dan rendah (81 data). Pengujian model dilakukan menggunakan tiga skema pembagian data latih dan
data ujip yaitu 90:10, 80:20, dan 70:30. Evaluasi performa model menggunakan confusion matrix
menunjiikkan bahwa hasil terbaik diperoleh pada skema 70:30 yaitu sebesar 98,18%. Hasil tersebut
menunjiikkan bahwa metode Naive Bayes Classifier memiliki performa yang sangat baik dan konsisten
dalam mengkla51ﬁkas1kan tingkat minat baca siswa berdasarkan data kuesioner.

Kata kunci: Klasifikasi, Minat baca, Naive Bayes Classifier, Skala Likert.

(HEe]S

ENDAHULUAN

Membaca bagi sebagian masyarakat di
donesw. masih dianggap kurang menarik dan
bahkan Ermg diabaikan, padahal aktivitas ini
memiliki®banyak manfaat seperti meningkatkan
pengetahian, memperkaya kosakata, dan melatih
kemampuan berpikir kritis (Albani, 2021).
Membaca berperan penting dalam kehidupan
manusia, . karena melalui membaca seseorang
dapat memperoleh pengetahuan, informasi, dan
pengala@n. Aktivitas membaca juga merupakan
proses yang bersifat kritis dan kreatif, di mana
pembaca/berusaha memahami makna teks yang
dibaca. Dengan demikian, membaca menjadi
salah satu sarana utama untuk menambah
wawasan serta memperluas  pengetahuan
(Nurhall_gga etal., 2022).

'Jeqws ueyIngaAuaw uep ueywmuesusaw edue) 1ul S| eAley yninj@s neje uelibegas dinnbusw Buele|q |
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Minat baca merupakan aspek penting
dalam  pembentukan budaya literasi  di
masyarakat. Minat adalah suatu dorongan atau
keinginan kuat dari dalam diri individu untuk
melakukan aktivitas secara sukarela tanpa adanya
tekanan, serta dapat dilakukan dalam berbagai
kesempatan. Melaksanakan kegiatan berdasarkan
minat tidaklah mudah, karena diperlukan usaha
dan pengorbanan tertentu agar minat tersebut
dapat tumbuh terhadap suatu aktivitas (Sari,
2025). Menurut penelitian terdahulu, minat baca
adalah kecenderungan hati atau perhatian yang
besar terhadap aktivitas membaca sehingga
seseorang terdorong untuk melakukannya dengan
sukarela. Minat baca tidak hanya sebatas
kemampuan teknis dalam memahami huruf dan
kata, tetapi juga berkaitan dengan motivasi
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trinsik yang mendorong seseorang untuk
memperoleh informasi dan pengetahuan melalui
~kegiatan@Gmembaca (Dandi et al.,, 2022). Minat
BaCa lahir dari keyakinan bahwa membaca
9ina’nberﬂ{an manfaat langsung bagi
(aae?kernbangan diri, baik secara akademik
gna-lpun ‘nonakademik. Seseorang yang memiliki
Snmat baca tinggi pada umumnya lebih percaya
wa Kkegiatan membaca dapat memperluas
Twawasan; meningkatkan keterampilan berpikir
@grﬁls serta membantu dalam memecahkan
L%masalah -dalam kehidupan sehari-hari (Afriani et
%a15202 oo
o] Q. Di Indonesia, rendahnya minat baca telah
%}ngljadl isu serius yang berdampak pada kualitas
dsumber ,Lﬂaya manusia. Rendahnya minat baca
Ssiswa banyak dipengaruhi oleh kurangnya
gteblasaaﬁ membaca sejak dini, keterbatasan
Zakses terhadap buku, serta rendahnya peran orang
ﬁua dan“sekolah dalam menumbuhkan budaya
cliterasi (Zulfan Efendi et al., 2023). Berdasarkan
fi_‘(_lata indeks minat baca nasmnal hanya mencapai
0,01, jauh tertinggal dibandingkan negara maju
%ang rata-rata memiliki indeks antara 0,45 hingga
50,62 (Agustina et al., 2022). Laporan Programme
Xor International Student Assessment (PISA)
gahun 2018 menunjukkan bahwa Indonesia
Sherada pada peringkat ke-72 dari 78 negara dalam
diterasi membaca (Lestari et al., 2023). Sedangkan
asil PISA 2022 memperlihatkan bahwa
eringkat Indonesia pada bidang membaca
Qmengalaml peningkatan, yaitu naik lima posisi
ghbandmgkan tahun 2018 (Ulum et al., 2024).
INamun, ‘Skor absolut membaca yang dlperoleh
‘Andonesig, yaitu sekitar 358 poin, masih berada di
cbawah rata-rata OECD (OECD, 2023).
D Berdasarkan hasil wawancara dengan
3p1hak MT sN 1 Payakumbuh, diketahui bahwa
%nlnat baga siswa di sekolah tersebut cukup tmggl
derutama d “dalam hal literasi digital. Banyak siswa
“yang Justru lebih memahami materi dari sumber
digital dg;bandmgkan dari guru. Namun, minat
membacai terhadap buku cetak masih tergolong
ke perpuﬁ_takaan
Faktor utama yang mempengaruhi tinggi atau
rendahnya minat baca siswa di MTsN 1
Payakumbuh sangat bergantung pada kebutuhan.
Semakm: “besar kebutuhan siswa terhadap suatu
informast, maka semakin tinggi pula minat
mereka “untuk  membaca. Dalam  upaya
menumbuhkan minat baca, berbagai langkah
telah dlla}?gukan di antaranya memperkaya bahan
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bacaan, memperbolehkan siswa membawa
telepon  seluler sesuai  kebutuhan, serta
menyediakan kelas digital dan pojok baca digital.
Peran perpustakaan sekolah juga penting dalam
meningkatkan minat baca, terutama dengan
memanfaatkan teknologi, seperti penggunaan e-
book. Pihak sekolah juga menekankan bahwa
minat baca memiliki peran yang sangat penting
dalam pencapaian akademik siswa. Dengan
semakin banyak membaca, wawasan siswa akan
semakin luas, tidak hanya terbatas pada materi
yang diberikan guru. Adapun tantangan utama
dalam mendorong budaya membaca di sekolah
adalah kembali pada minat masing-masing siswa.
Selain itu, pengaruh dunia digital, khususnya
permainan daring, juga menjadi hambatan dalam
meningkatkan minat baca siswa.

Hasil wawancara pada siswa
menunjukkan bahwa minat baca siswa bervariasi.
Banyak dari mereka menyukai bacaan hiburan,
sedangkan yang lainnya lebih tertarik pada artikel
atau jurnal ilmiah, namun juga ada yang hanya
membaca saat menjelang ujian. Secara umum,
siswa menganggap bahwa membaca penting
untuk menambah wawasan, namun minat mereka
dipengaruhi oleh berbagai hal, seperti rasa ingin
tahu, jenis bacaan, dan media yang digunakan.
Sebagian besar lebih memilih bacaan digital
karena lebih praktis, sementara sebagian lainnya
menyukai buku cetak karena dianggap lebih
bermakna.

Klasifikasi merupakan proses
mengelompokkan data ke dalam beberapa
kategori atau kelas berdasarkan atribut atau
karakteristik tertentu dengan tujuan menemukan
pola atau hubungan dalam data yang dapat
digunakan untuk mendukung pengambilan
keputusan atau melakukan prediksi terhadap data
baru (Sudipa et al., 2024). Naive Bayes Classifier
merupakan salah satu algoritma yang terdapat
dalam teknik klasifikasi. Naive Bayes Classifier
adalah metode klasifikasi berbasis probabilitas
yang menggunakan Teorema Bayes dengan
asumsi bahwa setiap atribut saling independen.
Metode ini  sederhana namun  mampu
menghasilkan klasifikasi yang akurat, bahkan
pada data berukuran besar (Pebdika et al., 2023).
Dengan kata lain, algoritma ini mengasumsikan
bahwa ada atau tidak ciri tertentu dari sebuah
kelas tidak ada hubungannya dengan ciri dari
kelas lainnya (Fikri et al., 2020).

Permasalahan utama dalam penelitian ini
adalah minimnya pendekatan berbasis teknologi
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ng digunakan untuk menganalisis dan
mengidentifikasi tingkat minat baca siswa secara
~ak@irat. (©)Berbagai  penelitian  sebelumnya
@@mnjuigkan bahwa penilaian terhadap minat
%baga umumnya masih dilakukan secara manual
Anélalui “observasi (Stiawan & Mulyaningtyas,
$021), dan interpretasi subjektif dari hasil
Kuesionér (Mahliana & Rohana, 2023), sehingga
(aaqg)oten@i menimbulkan ketidaktepatan dalam
Pengelompokan tingkat minat baca siswa.
T%(&Misi — tersebut  menunjukkan  perlunya
Lgoeéerapair metode analisis berbasis data yang
Smg@mpu memberikan hasil klasifikasi yang lebih

gpbiektif dan terukur.

2 5 Meskipun beberapa enelitian
S @ P P penetl
%ebelumnya telah  menerapkan  algoritma
E_klasiﬁkag dalam menganalisis perilaku belajar
Satau n_:ﬁ}nat siswa, namun penerapannya

Zmenggunakan data historis perpustakaan, bukan
f;lata kuaesioner yang mencerminkan aspek
@sikoloﬁé serta perilaku membaca siswa (Imron,
R017).
=. Berdasarkan kondisi tersebut, penelitian
ﬁni bertujuan untuk mengetahui tingkat minat
Shaca siswa MTsN 1 Payakumbuh dengan
Jnenggunakan metode Naive Bayes Classifier.
Ljlr:.i\/letode ini diterapkan untuk mengklasifikasikan
Yingkat minat baca siswa ke dalam kategori
Hingkat minat baca tinggi, sedang, dan rendah
erdasarkan data kuesioner yang diperoleh. Hasil
enelitian ini diharapkan dapat memberikan
%gambaran pola minat baca siswa serta
enunjukkan potensi penerapan algoritma
Tlasifikas? dalam mendukung analisis pendidikan

“berbasis ‘data.

o p=,

S D

‘METODE PENELITIAN

3 Metodologi penelitian adalah cara atau

gangkah = sistematis yang digunakan untuk
%nengumjp_ulkan, menganalisis, dan mengolah
“data guna mencapai tujuan penelitian. Adapun
metodologi dalam penelitian ini adalah sebagai
berikut :

Perumusa&n Masalah Data

[Kuesioner Likert) ¢

Studi Litaratur

1. Analisis Kebutuhan Data
o Data Selection
o Data Cleaning
o Data Transformation
2. Analisis Metode Naive Bayes
o Training Mode!
o Probabilitas Kondisional
o Probabilitas Prior

]

I
7

Kesimpulan ~ (€—— Evaluasi

HEP He1TnC
IEAS UB)ING

Gambar-1. Metode Penelitian
N

P

= 213

2026. COSTING: Journal of Economic, Business and Accounting 9(1): 211-224

Perumusan masalah

Bertujuan untuk merumuskan pokok
permasalahan yang akan diteliti secara jelas,
terarah, dan sistematis. Dalam hal ini yaitu
bagaimana metode Naive Bayes Classifier dapat
mengidentifikasi Tingkat Minat Baca Siswa.
Sebelum perumusan masalah dilakukan, peneliti
terlebih dahulu melakukan studi literatur dengan
menelaah penelitian-penelitian terdahulu yang
berkaitan dengan minat baca dan penerapan
metode klasifikasi dalam bidang pendidikan.
Hasil studi literatur tersebut menjadi dasar dalam
merumuskan permasalahan penelitian serta
menentukan metode Naive Bayes Classifier
sebagai pendekatan yang digunakan.

Pengumpulan data

Pada tahap ini, data yang dikumpulkan
bertujuan untuk mengukur tingkat minat baca
siswa. Minat baca diukur melalui indikator
kebiasaa membaca, frekuensi, motivasi, dan
preferensi yang disajikan dalam bentuk
kuesioner. Instrumen penelitian yang digunakan
berupa kuesioner dengan 20 item pernyataan
berbasis skala Likert 1-5, yang telah melalui
proses validasi oleh Dr. H. Kusnedi, M.Pd..
Kuesioner ini diberikan kepada 911 siswa sebagai
responden penelitian. Skor yang diperoleh
kemudian dianalisis secara kuantitatif dengan
mengelompokkan hasil ke dalam tiga kategori
tingkat minat baca, yaitu tinggi, sedang, dan
rendah, sesuai dengan interval penilaian yang
telah ditetapkan.

Analisis Kebutuhan Data
Analisa kebutuhan data dilakukan untuk
menganalisa dataset yang dibutuhkan. Dataset
yang telah dikumpulkan berasal dari responden
yaitu siswa-siswi MTsN 1 Payakumbuh.
1. Data Selection

Pada tahap ini dilakukan proses seleksi
data guna memastikan bahwa data yang
digunakan sesuai dengan kebutuhan penelitian.
Dataset yang diperoleh berasal dari data minat
baca siswa yang dikumpulkan melalui kuesioner
yang telah divalidasi oleh Dr. H. Kusnedi, M.Pd.
Kuesioner tersebut berisi beberapa atribut, yaitu
atribut identitas responden yang terdiri dari nama,
kelas, dan jenis kelamin, serta 20 butir pernyataan
kuesioner yang merepresentasikan aspek minat
baca siswa. Dalam proses seleksi data, atribut
identitas seperti nama, kelas, dan jenis kelamin
tidak digunakan dalam proses
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=)’ Lalisis data karena tidak berkaitan langsung

dengan tujuan klasifikasi tingkat minat baca. Oleh
~kafena itw) atribut yang digunakan sebagai dataset
_Qla@m penelitian ini hanya berupa 20 butir
%i)emyataan kuesioner yang selanjutnya digunakan
gaeb‘agm fitur input dalam  pemodelan
gnaaggunakan metode Naive Bayes Classifier.
0.2 Data Cleaning
Tahap  merupakan  proses  untuk
ngatasi missing value, data duplikat, data yang

nnbus

[§|5u

Eg'?lglc&k konsisten, dan outlier yang ditemukan.
= g 3. Bata Transformation
© & Data transformation dibutuhkan untuk

ar élyesueykan data ke dalam bentuk yang dapat
“;nglah 0‘1§h algoritma Naive Bayes Classifier.
gl"ransfor;mam dilakukan dengan mengubah setiap
Spilihan Jawaban pada skala Likert menjadi nilai

gnumerik"\ sehingga mempermudah  proses
&xperhltungarn probabilitas dan  pemodelan
‘§<la51ﬁka51 Tahap ini memastikan bahwa data
£siap dlgunakan pada proses data mining dan
Zanalisis  lebih lanjut. Transformasi data
ditunjukkan pada tabel 1 :

D Tabel 1. Transformasi Data

® Kuesioner Keterangan Bobot

3 Nilai

= SS Sangat Setuju 5

& S Setuju 4

E* N Netral 3

3 TS Tidak Setuju 2

= STS Sangat Tidak Setuju 1

Q.

1))

“Analisis Metode Naive Bayes Classifier

3 Naive Bayes Classifier adalah metode
Klasifikasi  berbasis  probabilitas  yang

g-mengguﬁj"akan Teorema Bayes untuk menentukan
QJ;kemunglginan suatu data termasuk dalam kelas
Ztertentu. ;Metode ini mengasumsikan bahwa
Zetiap atfibut bersifat independen satu sama lain.
eunggulan utama Naive Bayes Classifier adalah
%esederhahaannya serta kemampuannya
memberikan hasil klasifikasi yang akurat, bahkan
dengan jumlah data yang besar (Pebdika et al.,
2023). i
Algoritma  ini  beroperasi  dengan
menganahs1s berbagai kombinasi serta frekuensi
nilai yang terdapat dalam basis data. Pendekatan
ini diddsari oleh Teorema Bayes, yang
mengasumsikan bahwa setiap atribut dalam data

bersifat ® independen dan tidak memiliki
keterkaltan satu sama lain. Naive Bayes
dlkembangkan berdasarkan  teori  yang

diperkenalkan oleh ilmuwan asal Inggris, Thomas
Bayes, yang memungkinkan
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perhitungan  probabilitas  suatu  peristiwa
berdasarkan data atau pengalaman sebelumnya
(Rachman & Handayani, 2021).

Teorema Bayes memiliki bentuk umum sebagai
berikut :

P(H\X) =

Keterangan :

X = Kelas data yang belum diketahui

H = Hipotesa data X adalah kelas spesifik
P(H|X) =Kemungkinan Hipotesa H berdasarkan
keadaan X (posteriori prob.)

P(H) = Kemungkinan Hipotesa H (prior prob.)
P(X|H) = Kemungkinan X berdasarkan keadaan
tersebut

P(X) = Kemungkinan dari X

P (X\H) P (H)
P(H)

(1

Pemodelan Algoritma Naive Bayes Classifier
1. Menghitung Probabilitas Prior

Probabilitas prior menunjukkan kemungkinan

awal suatu kelas sebelum melihat fitur lainnya.

P(Y) = (Jumlah data dalam kelas Y)/N (2)
Keterangan :
P(Y) :Probabilitas prior dari kelas Y

N : Total jumlah data

2. Menghitung Probabilitas Kondisi
Menghitung probalilitas setiap fitur pada setiap
kelas.

P(Xi|Y) = fxmichdats dengan fitur X dalam | EREQ 3)

Total jumlah data dalam kelas Y

3. Normalisasi (Laplace Smoothing)

Pada penelitian ini, proses normalisasi
menggunakan metode Laplace Smoothing hanya
diterapkan pada perhitungan manual untuk kasus
klasifikasi tingkat minat baca. Normalisasi
tersebut  digunakan  guna  menghindari
probabilitas nol pada saat perhitungan manual
Naive  Bayes  Classifier. Namun, pada
implementasi menggunakan Python, Laplace
Smoothing tidak lagi diterapkan secara terpisah
karena pustaka atau fungsi yang digunakan telah
memiliki mekanisme penanganan data tersendiri.
Dengan demikian, tahapan normalisasi hanya
muncul pada perhitungan manual dan tidak
digunakan dalam proses komputasi di Python.

f+1
PG| V) = L2 @)
Keterangan :
f = jumlah kemunculan fitur x; pada kelas Y
n = total jumlah data pada kelas Y
k = jumlah kategori/fitur unik
Tambahan “+1” digunakan untuk menghindari
probabilitas nol
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\/ﬂl 4. Menghitung Nilai Prediksi

Nilai prediksi kelas target dari data uji
-digitung @erdasarkan nilai probabilitas fitur yang
dihitung sebelumnya.

;?@X) « P(Y) X [[L, PXilY) ()
X eranggn
?( IX) :Probabilitas kelas Y berdasarkan data X
(E':;ada-lah nilai yang ingin diprediksi atau diketahui
csefelah memperoleh data X.
X “Proporsional

élP(}:QY) : Hasil perkalian dari probabilitas
L%kq@disio‘ffal dari setiap atribut X; terhadap kelas
g’Yglntuk@emua atribut dalam data X.
Siala Lgl?(
3 ala  Likert = merupakan  skala
gnsikomeg?;lk yang sering dipakai dalam kuesioner
=dan menjadi salah satu skala yang paling umum
gdlgmakaﬁ dalam penelitian berbentuk survei
E(Syoﬁan— et al., 2015). Pada penelitian ini,
@emlala]}mma‘[ baca dilakukan menggunakan 20
“butir pernyataan dengan lima pilihan jawaban,
Zyaitu Sangat Setuju (SS), Setuju (S), Netral (N),
“Tidak Setuju (TS), dan Sangat Tidak Setuju
H{STS). Setiap pilihan jawaban diberikan bobot
%hilai dengan rentang 1 sampai 5. Penentuan kelas
Fingkat minat baca dilakukan menggunakan
Snetode interval. Metode ini dilakukan dengan
gnenghitung panjang interval kelas berdasarkan

elisih antara skor maksimum dan skor minimum,
“kemudian dibagi dengan jumlah kelas yang
;ﬁiitentukan(Santika et al., 2023). Kuesioner terdiri
=dari 20 butir pernyataan dengan skala Likert 1-5,
Kehingga’/skor maksimum dan minimum dapat
‘adihitung§ebagai berikut:
Skor Maksimum = 20 x 5= 100
@kor Mm_“unum =20%x 1=20
» Jumlah kelas tingkat
gditetapkfﬁ sebanyak 3 kelas, yaitu rendah,
%edang, :dan tinggi. Panjang interval kelas
"dihitungj‘;?rnenggunakan rumus (Santika et al.,

2023): =

Skor Maksimum—Skor Minimum
Interval-=

minat baca

Jumlah Kelas

& (6)
~ 100—-20 80-—20

Interval= =—3 = 26,67
E%rdasarkan perhitungan  tersebut,

tingkat minat baca diklasifikasikan ke dalam tiga
kategorl,_:a yaitu tinggi, sedang, dan rendah.
Pendekatan dengan tiga kategori kelas ini adalah
pendekatan yang umum digunakan dalam
penelitian_berbasis kuesioner. Hal ini dibuktikan
dengan banyak dari penelitian sebelumnya yang

nery wisey
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juga menggunakan 3 kategori kelas. Selain itu,
pembagian ke dalam tiga kelas ini juga bertujuan
untuk menyederhanakan interpretasi data dan
mengatasi masalah sparsity kategori (Koo &

Yang, 2025). Tabel pembagian kelas dapat
dilihat pada tabel 2:
Tabel 2. Skala Likert
Skor Keterangan
20 — 46 Minat Baca Rendah
47 -173 Minat Baca Sedang
74 - 100 Minat Baca Tinggi
Selanjutnya, seluruh skor responden

dikelompokkan ke dalam interval kelas yang
telah  ditentukan.  Hasil  pengelompokan
menunjukkan bahwa dari total 911 siswa, terdapat
81 siswa yang termasuk dalam kategori minat
baca rendah, 501 siswa berada pada kategori
minat baca sedang, dan 329 siswa berada pada
kategori minat baca tinggi.

Confussion Matrix

Pengujian  dalam  penelitian  ini
menggunakan Confusion Matrix sebagai metode
untuk mengukur akurasi model, dengan cara
membandingkan hasil prediksi klasifikasi dengan
data aktual guna mengetahui tingkat ketepatan

model dalam mengelompokkan data.
TP+TN

Accuracy = —— @)
TP+TN+FP+FN

Keterangan :

TP (True Positive) Jumlah data positif

yang diprediksi benar

TN (True Negative) Jumlah data negatif

yang diprediksi benar

FP (False Positive) Jumlah data negatif

yang diprediksi sebagai positif

FN (False Negative) Jumlah data positif

yang diprediksi sebagai negatif

All Precision = Precision A+B+C/Jumlah

kelas ®)

All Recall = Recall A+B+C/Jumlah Kelas

€]
Kesimpulan

Kesimpulan diperoleh berdasarkan hasil
perhitungan menggunakan algoritma Naive Bayes
Classifier yang menghasilkan nilai akurasi.



‘nery BYsSnS NN uizi eduel undede ynjuag wejep iUl siin) eAley yninjes neje ueibegas yeAueqiadwaw uep ueywnwnbusw Buele|q ‘z

1VIH VNSNS NIN

‘nery eysng Nin Jefem 6ued uebunuaday ueyibnisw yepn uedynbuad q

‘yejesew niens uenefun nee/ynuy|uesiinuad|yeiode| ueunsnAuad ‘yeiw| eAiey uesinuad ‘uenjauad ‘uempipuad uebunjuadey >1n1un e/ﬂueu uedunﬁued B
ng 181103 UES) ~

ﬂ

0,

ASIL DAN PEMBAHASAN
Pada bagian ini disajikan hasil penelitian
~yafig diperoleh dari penerapan algoritma Naive
Bdyes Classifier terhadap data minat baca siswa.
A&llSls’L dilakukan untuk mengelompokkan
ge ondén ke dalam tiga kategori, yaitu minat
zbaaa tmggl sedang, dan rendah berdasarkan skor
%u&swner Selain itu, pada bab ini juga
LS(Phgclparl&n hasil perhitungan akurasi model
Tsepagai -gambaran tingkat ketepatan algoritma
ﬁve Bayes dalam melakukan klasifikasi.
Lg%:lslyajla:»rhasﬂ meliputi proses pengolahan data,
goe&ntungan probabilitas, hasil klasifikasi, serta

aevaluasi— performa model yang kemudian
“;ihglahsm lebih  lanjut pada subbagian
Ypembahasan.

= n

%’engum_mf@?ulan Data

& Pengumpulan data dalam penelitian ini

fﬁllakukaff di MTsN 1 Payakumbuh dengan
E_fnehbatkan peserta didik kelas VII dan VIIIL
@Jumlah responden keseluruhan adalah 911 siswa.
Anstrumen yang digunakan berupa kuesioner yang
gerdiri dari 20 butir pernyataan terkait tingkat
Sminat  baca. Setiap  pernyataan  diukur
%nenggunakan skala Likert dengan lima kategori
Jawaban, yaitu Sangat Setuju, Setuju, Netral,
2Tidak Setuju, dan Sangat Tidak Setuju. Kuesioner
&ni disusun untuk mengukur kecenderungan minat
Zbaca siswa secara kuantitatif sehingga data yang
=diperoleh dapat dianalisis menggunakan metode
al aive Bayes Classifier. Berdasarkan hasil
-pengelompokan skor kuesioner, data yang telah di
Seroleh ‘diklasifikasikan ke dalam tiga kelas
dtingkat finat baca, yaitu minat baca tinggi
%ebanyal@329 siswa, minat baca sedang sebanyak
501 siswE, dan minat baca rendah sebanyak 81
fsiswa. Adapun parameter pernyataan untuk 20
%)utir kuesioner ditampilkan pada tabel 3 sebagai
Sberikut :”

=y

bel 3. Kuisioner Minat Baca
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wawasan saya.

Saya  membaca  buku
meskipun tidak ada tugas
dari guru.

Saya senang berada di
perpustakaan untuk
membaca buku.

Saya suka membaca buku
cerita, novel, atau komik.

Saya suka membaca buku
pelajaran untuk
memperdalam materi.

10.

Saya membaca berita atau
artikel di internet atau
media cetak.

11.

Saya lebih suka membaca
daripada bermain media
sosial.

12.

Saya mengikuti kegiatan
literasi atau  membaca
bersama di sekolah.

13.

Saya antusias jika ada
lomba atau kegiatan
berkaitan dengan membaca.

14.

Saya sering membeli buku
dengan uang saku saya
sendiri.

15.

Orang tua saya mendorong
dan mendukung saya untuk
rajin membaca.

16.

Saya senang jika diberi
hadiah berupa buku.

17.

Saya mampu
menyelesaikan satu buku
dalam beberapa hari.

18.

Saya membaca buku karena
saya ingin tahu isi ceritanya,
bukan karena disuruh.

19.

Saya terbiasa membawa
buku bacaan ke sekolah.

20.

0 Pertanyaan

SS § N TS STS

Saya semang membaca buku
di waktu luang.

Saya mem111k1 koleksi buku
prlbadL.dl rumabh.

Saya membaca buku secara
rutin séfiap hari.

Saya merasa membaca buku

adalah® kegiatan  yang
menyenangkan

Saya mﬁrasa membaca buku
dapat menambah

nery wrsey Ju
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Saya tertarik mengunjungi
toko buku atau pameran
buku.

Pre Processing Data

Tahap pre-processing data dilakukan
untuk mempersiapkan data sebelum memasuki
proses analisis menggunakan algoritma Naive
Bayes Classifier. Pada penelitian ini, tidak
seluruh tahapan pre-processing diperlukan karena
karakteristik data yang diperoleh relatif bersih
dan terstruktur.

a. Data Selection

Pada tahap data selection, dilakukan
pemilihan atribut yang relevan dengan kebutuhan
analisis menggunakan algoritma
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ive Bayes Classifier. Data awal yang diperoleh
dari kuesioner mencakup beberapa atribut
~tdgntitas(Seperti nama, kelas, dan jenis kelamin.
Q\@but identitas tersebut tidak digunakan dalam
rgses Oklasifikasi  minat baca  schingga
(ghh’ﬂangl@m agar analisis berfokus
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pada variabel yang berkaitan langsung dengan
tujuan penelitian. Oleh karena itu, data yang
digunakan adalah 20 butir pernyataan skala Likert
yang digunakan sebagai fitur dalam proses
pemodelan. Struktur data sebelum dan sesudah
proses seleksi data dilakukan ditunjukkan pada

o
=
0]
Q
S3=2 © Tabel 4 dan 5.
533 ©
= —
= u;j_ é W Tabel 4. Data sebelum seleksi
20 2 3 2. Saya 3. Saya
e c o Yy y
= § 2 = L S3y2 1 emiliki membaca 20 Saya
Edw =3 senang . tertarik
g9 @ & Jenis membaca koleksi  buku mengunjungi
:\—Ng‘ ?am‘f Kelas Kelamin buku di bqku . seeard toko buku atau
® » a = pribadi rutin
) = waktu . ) pameran
33 o luan o fetiap buku
58 c & rumah.  hari. )
L(®] E o .
ol S Muha;@_nmad Delapan Laki-laki Tidak Tidak ’
— = Dheandra (VII) Netral . . Setuju
Q = P Setuju Setuju
25 Rafkr Delapan Laki-laki .
= = Assa i (VIIT) Netral Netral Netral Sangat Setuju
_';3 ®  Muhammad Tujuh Laki-laki Sangat Sangat Sangat Saneat Setuiu
® 2 Farid (VID) Setuju Setuju  Setuju & J
D D
=.J
g9 Pl Khafka Delapan Perempuan Sangat
- % Hertyu (VII) 4 Setuju Setuju Setuju
® > : Setuju
S5 o Trifayza
=
0N =
=
S5 3
55 Tabel 5. Data Setelah Seleksi
e 3. Saya 20. Saya
= 3 1. Sava senane membaca 2. Saya memiliki membaca tertarik
%tﬁ - Ay g koleksi buku pribadidi buku secara mengunjungi
® buku di waktu luang. . -
3 = rumah. rutin  setiap toko buku atau
& = hari. pameran buku.
% Netral Tidak Setuju Tidak Setuju Setuju
S Netral Netral Netral Sangat Setuju
g Sangat Setuju Sangat Setuju Sangat Setuju Sangat Setuju
= —
1T S:_a_ngat Setuju Setuju Setuju Setuju
'5 dilakukan untuk mengubah kategori jawaban

‘yelesew nyens uenelun neje yiuy uesiinuad ‘uewpe)|weliagnidad ‘y

b. Eata Cleaning
Pada tahap data cleaning, tidak ditemukan adanya
data yang hilang (missing values), duplikasi, atau
ketldaksgsualan format. Setiap respon tercatat
dengan baik sesuai pilihan jawaban skala Likert.

C. lgata Transformation

Tahap transformasi data menjadi bagian
penting “dalam penelitian ini. Transformasi
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skala Likert menjadi bentuk numerik yang dapat
diproses oleh algoritma Naive Bayes Classifier.

Setiap jawaban dikonversi ke dalam skor angka
sehingga mempermudah tahap perhitungan
probabilitas dan pemodelan klasifikasi pada
proses data mining. Tabel 6 dan 7 menunjukkan
hasil dari sebelum dan setelah transformasi data :
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= _:..I
._:\l'l' Tabel 6. Data Sebelum di Transformasi

. 2. Saya memiliki Saya 20. Saya tertarik

- ®) . membaca Lo
o 2 1. Saya senang membaca Kkoleksi buku mengunjungi
“ P N8. . o . buku secara Kelas
TUD 92 bul% di waktu luang. pribadi di . . toko buku atau
@ ] & rutin setiap
= L5 = rumah. hari pameran buku.
Qa3 g ari.
el Netral Tidak Setuju Tidak Setuju Setuju Sedang
= %é e Net_\fal Netral Netral Sangat Setuju Sedang
o 35 @ Sangat Setuju Sangat Setuju Sangat Setuju Sangat Setuju Tinggi
= T =
3 fD : e = e e e .o
o 5931 §' Sangat Setuju Setuju Setuju Setuju Tinggi
= Q a
Q & & =
3 =
S8azd =
= Fg ] = Tabel 7. Data Setelah di Transformasi
1% @ = & No. Pert.1 Pert.2 Pert.3 Pert. 20 Kelas
% = » 1 3 2 2 4 Sedang
@5 5 2 2 3 3 3 5 Sedang
= g - 3 5 5 5 5 Tinggi
520 =
= JE c 911 5 4 4 4 Tinggi
5 = - inggi
23 3 . o :
c22 g untuk menghitung nilai posterior pada tahap
Z = Pemodelan Naive Bayes Classifier pemodelan.
@ ;’ a. Nilai probabilitas kelas
* @ Perhitungan probabilitas kelas (prior b. Probabilitas kondisional
% (probability)  dilakukan untuk  mengetahui Setelah menghitung probabilitas kelas,
o gproporsi masing-masing kategori minat baca langkah  selanjutnya adalah  menghitung

‘yejesew nens ueneluny neje ¥nuy uesiinuad ‘uelode| ueunsnAuad ‘yeiw | efiey uesinuad ‘uenieuad ‘ueyipipuad uebunuadey ynjun eAuey uednnbusd ‘e

Sebelum mempertimbangkan nilai  atribut.
;J)engan total 911 responden, terdapat 329 siswa
iada kategori minat baca tinggi, 501 siswa pada

ategori sedang, dan 81 siswa pada kategori
%‘endah. Probabilitas kelas dihitung menggunakan

Jrumus: *

P(Y) = (Jumlah data dalam kelas Y)

(53

. N

lii—asil perhitungan menunjukkan bahwa
robabilitas kelas Tinggi adalah :

~ P(Tinggi) = ~o2 = 03611

Probabilitas kelas Sedang adalah :

< 501
EP(Sedang) =11 0,5499

i@dangkan probabilitas kelas Rendah
adalah :*<

-Jequups uexnge

]

=L, 81
_QE(Rendah) =——=0,0889

probabilitas kondisional untuk setiap atribut.
Pada penelitian ini terdapat 20 atribut berupa butir
pernyataan skala Likert, masing-masing memiliki
nilai 1 sampai 5. Perhitungan probabilitas
bersyarat dilakukan untuk menentukan seberapa
besar peluang suatu nilai atribut muncul pada
kategori kelas tertentu (tinggi, sedang, atau
rendah). Pada tahap perhitungan probabilitas
kondisi , penelitian ini menggunakan teknik
Laplace Smoothing untuk mengatasi
kemungkinan munculnya nilai frekuensi nol pada
suatu atribut. Metode ini menambahkan konstanta
1 pada frekuensi masing-masing atribut agar
seluruh probabilitas tetap terdefinisi.

Probabilitas kondisional :
Jumlah data dengan fitur Xi dalam kelas Y
Total jumlah data dalam kelas Y

Laplace Smoothing :

Jumlah data dengan fitur Xi dalam kelasY

P(XilY) =

P(XilY) = - +1
. S . L. 911 Total jumlah data dalam kelasY + k
Nilai probabilitas ini menjadi dasar dalam proses Subtitusi nilai :
klasiﬁka§ Naive Bayes, di mana setiap kategori 21+1
minat E\aca diberi peluang awal yang P(X = 1|Rendah) = 7145 0,2895
mencerminkan distribusi data nyata. Probabilitas P(X=2|Rendah) = 0,6711
ini  selanjutnya  dikombinasikan  dengan P(X=3|Rendah) = 0, 0132

probabilitas bersyarat dari masing-masing atribut
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P(X=4|Rendah) = 0, 0132
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X=5|Rendah) =0, 0132
Selanjutnya dilanjutkan dengan
-m@hghiting seluruh probabilitas kondisional
g)aga data-atih yang telah ditetapkan.

5 ©c. Nilai prediksi
=i f’}tda tahap perhitungan nilai prediksi,
—algoritma Naive Bayes menentukan kelas minat

gaana dengan mengombinasikan probabilitas prior
u&lqg probabilitas kondisi dari setiap atribut.
E}Pr@aablli’éas prior diperoleh dari proporsi jumlah
gla@a pada masing-masing kelas, yaitu Tinggi,
LgSe.%ang, -dan Rendah. Selanjutnya, untuk setiap
ge@ondm, seluruh nilai atribut (20 butir
gpeﬁlyata@) dibandingkan dengan probabilitas
%k(@dm “pada setiap kelas. Kondisi tersebut
dmerupakan probabilitas kemunculan suatu nilai
Spada kelas tertentu yang sebelumnya telah
gdihitung;‘: termasuk  menggunakan Laplace
aSmoothing untuk mengatasi nilai frekuensi nol.

% Proses prediksi dilakukan dengan
E_fnengah&n probabilitas prior dengan hasil
dperkalian semua probabilitas kondisi berdasarkan
-hilai jawaban responden. Secara matematis, nilai
@redlkm dihitung menggunakan persamaan:

P(Y|X) o« P(Y) xnp(qu)
i=1

%ubtitusi nilai :

£P(Rendah |[Datake — 1) = 0,013 x 0,013 X
-0,013 x 0,013 x 0,013 x 0,013 x 0,013 X
0,026 x 0,0132 x 0,0132 x 0,0132 x 0,0132
S 0,0132 x 0,0132 x 0,0132 x 0,0132 x
20,0132 x 0,0132 x 0,0132 x 0,0132

&= 4,83903E-38

‘P (Sedang | Data ke-1) = 2,31151E-23

P(Tinggi" Data ke-1) = 3,84969E-09

& Setelah dilanjutkan dengan menghitung
%eluruh f}:ﬂai prediksi pada data latih yang telah
Sitetapkan,  dilakukan perhitungan  manual
gnengguffakan algoritma Naive Bayes yang
“menghasitkan nilai probabilitas dan prediksi
kelas. Ehapan ini dijadikan dasar dalam
penyusunan model prediksi minat baca.
Selanjutnya, proses perhitungan dijalankan pada
Google Colab menggunakan Python di untuk

uaw ed

membangun model prediksi yang dapat
digunak%‘ldalam proses klasifikasi data.
plementasi
Implementasi metode Naive Bayes
Classifier dalam penelitian ini dilakukan

menggunakan bahasa pemrograman Python.
Dataset kemudian dibagi menjadi data latih dan
data uji d:g:ngan beberapa skema pembagian, yaitu
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90% data latih : 10% data uji, 80% data latih :
20% data uji, dan 70% data latih : 30% data uji.

Proses klasifikasi dilakukan menggunakan
algoritma Naive Bayes, sedangkan evaluasi
performa model dilakukan menggunakan

confusion matrix untuk memperoleh nilai akurasi,
recall, dan precision.

Langkah-langkah implementasi metode
menggunakan Python adalah sebagai berikut :
1. Import modul yang diperlukan

trix, accuracy_score,

recall_score, precision_score

Gambar 2. Import Library

2. Mount Google Drive untuk mengakses
dataset

drive.mount("/con

dataset = pd.read excel('/c
dataset

Gambar 3. Mount Google Drive untuk
mengakses dataset

3. Memisahkan dataset menjadi fitur (x) dan
variabel target

dataset.iloc|:,
dataset.iloc|:

-1].values
—l].values

Gambar 4. Membagi fitur dan kelas label

4. Pemba

X train, X test, y train, y test = train test split(x, y, test size = 0.1, random state=42)

ian data latih dan data uji

Gambar 5. Membagi data latih dan data uji

5. Membuat dan melatth model Naive

Bayes

classifier = GaussianNB()

classifier.fit(X train, y train)

Gambar 6. Model Naive Bayes

e. Evaluasi
Evaluasi kinerja model dilakukan dengan
menggunakan confusion matrix untuk melihat
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) 'Lgkat ketepatan hasil klasifikasi. Pengujian

model Naive Bayes Classifier dilakukan
-m@hggunakan tiga skema pembagian data, yaitu
90710, 86:20, dan 70:30.

2 5 Pada skema 90:10 digunakan 819 data
Hatth dan 92 data uji dengan distribusi kelas uji
3e§iri dati 6 kelas rendah, 50 kelas sedang, dan
%@(elastj’;nggi, dan terdapat 3 data dengan kelas
L{gjgllggual adalah tinggi namun dikenal sebagai kelas
Es'eéhng, -Sehingga hasil akurasi yang diperoleh
geﬁgsar 96,74%, recall 97,22%, dan precision
@%1 1%.-Hasil evaluasi Confusion Matrix dengan
@eglbagi@n data 90:10 dapat dilihat pada Gambar
ol & —

Confusion Matrix (90:10)
50

Rendah
<]

True Label
Sedang
'

-20

-10

Tinggi
1
o

| g
Sedang Tinggi

Predicted Label

!
Rendah

Gambar 7. Confusion Matrix 90:10

ywnueousw edue) 1ul sin) eAiey ynin@s nej

Pada skema 80:20 menggunakan 728
Zdata latih dan 183 data uji dengan distribusi 18
ckelas rendah, 103 kelas sedang, dan 62 kelas
“inggi, dan terdapat 4 data dengan kelas aktual
3q;adalah tinggi namun dikenal sebagai kelas
gsedang, Sehingga hasil akurasi yang diperoleh
Sebesar 97,81%, recall 97,85%, dan precision
298,75%. Hasil evaluasi Confusion Matrix dengan
}embagi'g'n data 80:20 dapat dilihat pada Gambar

pd

Confusion Matrix (80:20)
100

Jeagquiny
Rendah

True Label
Sedang

- 40

-20

Tinggi
h
o

I
Sedang
Predicted Label

Gambar 8. Confusion Matrix 80:20

1
Rendah Tinggi
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Sementara itu, pada skema 70:30
digunakan 637 data latih dan 274 data uji dengan
distribusi kelas uji sebanyak 26 kelas rendah, 159
kelas sedang, dan 89 kelas tinggi, dan terdapat 4
data dengan kelas aktual adalah tinggi namun
dikenal sebagai kelas sedang, dan 1 data dengan
kelas aktual adalah sedang namun dikenal sebagai
kelas tinggi, sehingga hasil akurasi yang
diperoleh sebesar 98,18%, recall 98,29%, dan
precision 98,79%. Hasil evaluasi Confusion
Matrix dengan pembagian data 70:30 dapat
dilihat pada Gambar 4 :

Confusion Matrix (70:30)

26 0 0

Rendah
|

True Label
Sedang
|
[=]

0

Tinggi
|

|
Sedang
Predicted Label

Gambar 9. Confusion Matrix 70:30

i
Rendah

Tinggi

Hasil evaluasi menunjukkan bahwa nilai
akurasi tertinggi terdapat pada skema pembagian
data 70:30 yaitu sebesar 98,18%. Hal ini terjadi
karena jumlah data uji yang lebih banyak
dibandingkan dengan dua skema lainna. Pada
skema 90:10, jumlah data latih sebanyak 819 data
dan data uji sebanyak 92 data, dengan jumlah
kesalahan prediksi sebanyak 3 data. Pada skema
80:20, jumlah data latih sebanyak 728 data dan
data uji sebanyak 183 data, dengan jumlah
kesalahan prediksi sebanyak 4 data. Sementara
itu, pada skema 70:30 jumlah data latih sebanyak
637 data dan data uji sebanyak 274 data, dengan
jumlah kesalahan prediksi sebanyak 5 data.
Meskipun jumlah kesalahan prediksi pada skema
70:30 lebih banyak secara absolut, namun secara
proporsional tingkat kesalahan relatif lebih kecil
dibandingkan dengan skema 90:10 maupun 80:20
karena perbandingan jumlah data uji yang jauh
lebih besar.

SIMPULAN
Penelitian ini menunjukkan bahwa metode Naive
Bayes Classifier dapat digunakan untuk

mengklasifikasikan tingkat minat baca siswa
MTsN 1 Payakumbuh berdasarkan 911 data
responden yang diperoleh dari 20 butir
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0 Lrnyataan kuesioner. Pengujian menggunakan

confusion matrix yang dilakukan degan tiga
—Skgma distribusi data menunjukkan akurasi
er;esar 96,74%, 97,81%, dan 98,18%, dimana
%hasll akurasi tertinggi diperoleh pada skema
& E30. Hasil tersebut menunjukkan bahwa
-metode ~Naive Bayes Classifier berpotensi
Higunakan sebagai pendekatan dalam analisis
%zg;: baca siswa serta mendukung evaluasi
aoe&dldlkan dan pengembangan penelitian
gse%njutnya Penelitian selanjutnya disarankan
Lg?ggr dapat mengembangkan analisis minat baca
Ssiswa dengan menerapkan teknik berbeda seperti
ggll%term%sebagal pendekatan tambahan sehingga
%}ngnpu memberikan sudut pandang lain dalam
E@nemahangl pola minat baca siswa dan
Smelengkapi hasil klasifikasi yang telah diperoleh
gpada petﬁitian ini.
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