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e@eqas diynb

stl:'ak—Pe elolaan atrisi karyawan menjadi tantangan penting bagi perusahaan karena melibatkan faktor biaya, waktu, dan risiko
kﬁsa@lan dgﬁm pengambilan keputusan. Permasalahan ini memerlukan strategi bisnis data untuk melakukan prediksi yang lebih
zirl_a'_uraiterhadgp karyawan yang berpotensi mengalami pemberhentian. Penelitian ini menerapkan metode seleksi fitur Information Gain
dén ggorltm‘ﬁBackpropagatlon Neural Network (BPPN) dalam proses klasifikasi atrisi karyawan dengan tujuan meningkatkan akurasi
. dan Efisiensifilodel prediksi. BPNN dipilih karena arsitekturnya yang lebih sederhana, waktu pelatihan yang lebih cepat dan lebih stabil

k datasq‘r berukuran kecil hingga menengah. Dengan bantuan seleksi fitur Information Gain, BPNN dapat mencapai performa
tgrbaik tanpé‘..jmemerlukan arsitektur yang kompleks Dataset yang digunakan terdiri dari 35 atribut dan 1.470 data karyawan yang
© mencakup berbagai faktor seperti usia, tingkat pendapatan, dan status pekerjaan. Tahapan penelitian meliputi seleksi fitur berdasarkan
S rilai Information Gain dengan ambang batas tertentu, pembagian data menggunakan k-fold cross validation, serta pelatihan model
ﬁ‘enggunakaﬂ" BPNN dengan variasi parameter seperti learning rate dan jumlah neuron tersembunyi. Hasil menunjukan bahwa
= kambinasi Iaformation Gain dan BPNN mampu meningkatkan akurasi klasifikasi dibandingkan tanpa seleksi fitur, dengan capaian
akurasi rata‘rata tertinggi sebesar 87.28% ketika menggunakan 25 atribut terpilih, dengan konfigurasi BPNN berupa learning rate

01, 35 neuron tersembunyi, dan 50 epoch. Fitur dengan nilai Information Gain tertinggi adalah JobLevel, OverTime, MaritalStatus,
dan MonthlyIncome Penelitian ini menunjukkan bahwa pendekatan yang dilakukan berhasil meningkatkan performa prediksi atrisi
@ryawan sehingga dapat menjadi acuan dalam membangun model berbasis data yang membantu meningkatkan upaya retensi
l%ryawan
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ta Kunci: Pengurangan Karyawan; Data Mining; Information Gain; Backpropagation Neural Network; Klasifikasi

Ka
®
Abstract— Employee attrition management is a critical challenge for organizations as it involves costs, time, and the risk of decision-
r&]aklng errors. This problem requires a data-driven business strategy to achieve more accurate predictions of employees who are
potentially at risk of termination. This study applies the Information Gain feature selection method and the Backpropagation Neural
I‘§: ork (BPNN) algorithm in the employee attrition classification process with the aim of increasing the accuracy and efficiency of
the prediction model. BPNN is chosen due to its simpler architecture, faster training time, and greater stability for small to medium
sized datasets. With the assistance of Information Gain feature selection, BPNN is able to achieve optimal performance without
r%lulrmg a complex architecture. The dataset used consist of 35 attributes and 1.470 employee records covering various factor such as
a&e income level, and employment status. The research stages include feature selection based on information gain values with specific
esholds, data partitioning using k-fold cross validation, and model training using BPNN with variations of learning rates and hidden
Kcuron counts. The results show that the combination of Information Gain and BPNN improves classification accuracy compared to
raodels withQut feature selection, achieving the highest average accuracy of 87.28% when using 25 selected attributes, with a BPNN
c%nﬁguratlou_of learning rate 0.001, 35 hidden neurons, and 50 epochs. The attributes with the highest Information Gain score include
mbLevel, OVerTime, MaritalStatus, and MonthlyIncome. This study demonstrates that the proposed approach successfully enhances
tﬁ’p prediction performance of employee attrition and can serve as a foundation for developing data-driven models that support
eglployee refention efforts.

Keywords: Einployee Attrition; Data Mining; Information Gain; Backpropagation Neural Network; Classification
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1. PENDAHULUAN

Salah satu tantangan besar yang dihadapi perusahaan adalah pengelolaan kelebihan karyawan atau keputusan terkait
“pengurangan karyawan. Proses seleksi ini sangat penting karena tidak hanya memakan waktu dan biaya tetapi juga
berisiko menimbulkan kerugian jika keputusan yang diambil kurang tepat [1]. Tidak hanya memengaruhi stabilitas
. organisasi, tetapi juga menimbulkan bebas biaya rekrutmen, pelatihan, dan penurunan produktivitas yang signifikan
* karena pengambilan keputusan yang tidak berbasis data sering kali menyebabkan kesalahan strategis, seperti kehilangan
karyawan potensial dan meningkatnya turnover jangka panjang [2][3]. Pengurangan atau atrisi karyawan merupakan
hilangnya karyawan akibat faktor-faktor seperti pensiun, pengunduran diri, penghapusan jabatan, kesehatan pribadi, atau
" pemutusan hubungan kerja (PHK), menjadi tantangan tersendiri bagi manajemen. Hal ini menuntut perusahaan untuk
secara aktif memantau dan memprediksi masalah terkait SDM [4].

Menghadapi tantangan ini, pengambilan keputusan berbasis data menjadi pendekatan penting untuk memprediksi
kemungkinan atrisi karyawan [5]. Maka memprediksi kemungkinan atrisi karyawan dengan menggunakan teknik data
mining dan machine learning menjadi solusi yang dapat diterapkan. Beberapa penelitian telah memanfaatkan algoritma
seperti Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Logistic Regression, hingga Random Forest telah
digunakan untuk klasifikasi pengurangan karyawan. Seperti pada penelitian Benabou di tahun 2025 [6] yang menguji
dengan algoritma Logistic Regression menghasilkan akurasi sebesar 87.7%. Penelitian lain juga dilakukan oleh Raza [7]
yang menghasﬂkan akurasi sebesar 88% menggunakan algoritma Support Vector Machine (SVM). Namun demikian,
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hasil prediksi sangat bergantung pada relevansi dan fitur yang digunakan, sehingga diperlukan teknik seleksi fitur seperti
© Information Gain, Select K-Best, dan Recursive Feature Elimination [8].
U © 2 Pada penelitian Sari dan Lhaksamana [9] menggunakan kombinasi Information Gain dan Random Forest untuk
menghasilkan akurasi prediksi pada kasus atrisi karyawan. Hasil penelitian ini menunjukkan bahwa kombinasi kedua
metode ini mampu meningkatkan prediksi secara signifikan, dengan capaian akurasi sebesar 89,2%. Sementara itu,
penelitian Mardiana[10] mengembangkan pendekatan serupa menggunakan Naive Bayes sebagai model klasifikasi serta
Information Gain sebagai seleksi fitur. Kombinasi ini terbukti secara signifikan meningkatkan prediksi dengan
membandingkan hasil akurasi tanpa menggunakan seleksi fitur sebesar 94.15%, sedangkan dengan menggunakan seleksi
fitur Information Gain akurasi naik menjadi 96.49%. Temuan ini menunjukkan pentingnya tahapan feature selection
untuk memilih fitur yang paling informatif. Penelitian lain oleh Itqon[11] menggunakan Random Forest untuk
memprediksi tingkat employee attrition pada dataset industri rolling stock. Hasil penelitian ini menunjukkan kemapuan
algoritma Random Forest dalam mengklasifikasi Attritition dengan akurasi tertinngi sebesar 93,1%.
o =2 Selain gabungan algoritma tersebut, pengunaan jaringan saraf tiruan (Artifical Neural Network) juga menjadi
perhatian penting karena kemampuannya mengenali pola non-linear yang kompleks antar variabel. Pada penelitian
Wahyudi di tahun 2025 menerapkan algoritma Backpropagation Neural Network (BPNN) yang dipadukan dengan seleksi
fitur Information Gain untuk meningkatkan akurasi dalam proses klasifikasi. Proses pelatihan ini menggunakan parameter
learning rate sebesar 0.01 dan (16,8) hidden neurons pada satu lapisan tersembunyi (hidden layer). Hasil pengujian
menunjukkan bahwa model BPNN dengan seleksi fitur Information Gain memperoleh akurasi rata-rata 82,15% [12].
Penelitian lain yang dilakukan oleh Fauzan di tahun 2024 membandingkan algoritma BPNN, Decision Tree, dan KNN
tanpa seleksi fitur dan menemukan bahwa BPNN memberikan akurasi tertinggi sebesar 93,05% [13]. Penelitian ini
memperkuat bahwa BPNN efektif dalam klasifikasi berbasis pola, terutama ketika dioptimalkan dengan seleksi fitur yang
tepat. Penelitian serupa dilakukan oleh Khair[14] dengan menggunakan Information Gain untuk seleksi fitur pada
klasifikasi struktur tulang tengkorak yang memperoleh akurasi 93,31% menggunakan algoritma Backpropagation Neural
Network. Hasil tersebut memperlihatkan efektivitas kombinasi metode seleksi fitur pada klasifikasi dan jaringan saraf
tiruan dalam meningkatkan peforma klasifikasi.
= Berdasarkan literatur tersebut, dapat diidentifikasi adanya celah penelitian dalam penerapan algoritma
Backpropagation Neural Network dengan metode seleksi fitur Information Gain pada dataset atrisi karyawan. Sebagain
besar penelitian sebelumnya hanya menganalisis penggunaan algoritma klasik seperti SVM dan Random Forest, tanpa
eksplorasi mendalam pada jaringan saraf tiruan yang dioptimalkan dengan seleksi atribut. Oleh karena itu, tujuan dari
penelitian ini untuk menerapkan kombinasi Information Gain dan Backpropagation Neural Network dalam proses
klasifikasi pengurangan karyawan untuk meningkatkan akurasi model, efisiensi komputasi, serta mendukung
pengambilan keputusan strategis berbasis data dalam pengelolaan sumber daya manusia.

0 2. METODOLOGI PENELITTIAN

rikut Gaiflbar 1 merupakan tahapan penelitian yang dilakukan.

Preprocessing Data

Cleaning Data
- Seleksi Fitur
P lan Dat Selection Dat ~>‘ : )
@ eection Jata Information Gain
Transformation Data

Normalization Data A4
K-Fold Cross
Validation
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Implementasi dan
Evaluasi

Backpropagation
Neural Network

Kesimpulan

Gambar 1 Tahapan Penelitian

Padé_,fpenelitian ini menerapkan seleksi fitur Information Gain untuk menemukan atribut yang sangat berpengaruh
terhadap vagiabel target. Fitur-fitur yang telah diseleksi selanjutnya akan digunakan sebagai input menggunakan algoritma
Backpropagation Neural Network untuk menghasilkan model klasifikasi yang lebih efisien dan akurat. Kombinasi ini
diharapkan~dapat meningkatkan kinerja prediksi sekaligus meminimalkan kemungkinan terjadinya overfitting pada
model. Alur-lengkap tahapan penelitian ditunjukkan pada Gambar 1, yang menampilkan langkah-langkah penelitian
secara kese}ﬁruhan.

2.1 Tahapan Penelitian

=]

& Data yang digunakan untuk penelitian ini adalah dataset /BM HR Employee Attrition yang di dapatkan dari platform
= Kaggle [15]. Dataset ini berisi 1470 data dengan 35 atribut dan menggunakan bahasa Inggris, 1 atribut sebagai variabel

e
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target yanggerdiri dari dua kelas yaitu Yes dan No. Terdapat 1233 pada kelas “No” dan 237 pada kelas “Yes”pada dataset

D . %eskrlpﬁl fitur pada dataset ditunjukkan pada Tabel 1.
= 0
§ S8 ’3';_ Tabel 1. Fitur-fitur dan tipe data
=5 2
Cg =) ©»  Feature Data Type Features Data Type
= %\g;al (Usia;;' Numerical MonthlyIncome (Pendapatan Bulanan) Numerical
3_ a S Value ' . Value '
o Atfition &engunduran Diri) Categorical MonthlyRate (Tarif Bulanan) Numerical
g E c = Value Value
= @ugnessT'ravel (Perjalanan Bisnis) Categorical NumCompaniesWorked (Jumlah Numerical
g— Q@ 3 = Value Perusahaan yang Pernah Dikerjakan) Value
= @a&yRate:(fT arif Harian) Numerical Overl8 (Diatas 18 Tahun) Categorical
_§ 0 2 Value Value
@ gDeBartme% (Departemen) Categorical OverTime (Lembur) Categorical
g»_ o © % Value Value
e %lstancngomHome (Jarak dari Numerical PercentSalaryHike (Presentase Kenaikan Numerical
S Rumah) = Value Gaji) Value
o iducatlorf-\(ngkat Pendidikan) Numerical PerformanceRating (Penilaian Kinerja) Numerical
a2 Value Value
[ & WL
o ﬁEducatiorEield (Bidang Pendidikan)  Categorical RelationshipSatisfaction (Kepuasan Numerical
93?3_ g Value Hubungan Inerpersonal) Value
= ‘iEmployeeCount (Jumlah Karyawan)  Numerical StandardHours (Jam Kerja Standar) Numerical
@ = Value Value
i gﬁmployeeNumber (Nomor Numerical StockOptionLevel (Level Opsi Saham) Numerical
o 'g(aryawan) Value Value
= EnvironmentSatisfaction (Kepuasan ~ Numerical TotalWorkingYears (Total Tahun Bekerja) ~ Numerical
% Lingkungan Kerja) Value Value
Z Gender (Jenis Kelamin) Categorical TrainingTimeLastYears (Jumlah Pelatihan ~ Numerical
o = Value Setahun Terakhir) Value
8 g-lourlyRate (Tarif per Jam) Numerical WorkLifeBalance (Keseimbangan Kerja- Numerical
5 8® Value Hidup) Value
< JobInvlovement (Keterlibatan Kerja) ~Numerical YearsAtCompany (Tahun Bekerja di Numerical
S a J pany J
— Value Perusahaan) Value
= gobLevel (Tingkat Jabatan) Numerical YearsInCurrentRole (Tahun di Posisi Saat ~ Numerical
50 n Value ini) Value
b ‘FobRole (ﬁbatan Kerja) Categorical YearsSinceLastPromotion (Tahun Sejak Numerical
ShE: o Value Promosi Terakhir) Value
§ gobSatisfqgtion (Kepuasan Kerja) Numerical YearsWithCurrManager (Tahun Bersama Numerical
€ S - Value Manejer Saat Ini) Value
o PMaritalStatus (Status Pernikahan) Categorical
— 3 = Value
[4}] =
T @
e = TabéIl menyajikan daftar fitur-fitur dan tipe data dari dataset IBM HR Employee Attrition yang akan digunakan
g dalam prosES klasifikasi.
® 2.2 Prepr():cessmg Data
2 v
=: Pada tahap-preprocessing, data akan proses pembersihan, transformasi, dan penataan ulang agar data sesuai dengan
& p-prep g p p p g ag g
2 kebutuhan™analisis atau permodelan yang akan dilakukan. Langkah-langkah dalam tahap data preprocessing adalah
= sebagai berkut:
; a. CleaningyData : Tahap ini dilakukan untuk membersihkan data dari berbagai masalah, seperti nilai yang hilang
o (missingvalue) dan duplikat [16]. Apabila terdapat data yang sama atau berisi nilai kosong, data tersebut akan dihapus
g agar da‘gaset menjadi lebih bersih dan akurat untuk dilakukan proses analisis selanjutnya.
— b. Selection Data : Pada tahap ini memastikan data yang digunakan tidak memuat informasi yang berulang atau tidak
% relevanf17]. Pada penelitian ini, ada beberapa fitur seperti ‘StandarHours’, ‘Overl8’, ‘EmployeeCount’,
& dan’Eri@loyeeNumber’ yang dihapus karena hanya ID atau hanya berisi nilai yang sama.
3 c. Transformasi Data : Tahap transformasi dilakukan untuk menyiapkan dataset sebelum masuk ke proses seleksi fitur
= dan perm‘odelan yaitu dengan mengubah ke dalam format atau representasi yang sesuai untuk prosses analisis lebih
Z  lanjut agar dataset menjadi lebih sederhana tanpa kehilangan informasi penting [18]. Penelitian ini menggunakan dua
3 jenis transformasi, yaitu Label Encoding dan One-hot Encoding, yang diterapkan sesuai dengan tipe data setiap
& variabel; Pertama, pada variabel target Attrition, dilakukan label encoding untuk mengubah nilai kategorikal menjadi
2 bentuk numerik. Melalui proses ini, nilai “Yes” dikodekan menjadi 1 dan “No” dikodekan menjadi 0 sehingga target
o p ) \ gga targ
=

dapat cﬁT)lah oleh algoritma klasifikasi. Selanjutnya, untuk variabel fitur yang bersifat kategorikal seperti
—
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&

— BusinessiTravel, Department, EducationField, Gender, JobRole, MaritalStatus, dan OverTime, digunakan teknik One-
o Hot Enc ding. Teknik ini menghasilkan variabel baru dalam bentuk biner (0 atau 1) untuk setiap kategori, sehingga
Iﬁ’odel pat mempelajari informasi tanpa adanya orde atau tingkatkan pada kategori. Tahap ini memastikan bahwa
gluruhxarlabel pada dataset telah berada dalam format numerik untuk dilanjutkan ke tahap Normalisasi.

7 Normalisasi Data: Pada tahap selanjutnya akan dilakukan proses normalisasi terhadap dataset menggunakan metode
Min—Me@: Normalization agar seluruh nilai pada variabel memiliki rentang antara 0 hingga 1[19] . Tujuan dari
ormalisasi untuk mengatasi nilai dataset agar memiliki skala atau distribusi yang konsisten. Min-Max Normalization
iﬁlhltunéiJ menggunakan rumus pada Persamaan 1 berikut.

-

= X— Xmin

Xnor-m e

c 1
% Xmax— Xmin 1
=
- Pada pe amaan 1, X merupakan nilai asli dari atribut data, seperti nilai dari fitur Age. Selanjutnya, X,,;, adalah nilai
rgln itur dari seluruh data, sedangkan X,,,,, merupakan nilai maksimal dari fitur pada seluruh data. Hasil dari

[Foses il adalah X,,,,m, sebagai nilai yang sudah dinormalisasi.

-
Lcéeleks{‘iﬂ*‘itur Information Gain

|oF neje uewﬁeqas dunﬁuaufﬁum

leksi fitut’adalah istilah umum dari bidang pembelajaran mesin dan statistik dan mengacu pada proses pemilihan subset
ur yang (Q;mggap paling relevan sebelum model dibuat.[20]. Information Gain merupakan salah satu metode pemilihan
r yang banyak digunakan dalam machine learning, memproses data untuk memilih fitur yang paling relevan dengan
ngevaluasi kontribusi setiap fitur dalam mengurangi jarak dalam memprediksi target[21]. Perhitungan Information
in di mu%l dengan menghitung nilai Gain tiap fitur yang bisa dilakukan dengan persamaan berikut:

" Entropy merupakan ukuran tingkat kedikpastian pada suatu kelas, yang dihitung berdasarkan peluang terjadinya
sebuah peristiwa atau kemunculan suatu fitur tertentu.

Entropy(S) = YI' = pilog2 pi ?2)

Melakukan perhitungan Information Gain menggunakan Persamaan:

P FE ED

Gain(S,A) = Entropy(S) — Z( Entropy(Sv) 3)

Pada persamaan 2 dan 3, Gain (S,A) digunakan untuk mengukur seberapa efektif suatu fitur A dalam mengurangi
idakpastian (entropy) pada dataset. Entropy(S) merepresentasikan tingkat ketidakpastian sebelum data dibagi
rdasarkan fitur A, sedangkan Values (A) adalah kumpulan nilai yang dapat muncul pada fitur tersebut. |Sv]|
nunjukkan jumlah data yang memiliki nilai fitur v, sementara |S| adalah total keseluruhan data. Entropy(Sv) merupakan
ai entropy dari subset data yang terbentuk sesuai salah satu nilai fitur A [12]. Selanjutnya, karena jumlah data yang
ak selmbang pada variabel target dimana “Yes” lebih

K- FochCross Validation

y@.lm,ueouauf’edue], TTRS]

&

of] _a_e@

S

mMiq

fold cross validation adalah metode data mining yang mencapai akurasi optimal dengan membagi data menjadi data
ih dan data uji. Salah satu bentuk validasi silang kfold adalah membagl dataset secara acak menjadi K partisi dan
mudian d_:lju_]l K kali, dengan satu partisi digunakan sebagai data uji dan partisi yang tersisa digunakan sebagai data latih.
2]. Melalui pengujian berulang dengan setiap bagian data, pengembang mendapat umpan balik menyeluruh tentang
kekuatan dan kelemahan model, sehingga mendukung pengambilan keputusan dalam fase penyempurnaan model
berikutnya. __@3]

2.5 Metod;?‘"Backpropagation

2 uTn%TU@

Salah satu a-igoritma dari jaringan syaraf tiruan (neural network) adalah Backpropagation [24]. Algoritma pembelajaran
- yang dikenal sebagai Backpropagation ini menggunakan sistem pembelajaran terawasi (Supervised Learning), ini
biasanya d‘rt%rapkan pada perceptron dengan struktur berlapis-lapis untuk mengubah bobot-bobot yang terhubung dengan
neuron pada lapisan tersembunyi (Hidden Layer) [25]. Ada tiga lapisan di dalamnya yaitu lapisan input, lapisan
tersembuny&,\ dan lapisan output. Input Layer menerima data dari luar, data input yang dimasukkan merupakan gambaran
dari suatu masalah. Hidden Layer memproses data masukan, Output Layer menghasilkan keluaran dari data data masukan
yang telah @proses [26]. Tahapan perhitungan Backpropagation Neural Network adalah sebagai berikut:
_a. Inisialisasi parameter jaringan saraf (neural network), dilakukan dengan menetapkan jumlah neuron pada lapisan
input, lapisan tersembunyi, lapisan output, dan menentukan nilai laju pembelajaran. Jumlah neuron pada lapisan
tersemb_glnyi dapat dihitung dengan menggunakan persamaan 4.

l<m<2l @)

b. In1s1ahsas1 bobot dan bias dengan nilai acak (ambil nilai random yang cukup kecil)

Setiap unit input (Xi, i =1,2,3,.....,n) menerima sinyal xi dan meneruskan sinyal tersebut ke semua unit pada lapisan
yang ada diatasnya (Hidden Layer).

Setiap unit yang tersembunyi (Zj, j = 1,2,3,....,p) menjumlahkan sinyal bobot sinyal input pada persamaan 5 dan akan
diterapKan fungsi aktivasi untuk menghitung sinyal outputnya dengan menggunakan persamaan 6.

@

e
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T zinj& voj + Xiy = Xivij (%)
o,
mu iproses menggunakan fungsi aktivasi Re untuk menghasilkan output neuron tersembunyi :
Ke d;&ldp ggunakan fungsi ak ReLU k ghasilk p buny
=
g z; =W(Zm}) = max(0, zn;) (©6)
Fitung tiap hidden unit 2,3,..., m) yang akan menjumlahkan bobot sinyal input dengan menggunakan
gTT.lehdd vk, k = yang ak jumlahkan bob yal input deng ggunak
persamaan 7.
3 o))
E y_ l@ = Wk +Zl 1ZjWik (7)
%lanjumya akan diterapkan fungsi aktivasi Sigmoid untuk menghitung sinyal output nya dengan menggunakan
@rsamm 8.
(=
§ Yk -—f(y znk) = m (®)

%tlap lgajt Output (yk, k = 1,2,3,..., m) menerima target pola yang berhubungan dengan pola Input pembelajarannya,
hitung informasi eror-nya dengan persamaan 9.

5 %(tk — YOF ) ©)

Pada setiap unit tersembunyi (Zj, j = 1,2,3...., p) akan menjumlahkan delta inputnya (dari unit-unit yang berada pada
lapisan kanannya) dengan persamaan 10.
o

Oinj= Yk=10kWijk (10

Untuk setiap unit output (yk, k = 1,2,3,..., m) yang akan dilakukan perubahan bobot dan bias (j = 0,1,2,...,p) dengan
persamaan 11, dan setiap unit tersembunyi (Zj, j = 1,2,3,..., p) akan dilakukan perubahan bobot dan bias (i =
0,1,2,...,n) dengan persamaan 12.

due) i sin) eAIEY qmn}es‘lﬁem uewBeq’éS diynBustu Buele|iq |

wi(baru) = wy(lama) + Awy, (11)

Vij(baru) = V;;(lama) + AVj; (12)

&

ji apakah kondisi berhenti telah terpenuhi.

—.

wrnjueduawl e

mplementasi dan Evaluasi

plementasi merupakan langkah krusial dalam penelitian ini, karena pada fase inilah desain sistem diimplementasikan
ara teknis dan struktural sesuai dengan dokumentasi pengembangan. Dalam penelitian ini, proses implementasi
akukan wptuk menerapkan algoritma Backpropagation jaringan saraf tiruan yang dikombinasikan dengan metode
milihan fitur Information Gain. Seluruh proses diimplementasikan menggunakan bahasa pemrograman Python melalui
tform Ggogle Colab. Platform ini dipilih untuk memastikan pelatihan dan pengujian model yang efisien, cepat, dan
imal.

0 u

R@J

@3@

9 Langkah selanjutnya adalah fase evaluasi, di mana kinerja model yang dikembangkan diukur. Salah satu metode
avaluasi yafig paling umum untuk menilai kinerja algoritma klasifikasi adalah Confision Matrix. Berbagai proses evaluasi
y%ng dilakykan menggunakan Confusion Matrix dapat dijelaskan sebagai berikut:
gy Akurasi”

% Akurasgnenunjukkan seberapa tepat model dalam membuat prediksi yang benar, baik untuk kasus positif ataupun

negatlvg -Nilai akurasi dapat diperoleh dari persamaan 13.
® TN+TP
Accgljacy " TP+TN+FP+FN (13)

b. Precision
Precml(ﬁ merupakan metrik yang digunakan untuk menilai seberapa besar bagian dari hasil prediksi positif yang
benar—bgpar sesuai dengan kelas positif sebenarnya. Nilai dari presisi dapat diperoleh dari persamaan 14.

TP+FP (14)

PreE_tvion =
=

c. Recall =

Recall \a,d“falah metrik yang digunakan untuk mengukur seberapa besar jumlah data positif yang berhasil terdeteksi

dengan Benar oleh model dari seluruh data yang memang termasuk dalam kelas positif. Berikut persamaan yang dapat

dilakukai; untuk mernperoleh nilai recall:

Re%fl” " TP+FN

d. Fl Scor_lz_:-

(15)

neny
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Scorg) merupakan metrik yang digunakan untuk menghitung rata-rata harmonis dari nilai precision dan recall,
ing emberikan keseimbangan antara keduanya dalam mengevaluasi kinerja model. Untuk memperoleh nilai
] Scorg menggunakan persamaan 16.

g

_ 2 (Precision x Recall)

(16)

(Precision+Recall)

3. HASIL DAN PEMBAHASAN

R
u ejdigey

QS

=

|

qgs dynbuaw Bueleq °|
epEn 16unpuiig eyd@

-
ngumpulan Data

@néitian ini menggunakan dataset yang terdiri dari 1.470 data, yang terdiri dari dua kategori kelas, yaitu karyawan yang
engalami(pengurangan (Attrition = Yes) dan karyawan yang tidak mengalami pengurangan (Attrition = No). Setiap data
Iglenaliki 35 fitur yang terdiri dari beragam variabel serta faktor-faktor perusahaan yang digunakan sebagai dasar untuk

<4 .
%os(gs klasb% asi.
3R Preprocessing Data
%)

Cleaning Data : Pata tahap ini memastikan data tidak memiliki duplikat atau hilang (missing value). Berdasarkan hasil
pemeriksaan, tidak ditemukan adanya data yang duplikat atau data yang memiliki nilai kosong. Maka dari itu, tahap
Cleaning/Data dapat diselesaikan tanpa memerlukan proses penghapusan atau penambahan data.

SeleksiData : Pada tahap ini dilakukan beberapa penghapusan fitur karena tidak memberikan kontribusi terhadap
proses klasifikasi. Fitur-fitur tersebut yaitu, EmployeeCount, Overl8, StandardHours, dan EmployeeNumber yang
merupakan fitur dengan kolom yang berisi nilai yang sama sehingga tidak relevan. Setelah penghapusan fitur-fitur,
jumlah variabel berkurang dari total awal 35 menjadi 31 fitur. Hasil dari seleksi data ditampilkan pada Gambar 2.

- Tick 3
sumlah

t1are, 21)
e Oepartment Distancefromtome Fducation Educationfield Envirommentsatisfaction Gender Hourlytate JobImwolvement Joblevel Jobbale JobSatisfaction Maritalsta
5 g , _ Sws L
v ow Ves  Travel Rarsly oz sues 1 2 U Scences 2 Femae ™ 3 B = 4 s

Research & . . N 5 Reseamh

1w Mo Traved_Froquently 29 beveiopment Life Sclences 3 Mae 2 oo

Research &
Deveiopment

N ~ Laboratory
1w Ves  Traved Rarsly 1373 Techrician
Research &

Ressarch
e & 4 UieScences 4 Femae % 3 1 Resemen 3 s

8
2 2 Otter 4 Mae @2 2 1

3 m Mo Travel_Fraqusatly 1382 3

2

Research &
Deveicpnent

Laboraary

4«7 No  Travel Rarely 591 Macical 1 Mae “ 3 ) ==

Jumlah Fitur setelsh penghapusan: 31

Gambar 2. Hasil Seleksi Data

Transformasi Data : Tahap ini memastikan bahwa seluruh variabel pada dataset telah berada dalam format numerik
dan siap masuk ke proses seleksi fitur dan permodelan. Pada penelitian ini dilakukan transformasi dengan
menggunakan dua jenis transformasi, yaitu Label Encoding dan One Hot Encoding. Label Encoding digunakan pada
variabelfarget Attrition untuk mengubah nilai kategorikal menjadi bentuk numerik. Melalui proses ini, nilai “Yes”
dikode Kan menjadi 1 dan “No” menjadi 0 sehingga target dapat diolah oleh algoritma klasifikasi. Sedangkan One
Hot Encoding digunakan untuk variabel fitur yang bersifat kategorikal seperti BusinessTravel, Department,
EducationField, Gender, JobRole, Marital Status, dan Overtime. Proses ini dilakukan untuk mengubah nilai kategori
pada va':r:'iabel fitur menjadi bentuk numerik biner. Setelah melalui tahap One-Hot Encoding, jumlah fitur mengalami
peningKkatan dari 31 fitur menjadi 45 fitur, karena setiap kategori pada variabel tersebut dipisah sebagai fitur baru.
Hasil dari transformasi data yang telah dilakukan ditampilkan pada Tabel 2 dan 3.

Tabel 2. Hasil Label Encoding

:Jaquins ueyingakusw ugh ueywnuesusw edue) iul sinyBAIey Uihun

u

No Age Attrition Education ..... Monthlylncome MonthlyRate NumCompaniesWorked PercentSalaryHike
1 41 1 2 5993 19479 8 11
494 0 1 5130 24907 1 23
3 3% 1 2 2090 2396 6 15
-
1469 33‘f 0 4 2909 23159 1 11
1470 ZE 0 1 3468 16632 9 12
; Tabel 3. Hasil One-Hot Encoding
No Bué‘ir’lessTravel_Travel_Frequently BusinessTravel Travel Rarely Department Research ..... OverTime Yes
o & Development
1 - 0 1 0 1
2 o 1 1 0
3 £y 0 1 1 1
on eness  eveses
1469 = 1 0 1 e 1
1470 - 1 1
]
e

Copyright © 2025 The Author, Page 308
This Journal is licensed under a Creative Commons Attribution 4.0 International License


https://hostjournals.com/bulletincsr
https://doi.org/10.47065/bulletincsr.v6i1.922
https://creativecommons.org/licenses/by/4.0/

NVIE YISAS NIN
o1}

‘nery eysng NiN uizi edue) undede ymusq wejep Iul sijn} eAiey yninjes neje ueibeqes yeAueqiedwsw uep ueywnwnbusw Buelteq g

‘nery exsng NiN Jelem Buek uebunuadey ueyibniaw yepn uedynbuad ‘g

nuad ‘uelode| ueunsnAuad ‘yeiw| eAiey uesiinuad ‘ueneuad ‘ueyipipuad uebunuaday ¥nun eAuey uedinbusd ‘e

\n/-al

h

BULLETIN OF COMPUTER SCIENCE RESEARCH |
ISSN 2774-3659 (Media Online)

Vol 6, No 1, December 2025 | Hal 303-313
https://hostjournals.com/bulletincsr

DOI: 10.47065/bulletincsr.v6i1.922

&

£

I> Normalisasi Data : Tahap ini dilakukan karena dataset yang tersedia memiliki nilai yang berbeda-beda. Maka

ndak@bahwa proses normalisasi sudah berhasil dilakukan.

Seleksi‘Fitur Information Gain
P

@) (g'perlul%n penyesuaian agar seluruh atribut berada dalam skala yang seragam, yakni berada dalam rentang 0 hingga
o ﬂienga& menggunakan metode Min-Max Normalization pada persamaan 1. Hasil normalisasi data ditampilkan pada
S Fabel 4

Q g (@) . ..

3 = ol Tabel 4. Hasil Normalisasi Data

@ 3 1G]

(SN&L Age DailyRate Education ..... MaritalStatus Single Gender Male OverTime Yes JobRole Manager
S & 035476 0.7158 025 .. 1.0 0.0 1.0 0.0

E 2z 07380 0.1267 0.00 0.0 0.1 0.0 0.0

o 3 04523 0.9098 0.25 1.0 0.1 1.0 0.0

& o - - e

5‘1%9 0§71 0.9234 0.75 0.0 0.0 1.0 1.0

S1490 02142 0.3500 0.00 0.0 0.1 0.0 0.0

Y a

L E Hasgpada Tabel 4 menunjukkan bahwa seluruh nilai fitur sudah berada di dalam rentang nilai 0 hingga 1, yang
mend

12

2

=

Sel

eksi fiturinformation gain diawali dengan menghitung nilai entropy pada fitur A#trition dengan menggunakan
rsamaan 2] Nilai hasil perhitungan tersebut disajikan pada Gambar 3.

&

)
% » Entropy Attrition: 8.6372388928655837

11Ul SIjn) eA

Gambar 3 Hasil Perhitungan Entropy

Setelah nilai entropy diperoleh, tahap berikutnya adalah menghitung Information Gain dengan menggunakan persamaan
3 Proses ini menghasilkan skor information gain untuk setiap fitur yang dianalisis. Nilai perhitungan tersebut ditampilkan
pada Tabel 5.

o
§ Tabel 5 .Hasil Information Gain

gf Rangking Feature Score  Rangking Feature Score
; 1 JobLevel 0.034396 14 YearsAtCompany 0.013870
2 2 OverTime Yes 0.034273 15 JobSatisfaction 0.012349
o 3 MaritalStatus_Single 0.033621 16 PerformanceRating 0.011490
z 4 MonthlyIncome 0.032008 17 StockOptionLevel 0.010037
3 5 YearsInCurrentRole 0.031002 18 EducationField Technical Degree  0.008807
L 6 :’: TotalWorkingYears 0.024928 19 DistanceFromHome 0.007305
D 7 = BusinessTravel Travel — 0.024651 20 JobRole Manufacturing Director ~ 0.006959
g @ Frequently

#F 8 = Age 0.020836 21 EducationField Other 0.006124
3 9 & YearsWithCurrManager ~ 0.019865 22 JobInvolvement 0.005476
c 10 =  Education 0.018454 23 EnvironmentSatisfaction 0.005343
3 11 »° MaritalStatus Married 0.017344 24 HourlyRate 0.004728
o 12 — NumCompaniesWorked  0.017258 25 PercentSalary 0.002919

13 2  TrainingTimesLastYear  0.014880

Metéde seleksi fitur Information Gain digunakan dengan mengurutkan fitur berdasarkan nilai tertinggi. Kemudian
dikombinasikan dengan metode klasifikasi Backpropagation Neural Network. Hasil peringkat fitur berdasarkan nilai
@ Information~Gain ditampilkan pada Tabel 5, dimana fitur-fitur telah disusun mulai dari skor paling tinggi. Pengujian
S dilakukan H:é‘ngan memilih beberapa jumlah fitur yaitu, 10, 15, 20, dan 25.

konfiguasi K=5, sebanyak 1.176 data yang digunakan sebagai data pelatihan untuk membangun model, sedangkan 294
data dialokasikan sebagai data pengujian untuk menilai peformanya. Sementara itu, pada konfigurasi K=10, terdapat
1.323 data Fj}ng digunakan sebagai data pelatihan dan 147 sebagai data pengujian. Selanjutnya dilakukan pendifinisian
Feature Vegtor dan Target Variable berdasarkan fitur terbaik yang dipilih sesuai dengan nilai ambang (threshold) yang
telah ditetaél_'(an. Hasil pendefinisian serta pembagian data ditampilkan pada Tabel 6 dan 7.

Tabel 6. Hasil Pembagian data sesuai K=5

10 15 20 25
x_train (1.176, 10) (1.176,15) (1.176,20) (1.176,25)
x test  (294,10)  (294,15)  (294,20) (294, 25)
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> ® Tabel 7. Hasil Pembagian data sesuai K=10

298 I 10 15 20 25

g 8 & x_train  (1.323,10) (1.323,15) (1.323,20) (1.323,25)

= A

@ g - X test (147, 10) (147,15) (147, 20) (147, 25)

334 % ckpmpagatlon

% @)ropag\atlon dikenal sebagai metode yang sangat efektif dalam proses pelatihan jaringan saraf berlapis banyak atau
bias@ dikenal Multi-Layer Neural Network dan menjadi fondasi pentmg bagi berbagai perkembangan teknologi

lé@c%flasan-buatan Arsitektur jaringan Backpropagation pada penelitian ini dirancang berdasarkan hasil seleksi fitur
r&nggunakgn metode Information Gain pada masing-masing jumlah atribut dengan nilai tertinggi, yaitu 10, 15, 20, dan
%‘. $umlah neuron pada lapisan input disesuaikan dengan jumlah fitur yang lolos seleksi pada setiap threshold. Hidden

l egmenggunakan sejumlah neuron yang ditetapkan berdasarkan konfigurasi model pada penelitian ini, sedangkan
1g)iﬁ'n outptt terdiri dari 1 neuron untuk menghasilkan prediksi kelas A¢trition.

c g Parameter pelatihan Backpropagation yang digunakan mencakup fungsi aktivasi ReLU pada hidden layer dan
ﬁgngsi aktivasi sigmoid pada output layer, nilai learning rate (0.1, 0.01, 0.001), serta maksimum epoch sebanyak 100
1§ras1 Pros’édur pelatihan dilakukan sebanyak tiga kali untuk setiap komb1nas1 atribut dan learning rate. Setiap proses
pelatihan Iggnghasﬂkan nilai akurasi yang berbeda, kemudiam dihitung nilai rata-rata dari ketiga hasil tersebut untuk
mperole%peforma akhir dari setiap skenario seleksi fitur Information Gain.

/(J@H

Evaluggl dan Pengujian

75

gujian ini dilakukan dengan dua skenario utama, yaitu pelatihan model Backpropagation Neural Network tanpa
leksi fitur dan pelatihan model dengan seleksi fitur menggunakan Information Gain berdasarkan nilai atribut tertentu.
dua skenario ini dibandingkan untuk mengetahui sejauh mana proses seleksi fitur dapat meningkatkan performa model
am mengklasifikasikan data atrisi karyawan. Pada skenario pertama, performa model tanpa Seleksi Fitur Infromation
in, model BPNN dilatih dengan menggunakan seluruh fitur pada dataset yang menghasilkan akurasi sebesar 83%,
skipun akurasi terlihat cukup tinggi tetapi model cenderung bias terhadap kelas mayoritas karena jumlah fitur yang
sar menyebabkan noise dan menghambat kemampuan jaringan dalam mempelajari pola keluarnya karyawan. Setelah

terapkan seleksi fitur, berdasarkan peringkat Information Gain tertinggi sebesar 10, 15, 20 dan 25. Setiap model diuji
fienggunakan tiga learning rate, yaitu 0.1, 0.01, 0.001. Pada skenario ini, arsitektur Backpropagation Neural Network
gg digunakan menyesuaikan jumlah jumlah fitur yang lolos seleksi sebagai neuron pada lapisan input, sedangkan
]n;mlah neuron pada hidden layer dan output layer mengikuti konfigurasi model yang telah ditetapkan dalam penelitian
ifif. Setelah itu, pengujian nilai learning rate dilakukan pada arsitektur jaringan tersebut untuk mengeveluasi pengaruh
parameter pelatihan terhadap performa model. Evaluasi performa dilakukan menggunakan beberapa metrik, yaitu akurasi,
;%esisi, recall, dan Fl-score, yang masing-masing dihitung menggunakan Perasamaan 13 sampai 16. Hasil pengujian
sgleksi fiturdnformation Gain menggunakan K=>5 disajikan pada Tabel 8 dan K=10 disajikan pada Tabel 9.

pegs

&gl

g m Tabel 8. Hasil Pengujian Seleksi Fitur Information Gin K=5

@ No Juffilah Atribut IG  Learning Rate  Neuron Hidden Layer  Arsitektur BPNN 1 Hidden Layer ~Accuracy Rata-Rata

o 1 =10 0,1 11 10:11:1 84,15

S 2 =3 0,01 84,90

S 3 () 0,001 85,17

= 4 10 0,1 15 10:15:1 84,15
5 -] 0,01 85,10
6 i 0,001 84,90
7 ®© 10 0,1 19 10:19:1 84,22
8 0 0,01 84,97
9 = 0,001 85,10
10 = 15 0,1 16 15:16:1 85,63
11 = 0,01 84,22
12 o 0,001 85,31
13 = 15 0,1 25 15:25:1 84,29
14 o 0,01 84,56
15 & 0,001 85,99
16 - 15 0,1 29 15:29:1 83,67
17 & 0,01 84,42
18 0 0,001 84,97
19 =20 0,1 21 20:21:1 84,56
20 s 0,01 84,35
21 A 0,001 85,92
22 o 20 0,1 30 20:35:1 85,17
23 = 0,01 82,72
24 = 0,001 85,44
25 20 0,1 39 20:39:1 85,10
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0

—No Jumlah Atribut IG  Learning Rate  Neuron Hidden Layer  Arsitektur BPNN 1 Hidden Layer  Accuracy Rata-Rata
o 26 - 0,01 84,15
Tao X & 0,001 86,05
L § @ B 25 0,1 26 25:26:1 85,65
< 3 Qg L oobooll 2461,2;
§ 23 T 25 0,1 35 25:35:1 86,46
88 o 0,01 82,31
% e B = 0,001 86,80
52 g > 25 0,1 49 25:49:1 87,07
= 0,01 84,97
so2 B 0,001 86,46
c ©w 2 :
;: 5 = Tab& 8 menunjukkan bahwa akurasi tertinggi diperoleh dengan menggunakan seleksi fitur /nformation Gain
L %egar 87:07% pada jumlah atribut IG 25, dengan konfigurasi learning rate 0.1, neuron hidden 49, dan arsitektur
o ckpropagation [25:49:1].
=AY
% (ED— 5 Tabel 9 Hasil Pengujian seleksi fitur Information Gain K=10
g 5 No JquT lah Atribut IG  Learning Rate  Neuron Hidden Layer  Arsitektur BPNN 1 Hidden Layer  Accuracy Rata-Rata
© = 1 10 0,1 11 10:11:1 83,95
252 X 0,01 85,31
S 03 o 0,001 85,10
% c 4 — 10 0,1 15 10:15:1 84,90
=25 0,01 84,76
@ =6 0,001 85,24
% & 7 10 0,1 19 10:19:1 84,97
== 0,01 85,37
% D 9 0,001 84,76
:o % 10 15 0,1 16 15:16:1 83,67
© 311 0,01 85,44
= 1) 0,001 85,24
g 213 15 0,1 25 15:25:1 85,78
5 3 14 0,01 84,56
= & 15 0,001 85,24
g g_ 16 15 0,1 29 15:29:1 85,10
i 0,01 84,56
3 = 18 0,001 85,31
[} % 19 W 20 0,1 21 20:21:1 85,24
T 322 & 0,01 84,49
B @21 e 0,001 86,12
= g 22 ® 20 0,1 30 20:35:1 85,51
5 5 23 W 0,01 84,08
cESu = 0,001 86,12
% o 25 =i 20 0,1 39 20:39:1 86,39
—=.26 et o 0,01 84,29
327 ° 0,001 85,78
9728 & 2 0,1 26 25:26:1 85,65
g 29 B 0,01 85,03
= 30 a 0,001 86,94
s 31 ; 25 0,1 35 25:35:1 86,73
c 32 o 0,01 84,63
@ 33 oBY 0,001 87,28
%;_ 34 cs 25 0,1 49 25:49:1 86,39
3 35 - 0,01 84,15
= 36 w 0,001 87,07
% Tabel' 9 menunjukkan bahwa akurasi tertinggi diperoleh sebesar 87.28% pada jumlah atribut IG 25 dengan
,E konﬁgurasdearnmg rate 0.001, neuron hidden 35 dan arsitektur Backpropagation [25:35:1]. Variasi akurasi yang muncul

E pada setlapékenarlo pengujian menunjukkan bahwa performa model sangat dlpengaruhl oleh kombinasi antara arsitektur
c jaringan dan nilai learning rate yang digunakan. Pemilihan kombinasi yang tepat ini memberikan dampak langsung
S terhadap kialitas proses pembelajaran model dalam mengklasifikasikan data Attrition. Hasil ini menegaskan bahwa
2 proses tuning parameter seperti threshold Information Gain, jumlah neuron pada hidden layer, dan nilai learning rate
% merupakanzfaktor penting yang menentukan tingkat akurasi Backpropagation Neural Network. Analisis lanjutan
5 dilakukan gvaluasi peforma menggunakan Confusion Matrix untuk menganalisis tingkat ketepatan model dalam
g memprediksr kelas Attrition. Berdasarkan hasil Confussion Matrix, pada kelas “No” Attrition (0), model berhasil

mengidentiﬁkasi secara benar sebanyak 241 data sebagai True Negative. Sementara itu, pada kelas “Yes” Attrition (1),
= model berh'égllkan memprediksi secara tepat sebanyak 19 data sebagai True Positive. Namun demikian, masih terdapat

nel
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sejumlah kesalahan prediksi yaitu ada 6 data kelas “No” Attrition (0) yang salah diklasifikasikan sebagai Attrition (False
o Rysm've) S%E 28 data kelas “Yes” Attrition yang keliru di prediksi sebagai “No” Attrition (False Negative). Dari hasil
T ters@ut kita bisa mengetahui jumlah Precision 0.76, Recall 0.40, dan F1-Score 0.53 dengan menggunakan rumus pada
]grsa:maan A4, 15, dan 16. Hasil Confusion Matrix dilihat pada Gambar 4:

@

3 g 9 Confusion Matrix Model Terbaik

@ 2 o

= g— S

(g Lg ) Sg . 200

5 = B <

w C =2 150

D g_ = =

gy =

LQ Lg ;:“ 100

o ¢ g

s s S - :

Q < -50

58 Z

ca@ o

w Pred 0 Pred 1

@ = Prediksi

S D : : . y .

= ;" Gambar 4 Hasil Confusion Matrix dengan akurasi tertinggi pada pengujian Backpropagation
L

) Karena dataset yang digunakan tidak seimbang, maka dilakukan pengujian lain dengan menggunakan metode

imbalance data yaitu SMOTE. Pengujian dilakukan dengan menggunakan beberapa nilai tertinggi Information Gain dan
arsitektur B;Léckpropagation yang sama, hasil menunjukkan akurasi sebesar 89.79%.

4. KESIMPULAN

Benelitian ini bertujuan untuk meningkatkan akurasi klasifikasi pergantian karyawan dengan menerapkan Information
Guin sebagai kriteria seleksi dan algoritma jaringan saraf Backpropagation sebagai model klasifikasi. Dataset yang
digunakan merupakan IBM HR Employee Attrition dari Kaggle yang berjumlah 1.470 data dengan 35 fitur. Pada tahap
pra-pemrosesan, dilakukan penghapusan atribut dari 35 menjadi 31, selanjutnya juga dilakukan penambahan atribut
@egorikal yang dipisah menjadi atribut baru, hasil dari penambahan tersebut dari atribut 31 menjadi 45. Setelah melalui
tahap pra-pemrosesan, dilakukan seleksi fitur menggunakan Information Gain dengan mengurutkan beberapa nilai
t@tinggi hasil Information Gain yaitu 10, 15, 20, dan 25, yang masing-masing menghasilkan jumlah fitur terpilih berbeda
sg_suai tingkat informasi yang diberikan terhadap variabel Attrition. Pengujian ini dilakukan menggunakan metode K-
=: B¥ld Cross Validation dengan nilai K=5 dan K=10. Arsitektur jaringan Backpropagation menggunakan satu hidden layer
g- dengan beberapa konfigurasi jumlah neuron, serta diuji menggunakan tiga nilai learning rate (0.1, 0.01, 0.001). Hasil
= péngujian mdénunjukkan akurasi rata-rata tertinggi 87.28% dengan konfigurasi terbaik diperoleh dari 25 atribut tertinggi
o [@formatiod’ Gain, menggunakan neuron hidden 35, learning rate 0.001, dan K=10. Hasil ini membuktikan bahwa
> penerapan Tnformation Gain mampu meningkatkan performa klasifikasi dengan mengurangi fitur yang tidak relevan
s@qingga mgdel belajar lebih fokus pada variabel yang berkontribusi terhadap Attrition. Performa tersebut menunjukkan
peningkataf; signifikan dibandingkan model tanpa seleksi fitur yang hanya mencapai akurasi 84%. Evaluasi tambahan
déngan menggunakan Confusion Matrix menunjukkan model memiliki nilai Precision 0.76, Recall 0.40, dan F1-Score
@53 yang miénandakan bahwa model memiliki tingkat akurasi yang baik tetapi kemampuan dalam mengidentifikasi kelas
iinoritas Adtrition masih perlu ditingkatkan. Maka dilakukan pengujian lain dengan menggunakan metode SMOTE
sebagai penyeimbang data dengan arsitektur yang sama, hasil menunjukkan akurasi sebesar 89.79%. Variasi hasil antar
skenario menunjukkan bahwa performa model sangat dipengaruhi oleh kombinasi beberapa jumlah atribut tertinggi
Informatiof! Gain, arsitektur jaringan, dan nilai learning rate. Penelitian ini memiliki keterbatasan karena hanya
menggunakin metode seleksi fitur berbasis hubungan informasi dan ketidakseimbangan data pada dataset yang
digunakan. Oleh karena itu, penelitian selanjutnya disarankan untuk menerapkan metode penyeimbang data lain seperti,
ADASYN,atau Random Sampling untuk meningkatkan kemampuan dalam mengenali kelas minoritas. Penelitian lanjutan
juga disarankan menguji beberapa metode seleksi fitur yang lain seperti Recursive Feature Elimination (RFE), Mutual
Informauonf atau ReliefF agar dapat membandingkan efektivitas dalam peningkatan peforma model. Menguji dengan
menggunakg_n algoritma klasifikasi yang lebih kompleks seperti Random Forest, XGBost atau Deep Neural Network yang
memberikaf peningkatan akurasi terutama pada dataset dengan ketidakseimbangan kelas juga disarankan. Pengujian juga
dapat diter@\kan pada kasus perusahaan berbeda dengan data yang seim[2]bang pada masing-masing kelas.
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