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CA@tlgi(—Dia'ge_tes Mellitus (DM) adalah penyakit jangka panjang yang berpotensi menimbulkan komplikasi serius apabila tidak
g.te@et si sejakdini, sehingga diagnosis dini menjadi hal yang sangat penting. Salah satu metode yang dapat diterapkan untuk diagnosis

~dil adalah teknik klasifikasi pada data mining. Namun, proses klasifikasi sering terkendala oleh ketidakseimbangan kelas yang dapat
5m§9ugnkan Jdnerja model. Penelitian ini bertujuan untuk menganalisis pengaruh teknik penyeimbangan kelas terhadap performa
"%Bcgkpuopagaz;ft Neural Network (BPNN) dalam klasifikasi penyakit DM. BPNN merupakan bentuk Multi-Layer Perceptron (MLP)
adecﬁngan struktgy yang sederhana dan memiliki kemampuan menyelesaikan permasalahan kompleks dengan akurasi yang baik. Dataset
Syamg digunakan adalah Pima Indians Diabetes Dataset dengan total 768 data, terdiri dari 500 data non-diabetes dan 268 data diabetes.
©MEBfode pendlitian dilakukan dengan tiga skenario, yaitu tanpa penyeimbangan, Synthetic Minority Over-sampling Technique
;(SgOTE), daft Random Under Sampling (RUS). Model BPNN dirancang dengan dua variasi arsitektur (satu hidden layer dan dua
ghidden layer?,’ tiga nilai learning rate (0,1; 0,01; 0,001), serta jumlah neuron yang bervariasi. Pembagian dataset dilakukan
gmglggunakan_fﬁknik 10-Fold Cross Validation. Hasil penelitian menunjukkan bahwa penerapan SMOTE menghasilkan kinerja terbaik,
E;:_deggan rata-r@é akurasi sebesar 90,89%, presisi 91,22%, recall 90,89%, dan Fi-score 90,89% pada arsitektur BPNN dengan satu
Whid@den layer.Selain itu, arsitektur satu hidden layer terbukti lebih stabil dibandingkan dua hidden layer, terutama ketika jumlah data
-:be?k'urang akibat penerapan RUS. Dengan demikian, kombinasi SMOTE dan BPNN dengan satu hidden layer memberikan performa
“Byagg lebih baik dalam klasifikasi penyakit diabetes mellitus.

5

—

%(%a Kunci: BPNN; Ketidakseimbangan Kelas; Klasifikasi; RUS; SMOTE

_%A tract—Diabetes Mellitus (DM) is a chronic disease that can lead to serious complications if not detected early; therefore, early
odiggnosis is highly important. One of the methods that can be applied for early diagnosis is the classification technique in data mining.
gH@vever, the classification process often faces challenges due to class imbalance, which can reduce model performance. This study

Sails to analyze the effect of class balancing techniques on the performance of the Backpropagation Neural Network (BPNN) in

gélﬁsifying DM cases. BPNN is a form of Multi-Layer Perceptron (MLP) with a simple structure and the ability to solve complex

:pr;ar)lems with good accuracy. The dataset used in this study is the Pima Indians Diabetes Dataset, consisting of 768 instances, including
w508 non-diabetic and 268 diabetic cases. The research was conducted using three scenarios: without balancing, Synthetic Minority
ﬁo@psampling Technique (SMOTE), and Random Under Sampling (RUS). The BPNN model was designed with two architectural
—va#ations (one hidden layer and two hidden layers), three learning rate values (0.1, 0.01, and 0.001), and a varying number of neurons.
3The dataset was divided using the 10-Fold Cross Validation technique. The results show that applying SMOTE achieved the best
Dpemformance,gwith an average accuracy of 90.89%, precision of 91.22%, recall of 90.89%, and F1-score of 90.89% on the BPNN
oarehitecture V@h one hidden layer. Furthermore, the single hidden layer architecture proved more stable than the two hidden layers,
gesﬁbﬁcially W}ﬁh the dataset size decreased due to RUS. Therefore, the combination of SMOTE and BPNN with one hidden layer
"épr%ides bett%r)_performance in classifying Diabetes Mellitus cases.

)
gKGywords: BENN; Class Imbalance; Classification; RUS; SMOTE

w 5-

E 1. PENDAHULUAN

_%Diabetes Melitus (DM) adalah penyakit jangka panjang yang ditandai dengan peningkatan kadar glukosa darah, yang
wdisebabkan oleh gangguan dalam produksi maupun respon tubuh terhadap insulin [1]. Berdasarkan data tahun 2019, di
gseluruh dunia terdapat sekitar 463 juta penderita diabetes, dan jumlah tersebut diprediksikan akan meningkat pada tahun
=2045 hingga 700 juta kasus [2]. World Health Organization (WHO) juga memprediksi bahwa pada tahun 2030, DM
Ddiprediksi menjadi salah satu penyebab kematian utama secara global, seiring pada setiap tahunnya terdapat peningkatan
zjumlah penderita diabetes. Indonesia sendiri merupakan salah satu negara dengan jumlah penderita diabetes terbanyak
Eyang menempati peringkat keempat di dunia [3].

E Faktor penyebab utama dari penyakit ini meliputi pola hidup yang berubah, pola makan yang tidak seimbang,
Srendahnya kesadaran deteksi dini, serta rendahnya aktivitas fisik [4]. Penyakit ini ditandai dengan kondisi hiperglikemia,
=yaitu meningkatnya kadar gula darah yang disebabkan oleh gangguan produksi maupun penggunaan insulin secara efektif
‘©[5]. Apabila tidak ditangani dengan tepat, DM dapat menimbulkan komplikasi serius seperti gangguan ginjal, serangan
Gjantung, amputasi, dan kerusakan saraf [3]. Oleh karena itu, diagnosis dini menjadi langkah yang penting sebagai upaya
wpencegahan untuk meminimalkan risiko komplikasi jangka panjang [6], [7], [8].

= Diagnosis dini penyakit DM dapat dilakukan dengan memanfaatkan perkembangan teknologi data mining yang
Edapat menjadi alat yang potensial dalam membantu proses diagnosis [7]. Data mining merupakan bagian dari proses
3Knowledge Discovery in Database (KDD), yang bertujuan untuk menggali pola atau informasi bernilai dari basis data
$yang besar [9]. Salah satu teknik data mining yang banyak digunakan adalah klasifikasi, yaitu proses mengelompokkan
gdata berdasa;l_qan target tertentu [10].

;-
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Salah satu metode klasifikasi yang banyak diterapkan pada penelitian diagnosis penyakit adalah Backpropagation
Neural Network (BPNN) yang merupakan bentuk Multi-Layer Perceptron (MLP). Penelitian oleh Nurhadi, Defit, dan
urcahyo pada tahun 2025 yang menerapkan multilayer perceptron untuk mengidentifikasi demam dengue dan tifus
gmemperoleh akurasi sebesar 98,68% pada rasio data 70:30 [11]. Selanjutnya, penelitian yang dilakukan oleh Ramadani
@dan kawan-kawan pada tahun 2024 dengan mengaplikasikan BPNN dalam klasifikasi penyakit jantung koroner dan
gmencatat rata-rata akurasi mencapai 98,42% dengan perbadingan data latih 90% dan data uji 10% [12]. Penelitian lainnya
%oleh Marwati dan Fauzi pada tahun 2024 menunjukkan bahwa penggunaan BPNN dalam klasifikasi penyakit diabetes
—melitus menghasilkan akurasi sebesar 80,75% dan presisi sebesar 81,74% [1]. Sementara itu, penelitian oleh Guswanti
Sdan kawan-kawan pada tahun 2025 menggunakan backpropagation dengan nguyen widrow sebagai metode inisialisasi
‘Sbobot menghasilkan akurasi 92,11% pada learning rate 0,001 dan arsitektur BPNN [8; 9; 1] [8]. Berdasarkan hasil dari
Sberbagai penelitian tersebut, dapat disimpulkan bahwa BPNN merupakan metode jaringan saraf tiruan (JST) yang terbukti
cefektif dan mampu menyelesaikan permasalahan klasifikasi yang kompleks dengan akurasi tinggi melalui proses
;pembelajaran berulang dan penyesuaian bobot secara bertahap [13], [14].
5 R = SPada proses klasifikasi memiliki tantangan utama yang perlu diperhatikan yaitu ketidakseimbangan kelas (class
gzmbalance) Ketidakseimbangan kelas yaitu kondisi ketika distribusi jumlah data antar kelas tidak seimbang, di mana satu
Skelas memiliki data lebih besar dibanding kelas lain [15], [16]. Kondisi tidak seimbang ini membuat model klasifikasi
glebih sering memprediksi kelas mayoritas, sehingga performa klasifikasi terhadap kelas minoritas menurun [17], [18].
wUntuk mengatasi hal tersebut, digunakan teknik penyeimbang kelas seperti oversampling dan undersampling. Synthetic
SMinority Oversampling Techniqgue (SMOTE) sebagai teknik oversampling yang menunjukkan kemampuan dalam
gmeningkatkan akurasi dengan menambah sampel sintetis pada kelas minoritas tanpa menghapus data asli [19]. SMOTE
=juga efektif mengurangi risiko overfitting dan meningkatkan generalisasi model [20]. Di sisi lain, Random Undersampling
3(RUS) bekerja dengan menghapus sebagian data dari kelas mayoritas sehingga jumlah kelas seimbang [21].
Y 5 Penerapan SMOTE dan RUS telah diterapkan pada berbagai penelitian, diantaranya penelitian oleh Azhima dan
gkawan-kawan pada tahun 2024 membuktikan bahwa penggunaan SMOTE pada klasifikasi penyakit stroke dengan BPNN
=mampu meningkatkan akurasi hingga 96,14% [22]. Selanjutnya, penelitian oleh Muhidin, Danny, dan Surojudin pada
Stahun 2025 menunjukkan bahwa penerapan SMOTE pada prediksi kegagalan perangkat industri menggunakan Random
oForest menghasilkan akurasi sebesar 97% serta meningkatkan nilai presisi, recall, dan FI-score, dengan peningkatan
g;paling signifikan pada recall sebesar 21% [16]. Penelitian lainnya yang dilakukan oleh Ramadhan dan Salam pada tahun
72024 menunjukkan bahwa penerapan RUS pada klasifikasi kista ginjal menggunakan CNN mencapai akurasi sebesar
299% [15]. Selanjutnya penelitian oleh Untoro dan Yusuf pada tahun 2023 menunjukkan bahwa penggunaan RUS dengan
EDecision Tree pada dataset resolve imbal anced dapat mengatasi ketidakseimbangan data dengan nilai akurasi 76,21%,
Jpresisi 76,28%, recall 76,74%, dan f-measure 76,48% [23].
© &  Penelitian ini merupakan lanjutan dari studi sebelumnya oleh Guswanti pada tahun 2025 yang menyarankan agar
§d11akukan pengujian lebih lanjut dengan mempertimbangkan teknik penyeimbang kelas, karena ketidakseimbangan kelas
Odapat mempengaruhi performa model [8]. Menindaklanjuti hal tersebut, penelitian ini mengadopsi dua teknik
gbenyeimbang kelas yaitu SMOTE (Synthetic Minority Over-sampling Technique) sebagai teknik oversampling dan
gRandom Undersampling (RUS) sebagai teknik undersampling, yang masing-masing akan diuji dalam model klasifikasi
‘Smenggunakan BPNN. Selain itu, penelitian ini juga menerapkan teknik inisialisasi bobot Xavier (Glorot Initialization)
gyang menentukan bobot dan bias secara acak dalam rentang tertentu berdasarkan jumlah neuron pada lapisan input dan
moutput Inisialisasi Xavier terbukti efektif saat digunakan bersama fungsi aktivasi sigmoid biner [24], karena dapat
—mengurang1 risiko vanishing gradient yang membuat proses pembelajaran menjadi lambat atau terhenti. Dengan
'Uder_nlklan teknik Inisialisasi Xavier membantu menjaga distribusi aktivasi tetap stabil pada setiap lapisan jaringan.
Penelitian ini juga menilai performa model secara keseluruhan menggunakan beberapa metrik evaluasi yaitu
—presisi, recall, F1-score, dan akurasi. Dengan demikian, penelitian ini bertujuan untuk meningkatkan performa klasifikasi
a@penyakit diabetes melitus melalui penerapan BPNN dengan teknik penyeimbang kelas SMOTE dan RUS, serta
Spenggunaan nisialisasi bobot Xavier.

nuad ‘ueio

S Jo A3

2. METODOLOGI PENELITTAN

mPenehtlan 1m:ber51fat kuantitatif eksperimental yang bertujuan untuk mengevaluasi pengaruh teknik penyeimbangan data
Sterhadap performa algoritma Backpropagation Neural Network (BPNN) dalam mengklasifikasikan penyakit diabetes
—mellitus. Preses penelitian dilaksanakan melalui beberapa tahapan utama yang dilakukan secara sistematis hingga
%diperoleh hagtl evaluasi kinerja model. Tahapan penelitian ini disajikan pada Gambar 1.

@—__‘ Pengg;‘r:zulan Preprocessing Data Penyeimbangan Kelas
Pemodelan Pembagian data dengan
G\el@(— Evaluasi Backpropagation Neural o teknik K-Fold Cross
Network (BPNN) Validation

Gambar 1. Tahapan Peneitian
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2.1 Pengum ulan Data

qu@a peneh ini, dataset yang digunakan adalah Pima Indians Diabetes Dataset, yang diperoleh dari platform Kaggle
“pada &hutan??tps://www.kaggle.com/datasets/jamaltariqcheema/pima-indians-diabetes-dataset. Dataset ini terdiri dari
=7/ (E*[a yang terbagi menjadi 268 data pasien diabetes dan 500 data pasien non-diabetes. Setiap data memiliki 8 atribut
cdéA don 1abq1)klas1ﬁka31 yaitu diabetes dan non-diabetes. Daftar atribut pada dataset ditampilkan pada Tabel 1.

menunjukkan pasien menderita diabetes.

5

@
@

&g =

E § §, 'E’._ Tabel 1. Daftar Atribut pada Dataset

D Mo @ Atribut Deskripsi

%’ ﬁ SP reﬁqncies Jumlah kehamilan yang pernah dialami oleh pasien.

c 2 2 Glucose Konsentrasi plasma glukosa 2 jam setelah dilakukan Oral Glucose Tolerance Test
=823 =~ (mg/dl).

: ® & Blood Pressure Tekanan darah diastolik pasien yang diukur dalam satuan mm/Hg.

K 4 a Skznzzckness Ketebalan lipatan kulit trisep yang diukur dalam milimeter (mm).

o D é I Kadar insulin serum 2 jam setelah uji dalam satuan mikro unit per mililiter (mu U/ml).
= 6£ BM, = Indeks Massa Tubuh pasien, dihitung berdasarkan berat badan (kg) dibagi tinggi badan
e =t w kuadrat (m?).

-3 E.  Diabgles Pedigree  Nilai yang merepresentasikan riwayat diabetes pada keluarga serta hubungan genetik
e = Fun®ion dengan pasien. Semakin tinggi nilainya, semakin besar kemungkinan pasien menderita
ey A diabetes.

& Ageq Usia pasien dalam tahun.

= 90_:? Outcome Variabel target, dengan nilai 0 menunjukkan pasien tidak menderita diabetes, dan 1

B =

52 EP

reprocessing Data

mTBlap preprocessing adalah langkah untuk memastikan kualitas data dan konsistensi data sebelum digunakan dalam
_Dpeﬁlodelan [25]. Pada penelitian ini, tahap preprocessing data meliputi:

32 31 Pembersihan Data

‘u

sijnua

mLangkah ini bertujuan untuk menangani data yang hilang (missing value), noise data, serta memastikan konsistensi dan
,:reévanm data [14]. Dalam penelitian ini, dilakukan pengecekan terhadap duplikasi data dan data yang hilang (missing
gva%ws) Jika ditemukan data duplikat, maka data tersebut akan dihapus. Sementara itu, missing value diatasi dengan
Np@glsmn menggunakan nilai rata-rata (mean) untuk meminimalkan potensi bias pada dataset yang berukuran kecil.

32 gZ Transformasi Data

@
_“DT@nsforma mdata dilakukan untuk menyesuaikan format atau skala data supaya sesuai dengan kebutuhan pemodelan,
Wsegmgga dapat meningkatkan kinerja algoritma yang digunakan [26]. Pada penelitian ini, tidak dilakukan transformasi
“ébeﬁluk data karena seluruh atribut dalam dataset sudah berbentuk numerik dan sesuai dengan format yang dapat langsung
Zdiffroses oleflmodel. Selanjutnya, normalisasi dilakukan pada tahap ini agar setiap fitur berada pada skala yang seragam,
pyaitu dalam gentang 0 sampai 1. Penelitian ini menerapkan teknik Min-Max Normalization [8], sebagaimana ditunjukkan

Epaia Persanidan (1).
(@]
' x—min(x)

2
= x =‘nax(x) min(x)

(1)

‘uelode

oDimana x' ﬁerupakan hasil normalisasi, x merupakan data asli, max(x) merupakan nilai maksimum pada atribut,
Zimm(x) me@akan nilai minimum pada atribut.

"’2 3 Tekmk\g'enyelmbang Kelas

IjInua

??Dlstrlbum k&qs pada dataset menunjukkan ketidakseimbangan antara kelas mayoritas (non-diabetes) dan kelas minoritas

=

;(dlabetes) Untuk mengatasi hal tersebut, dua teknik penyeimbangan digunakan:
=

%2.3.1 SMOTE (Synthetic Minority Oversampling Technique).

= Y

SSMOTE ad#lah teknik oversampling yang menghasilkan data sintetis pada kelas minoritas dengan memanfaatkan

Ekedekatan r sampel [26]. Pemilihan SMOTE didasarkan pada kemampuannya menambah jumlah data minoritas tanpa

mmenguranglmnformam kelas mayoritas, sehingga distribusi data menjadi lebih seimbang. Secara matematis, proses
pembentukan--data sintetis dalam SMOTE dapat dirumuskan pada Persamaan (2) [27].

&

= xb =§+u(x - x) ()

gDimana xb d8alah data sintetis, yk adalah data tetangga terdekat, 1, adalah bilangan acak antara 0 dan 1, x adalah data

w. .
akelas minoriths.

o
=

nery
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2.3.2 RUS (Random Undersampling)

mR@dmam un%sampling (RUS) adalah teknik undersampling yang secara acak mengurangi sebagian sampel dari kelas
ngyoﬁtas higgga diperoleh distribusi data yang lebih seimbang [28]. Metode ini dapat membuat model lebih fokus
gmglggnah pola kelas minoritas tanpa mengabaikan kelas mayoritas, sekaligus mengurangi risiko overfitting dan
Enfgngrcepaﬁ proses pelatihan [15].

EZ 2 Iﬁgi?old'@mss Validation

gPéelalan 1n£?menggunakan 10-fold cross validation sebagai teknik untuk membagi data. Pada setiap iterasi, satu subset
%défg dIgunaﬁn untuk pengujian, sementara sembilan subset sisanya dlgunakan untuk pelatihan. Proses ini berlangsung
Csega k 10kali hingga seluruh bagian pernah berperan sebagai data uji satu kali dan data latih sembilan kali. Salah satu
Ek@n ulan Fenggunakan k-fold cross validation adalah kemampuannya dalam meminimalkan risiko overfitting, karena
?'?mgd dilatfit dan diuji menggunakan berbagai kombinasi data [29]. Alur kerja dari /0-Fold Cross Validation
adiflusirasikarpada Tabel 2.

T oo

% § @ wn Tabel 2. Alur Kerja 10-Fold Cross Validation [30]

| g 5 Foldl 1 2 3 4 5 6 7 8 9 10
S e =  Fold2 | 1 2 3 4 5 6 1 8 9 10
Q x o Fold3 = 1 2 3 4 5 6 7 8 9 10
a .= Py Fold4 = 1 2 3 4 5 6 7 8 9 10
2 Q© Fold5 = 1 2 3 4 5 6 7 8 9 10
= = c Fold6 = 1 2 3 4 5 6 7 8 9 10
o = Fold7 = 1 2 3 4 5 6 7 8 9 10
. Fold8 = 1 2 3 4 5 6 7 8 9 10
e 3 Fold9 =1 2 3 4 5 6 7 8 9 10
S Fold10 1 2 3 4 5 6 71 8 9 10
-_Kglerangan:

@ : Data Training

= : Data Testing

m2 §Pemodelan BPNN

sB(%:kpropagatlon Neural Network (BPNN) merupakan metode pembelajaran terawasi yang terdiri atas tiga lapisan utama,
DvfRu lapisan input, lapisan hidden, dan lapisan output [14]. Setiap lapisan jaringan terdiri dari neuron-neuron yang
Sterhubung dengan bobot (weight), dan bobot tersebut diperbarui secara berulang dalam tahap pelatihan [31]. Jumlah

gn%ron padadgzdden layer dapat ditentukan menggunakan Persamaan (3) [22].

=)
i é_ i< r&:..< 2i (3)
=
EDEnana m mue)rupakan neuron hidden dan i merupakan neuron input. Salah satu arsitektur BPNN yang digunakan disajikan
mgp%a Gambar2.

n

=

3

o

@

output layer

/

input layer

hidden layer

Gambar 2. Arsitektur BPNN

selw mens uenelun neje ynuy uesiinuad ‘uelode| ue
se)| JIIeAg ue}lng jo A}ISIaATU() dTUIE

Gambar 2 menunjukkan salah satu arsitektur BPNN yang digunakan, terdiri atas 8 neuron pada lapisan input, 9
Eneuron hidden layer , dan 1 neuron pada lapisan output. Delapan neuron pada lapisan input merepresentasikan delapan
:ﬁtur pada dﬁaset sedangkan sembilan neuron pada lapisan tersembunyi diperoleh berdasarkan Persamaan (3). Satu

neuron padep-ilaplsan output digunakan untuk menghasilkan keluaran berupa klasifikasi biner, yaitu diabetes atau non-
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%

=

iabetes. Kemudian, antar lapisan dihubungkan dengan bobot dimana v antara input—hidden dan w antara hidden—output
a SebeldR proses pelatihan dimulai, bobot awal jaringan diinisialisasi menggunakan metode Xavier. Metode ini

ge-gnsmlm bobot dan bias secara acak pada interval tertentu berdasarkan jumlah neuron pada lapisan input dan
Runﬁis perhitungan inisialisasi Xavier ditunjukkan pada Persamaan (4).

[l
W~§"[ Jreni Jrcni @

5 Dlm:ma W adalah bobot yang akan diinisialisasikan, U adalah distribusi uniform, n; adalah jumlah neuron pada

::layzxarm belumnya, n;,, adalah jumlah neuron pada layer berikutnya, dan /6 adalah nilai konstan dari xavier initialization.
oOPfsesy pelat-rhan BPNN dilakukan melalui tiga tahap utama, yaitu propagasi maju (feedforward), propagasi balik
E(bgckgropa@zon) serta pembaruan bobot dan bias [8]. Parameter pelatihan yang digunakan dalam penehtlan ini meliputi
;fdgg@ aktivasi sigmoid, jumlah epoch maksimum sebanyak 1.000, target error sebesar 0,01, serta variasi learning rate
c':-5(0,:1, $.01; 0;001) serta optimasi menggunakan Adam. Adam melakukan pembaruan bobot secara adaptif dengan
'gmgl}ﬁ'sualkﬁ learning rate selama proses pelatihan [33]. Optimizer Adam dipilih karena memiliki adaptive learning
ara‘t'e Bengary;nenggabungkan keunggulan Momentum dan RMSProp, sehingga mampu mempercepat konvergensi,

Lgmel:nguranglsi:lngkat kesalahan prediksi, dan menjaga stabilitas pelatihan [34].

o)
=
_UZ g,Evaluask

—
5]

ey uednnﬁu%d ‘e
npuijiqg e &.

nnbusw ﬁu

SE@luasi d11 ukan untuk mengukur kemampuan model BPNN dalam mengklasifikasi data secara tepat. Pengukuran

rja dilakukan menggunakan Confusion Matrix , yang berisi nilai True Positive (TP) , False Positive (FP) , True
@V@ative (Tg) , dan False Negative (FN), yang merepresentasikan jumlah hasil prediksi yang tepat dan yang salah pada
Pdaga vji [14]. Dari confusion matrix, terdapat beberapa metrik evaluasi yang digunakan sebagai berikut:

® =2 TP+TN

S ~ Akurasi= ———— (5)
o} g TP+TN+FP+FN

= o

0 ® e —

) = Presisi ey (6)
T @

© S | TP

E. 2 Recall = e 7
g. é F1 score = 2 x(pre'si.si Xrecall) (8)
3 3 presisi+recall

3B

&=

= g': 3. HASIL DAN PEMBAHASAN

3 l

%3 gDeskrlpEbDataset

BP%lehtlan i menggunakan Pima Indians Diabetes Dataset yang terdiri dari 768 sampel dengan delapan atribut, dan
Slapel target dabagl menjadi dua kelas, yaitu kelas 0 yang menunjukkan pasien tidak menderita diabetes, dan kelas 1 yang
Cmgmnjukkaa‘paswn menderita diabetes. Kelas 0 berjumlah 500 sampel, sedangkan kelas 1 berjumlah 268 sampel.
SDmtribusi infmenunjukkan adanya ketidakseimbangan kelas, di mana kelas mayoritas lebih dominan dibandingkan kelas
c‘Jmﬁlorltas Tabel 3 menyajikan parameter pengukuran diabetes pada masing-masing atribut yang digunakan dalam
Ep%.ehnan inf;"Nilai Outcome merupakan label target klasifikasi dengan nilai 0 untuk pasien tidak menderita diabetes dan
'8! Bntuk pasiga menderita diabetes.

_g E Tabel 3. Parameter Pengukuran Dataset
ke
@ ® . Diabetes
= -
€ No Preghancies Glucose Bigpd Skm Insulin  BMI Pedigree Age Outcome
@ = Pressure Thickness AW N
i_ 1 06 148 72 35 169,5 33,6 0,627 50 1
= Hm“l 85 66 29 102,5 26,6 0,351 31 0
;r 3 =8 183 64 32 169,5 23,2 0,672 32 1
B ... -
= 768 §1 93 70 31 102,5 304 0,315 23 0
=
§3.2 Hasil P@rocessmg Data

)

3Preprocessir£ data pada penelitian ini memuat tahapan pembersihan data dan transformasi data. Hasil dari tahap
gpembersiharrdata menunjukkan bahwa tidak ditemukan data duplikat maupun nilai kosong (missing values) dalam
£dataset. Dengan demikian, tidak ada data yang perlu dihapus dan seluruh data dapat digunakan secara utuh. Selanjutnya,
Skarena semua atribut dalam dataset sudah berbentuk numerik, tidak dilakukan transformasi tipe data. Namun, untuk
o

mmemastlkan ahwa setiap fitur berada pada skala yang sebanding, dilakukan proses normalisasi menggunakan metode
Wll’l -Max a%lallzatlon pada Persamaan (1). Hasil normalisasi pada Tabel 4 menunjukkan bahwa seluruh nilai atribut
“telah beradafdalam rentang 0 hingga 1.
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Tabel 4. Hasil Normalisasi Data

» Ox . Diabetes

U NS Preg:pancies Glucose Blood Skm Insulin BMI Pedigree Age

®© 3T Pressure Thickness .

a3 = = Function

= bl 9 035294 0,67096 0,48979 0,30434 0,18689  0,31492 0,23441 0,48333

E' % 5 085882 0,26451 0,42857 0,23913 0,10637 0,17177 0,11656 0,16666

3_ 3 g’ 0%‘7058 0,89677 0,40816 0,27173 0,18689  0,10429 0,25362 0,18333
=

% %8; 085882 0,31612 0,46938 0,260862 0,10637  0,24948 0,10119 0,033333
®© 3 =

5_3.§ I-é'sil Penyeimbang Kelas

E € a

“S&elah tahdp preprocessing selesai, dilakukan penyeimbangan distribusi kelas pada dataset. Hasil penyeimbangan

day
g
U

ggi berikZut:

nga

asve)

o

. .II%MO’EE (Synthetic Minority Over-sampling Technique)

ebul

Pada peneligan ini, penerapan SMOTE berhasil menambah jumlah sampel pada kelas 1 hingga seimbang dengan kelas
go,gzaitu masihig-masing sebanyak 500 sampel. Dengan demikian, total data setelah proses SMOTE menjadi 1.000 sampel.
gV' alisasi distribusi data sebelum dan sesudah penerapan SMOTE diperlihatkan pada Gambar 3 dengan menggunakan

Ssegtter plot.;_q

Qo
[ =4 - Distribusi Data Sebelum SMOTE Distribusi Data Sesudah SMOTE
_: C?) 0.8 Outcome o8 . Outcome
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3.2.2 Random Und 1
® §.2 anddin Undersampling

EPaﬁa penelitfan ini, jumlah data pada kelas 0 dikurangi hingga seimbang dengan jumlah kelas 1, yaitu 268 sampel.

gAgbatnya, ta kelas mayoritas yang tidak terpilih akan diabaikan dalam proses pelatihan. Total data setelah RUS
gm@njadi 536Gsampel. Visualisasi distribusi data sebelum dan sesudah penerapan Random Undersampling diperlihatkan

|

0.8

06

niens uenelun neje )iy uesinuad ‘uemdgé
M JiieAg uejng jo AJISIaAIu()

w

Engpendekatam

a@.a Gambgr,4 dengan menggunakan scatter plot.
@

Distribusi Data Sebelum Random Under Sampling

Distribusi Data Sesudah Random Under Sampling

- Outcome

0.8

0.6

A
(s
0.4 .: * 2. . . 0.4 ' H F " ..
we "2, ° s e .
4% _.2." . . o 8 e, .
el e, o tel e O TS
02 ©oiy o, Be g G e . 0.2 oo BBy *e ;,:' .
Pty ) M 5 Ten®?," % (R
' " am S0 e, F 1 A ) te @
. et A - ='-t\'-»"".' et o
1 N T D My I 0.0 SRt e e S Ve
00 00, 0y v, Y . e .
CRTE IS S . ale L e B
L TP L o A R P IO TR
02 L - it T 02 . *% =

-0.4

—0.6

- Outcome

-0.4 -0.2 0.0 0.2 0.4 0.6 [:X:]

Gambar 4. Distribusi Data Sebelum dan Sesudah Random Undersampling

Perbandingan jumlah dataset sebelum dan sesudah penyeimbangan kelas ditunjukkan pada Gambar 5. Hasil
Stersebut memperlihatkan bahwa baik SMOTE maupun RUS mampu mengatasi ketidakseimbangan kelas, namun dengan
%?ng berbeda. Teknik SMOTE menambah sampel sintetis pada kelas minoritas sehingga jumlah data menjadi

Sseimbang, sbdangkan RUS mengurangi jumlah data pada kelas mayoritas agar sesuai dengan jumlah data pada kelas
z 2y

minoritas.
o
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- T ® Perbandingan Jumlah Dataset Sebelum dan
2 Sesudah Penyeimbangan Kelas
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'_U i o) alz 600
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E @ =2 © % 200
= {g g’ — 3
o c 3 QO 100
L =@ 0
\2 = = 3 Dataset Asli Dataset Sesudah SMOTE Dataset Sesudah RUS
® 33 = . _
g g % == Diabetes M Non-Diabetes
cea 7 , ,
D ¢ Gambar 5. Perbandingan Jumlah Dataset Sebelum dan Sesudah Penyeimbangan Kelas
3 =
-‘%;3 g-l—ﬁsﬂ Pambagian Data Latih dan Data Uji
=
3 em‘rﬁglan fataset ke dalam data latih dan data uji dilakukan melalui metode 10-Fold Cross Validation. Skema ini
%mgmbag1 daﬁ menjadi sepuluh subset berukuran sama, lalu secara berulang satu subset dipakai sebagai data uji, sementara

Ssembilan lainnya dipakai untuk pelatihan. Proses ini diulang sebanyak sepuluh kali agar setiap subset pernah digunakan
mse%gai dat® uji satu kali. Penerapan 10-Fold Cross Validation dilakukan setelah proses penyeimbangan kelas
gn&ggunaka‘ﬁi SMOTE dan RUS. Dengan demikian, metode ini diterapkan pada tiga skenario, yaitu tanpa
%@_yeimbangén, dengan SMOTE, dan dengan RUS. Seluruh subset data pada proses validasi berasal dari dataset yang
telah disesuaikan pada masing-masing skenario, sechingga pembagian data latih dan data uji dilakukan secara konsisten
_“Dbeffdasarkan hasil penyeimbangan awal.

o=t

33 gHasﬂ Pemodelan BPNN

uad

SNEdel dikembangkan menggunakan Backpropagation Neural Network (BPNN) dengan dua konfigurasi arsitektur, yaitu
Zsaf hidden layer dan dua hidden layer. Jumlah neuron pada masing-masing layer bervariasi dimana neuron pada input
glayer berasal dari atribut. Jumlah neuron pada hidden layer dihitung menggunakan Persamaan (3) dengan tiga skenario,
:g/altu nilai terdekat, nilai tengah, dan nilai tertinggi dari perhitungan.Pada output layer, jumlah neuron ditentukan sesuai
gd@gan jumlah kelas pada data target. Parameter jaringan yang digunakan adalah fungsi aktivasi sigmoid, jumlah
Z’ma(mmum iterasi (epoch) sebesar 1.000, target error 0,01, serta variasi learning rate (0,1; 0,01; dan 0,001) dengan

mo@mmer Adam. Bobot dan bias diinisialisasi menggunakan metode Xavier (Xavier Initialization) dengan Persamaan (4).
E._JS.Q'Evaluam Performa Model

EPc'ﬁgujian model dilakukan dengan mengevaluasi setiap konﬁgurasi BPNN pada berbagai kombinasi learning rate (0,1;
20 1 0 001)—rdan jumlah neuron yang berbeda. Selain itu, pengujian dilakukan pada tiga skenario data yaitu tanpa
:pagyelmbang— dengan SMOTE (Synthetic Minority Over-sampling Technique), dan dengan RUS (Random Under
<Sdapling). _

g:J3 81 BPNN;;lengan Satu Hidden Layer

:’P@a ars1tek§r BPNN dengan satu hidden layer, performa terbaik tanpa penyeimbangan kelas diperoleh pada konfigurasi
-Sdeggan learfiing rate 0,001 dan 12 neuron pada hidden layer dengan akurasi sebesar 93,42%, presisi 92%, recall 94%,
gdaﬂ Fl-score93%. Penerapan SMOTE mendapatkan konfigurasi terbaik pada learning rate 0,1 dengan 9 neuron hidden,
::menghasﬂkﬁ akurasi 95%, presisi 95%, recall 95%, dan Fl-score 95%. Sementara itu, penerapan RUS menunjukkan
operforma telﬁalk pada konfigurasi dengan learning rate 0,1 dan 9 neuron hidden, serta konfigurasi dengan learning rate
30,1 dan 12 7guron hidden yang memberikan nilai sama, yaitu akurasi 92,45%, presisi 93%, recall 92%, dan FI-score

%92%. Hasil \a{jk'urasi untuk setiap skenario pada arsitektur BPNN dengan satu hidden layer ditampilkan pada Tabel 5.
i_ o Tabel 5. Hasil Akurasi BPNN dengan Satu Hidden Layer
) —ry
; U Learning Jumlah neuron Tanpa Dengan Dengan
O E_ rate hidden penyeimbangan (%) SMOTE (%) RUS (%)
c 5 0l 9 85,53 95 92,45
= = 12 86,84 88 92,45
o & 15 89,47 90 84,91
2 » 0,01 9 88,16 91 84,91
® - 12 89,47 87 90,57
5] = 15 88,16 94 81,13
£ s 0,001 9 88,16 92 88,68
3 ) 12 93,42 90 92,45
g = 15 92,11 91 86,79
f‘:} E Rata-Rata 89,04 90,89 88,26
o
c
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3.6. 2:IEPNN dengan Dua Hidden layer

szﬁa srsitektur BPNN dengan dua hidden layer, performa tertinggi tanpa penyeimbang diperoleh pada konfigurasi
-dearn@g ratg,0,1 dan jumlah neuron hidden 12-15 dengan akurasi 93,42%, presisi 93%, recall 93%, dan F'I-score 93%.
:JSI%O&E menghasilkan performa terbaik dengan akurasi 93%, presisi 93%, recall 93%, dan Fl-score 93% pada
ck@lﬁguram dearning rate 0,1 dan neuron hidden 15-9. Sementara itu, RUS menghasilkan performa tertinggi dengan
Ea@raﬁl 94,34%, presisi 94%, recall 94%, dan F'l-score 94% pada konfigurasi learning rate 0,1 dan neuron hidden 12—
318}]3'511 akm-as1 untuk setiap skenario pada arsitektur BPNN dengan dua hidden layer ditampilkan pada Tabel 6.

=i
§ 5 % = Tabel 6. Hasil Akurasi BPNN dengan Dua Hidden Layer
(/5]
2 ‘E"-_Ipzaming:rate Jumlah neuron hidden Tanpa penyeimbangan (%) Dengan SMOTE (%) Dengan RUS (%)
=8 @ 0I1x 9-12 90,79 88 92,45
2 = 12-15 93,42 92 94,34
T8 = 15-9 88,16 93 88,68
@ 2 é 0,0F 9-12 90,79 90 81,13
=9 ‘C” 12-15 84,21 89 81,13
= = PP 15-9 88,16 88 81,13
_g S 0,008 9-12 90,79 92 86,79
ez 2 12-15 92,11 90 84,91
ey A 15-9 90,79 91 86,79
2o o  Rata-Rata 89,91 90,33 86,37
Q C
=S Tabei:S dan Tabel 6 memperlihatkan bahwa kinerja Backpropagation Neural Network (BPNN) bervariasi
“pteizantung pada konfigurasi jumlah hidden layer dan teknik penyeimbangan kelas yang digunakan. Pada skenario tanpa
apéﬁyeimbangan arsitektur BPNN dengan dua hidden layer memperoleh rata-rata akurasi sebesar 89,91%, sedikit lebih
Sfl o gi dibandingkan arsitektur satu Aidden layer yang mencapai 89,04%. Perbedaan yang relatif kecil ini menunjukkan
,Jb;g wa penambahan hidden layer tidak memberikan peningkatan performa yang signifikan, karena kompleksitas data

u§

g rendah sudah dapat ditangani dengan satu hidden layer.

Pada skenario dengan SMOTE, kinerja kedua arsitektur relatif setara, yakni 90,89% untuk satu hidden layer dan
3% untuk dua hidden layer. Hal ini mengindikasikan bahwa teknik oversampling melalui SMOTE mampu
mglyelmbangkan distribusi kelas sehingga proses pembelajaran model menjadi lebih optimal. Sebaliknya, penerapan
ZREIS justru menurunkan akurasi, terutama pada arsitektur dua hidden layer yang hanya mencapai 86,37%, dibandingkan
Qsaﬁl hidden layer dengan 88,26%. Penurunan ini disebabkan oleh berkurangnya jumlah data akibat undersampling,

ngga sebagian informasi penting hilang dan kemampuan generalisasi model melemah. Secara keseluruhan,
§pe§band1ngan rata-rata akurasi pada setiap skenario ditunjukkan pada Gambar 6.

synuag
n@eo

ue

<]

:T (E re
B ﬁ Perbandingan Rata-rata Akurasi BPNN per Skenario
g
=
< £ 92,00% 90,89%
E : 0 89,00% " ey
: 9 7’
S a0 ’ 88,26%
3 5 5 88,00%
= > ’ o 0,
oz 2}‘ 86,37% M Satu Hidden Layer
o g 86,00%
2 Dua Hidden Layer
g 84,00%
:c Tanpa Penyeimbangan SMOTE RUS
@
= Skenario
aT
g -~
= & Gambar 6. Perbandingan Rata-Rata Akurasi BPNN per Skenario
= BerdaSarkan Gambar 6, teknik SMOTE memberikan akurasi tertinggi pada semua konfigurasi arsitektur yang

ele

~diuji, menunjukkan bahwa metode oversampling lebih efektif dibandingkan tanpa penyeimbangan atau dengan
Cundersamplmg. Keunggulan SMOTE terletak pada kemampuannya menambah data minoritas tanpa mengurangi data
Emayoritas, s€hingga informasi tetap utuh. Sebaliknya, RUS justru mengurangi data mayoritas sehingga sebagian informasi
2hilang. Sela@ itu, arsitektur dengan satu hidden layer terbukti lebih stabil pada seluruh skenario, khususnya ketika jumlah

Ddata berkura&lg akibat RUS. Stabilitas ini dipengaruhi oleh struktur model yang lebih sederhana dan jumlah bobot yang
wleblh sedlkll';;@ehlngga meskipun data berkurang, model tetap dapat belajar dengan baik dan menghasilkan kinerja yang
,,,kon51sten Sementara itu, arsitektur dengan dua hidden layer cenderung lebih sensitif terhadap perubahan jumlah data dan
Cberpotensi mengalami overfitting karena memiliki lebih banyak parameter, terutama jika data sintetis yang dihasilkan
mterlalu mirip-dengan sampel asli.

n_: Tahaa berikutnya dalam evaluasi kinerja model diterapkan confuszon matrix dengan menghitung nilai presisi,
Srecall, dan F#tscore pada Persamaan (6) hingga Persamaan (8). Metrik ini dipilih karena lebih representatif dalam menilai
: =

o

c
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performa klasifikasi pada data medis yang tidak seimbang dibandingkan hanya menggunakan akurasi. Rata-rata hasil
eva u%i dit@pilkan pada Tabel 7.

o
Y § _g. § Tabel 7. Rata-Rata Hasil Evaluasi Kinerja Model BPNN

cé § g : Jumlah Hidden Layer Skenario Presisi (%) Recall (%) F1-Score (%)

=3 '5-'- = 1 Tanpa Penyeimbang 88,22 88,22 88

i S = = SMOTE 91,22 90,89 90,89

=23 o RUS 88,44 88,11 88,22

g 5 = 3 2 Tanpa Penyeimbang 88,78 89,78 89,22

o % 3 - SMOTE 90,67 90,33 90,33

é_ § é = RUS 86,67 86,33 86,33

: §' &Tabel7 menunjukkan bahwa penerapan SMOTE konsisten menghasilkan nilai presisi, recall, dan Fl-score yang
glegh dinggi~dibandingkan tanpa penyeimbang maupun RUS. Pada konfigurasi satu hidden layer, SMOTE mencapai

gprgsiﬁ 91,22%, recall 90,89%, dan Fl-score 90,89%. Temuan ini menunjukkan bahwa penggunaan SMOTE dapat
Smgningkatkait kemampuan model dalam mengenali kelas minoritas dengan baik dan tetap mempertahankan nilai presisi.
%S@aliknya, @ilai terendah diperoleh pada skenario RUS dengan dua hidden layer, yaitu presisi 86,67%, recall 86,33%,
—ddg. F1-scor 86,33%. Kondisi ini terjadi karena RUS menghapus sebagian data kelas mayoritas, sehingga informasi
enting hilaﬂ’g dan kinerja model menurun. Adapun hasil confission matrix untuk masing-masing skenario ditampilkan
a Gambat’].

W
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gambar 7. Hasil Confusion Matrix dengan (a) Tanpa Penyeimbang, (b) SMOTE, dan (c) RUS

Gambar 7 menunjukkan hasil Confitsion Matrix untuk setiap skenario, yang diambil dari konfigurasi model dengan
Sukurasi tertifiggi secara keseluruhan. Konfigurasi terbaik tersebut meliputi model tanpa penyeimbang dengan learning
‘gi’ate 0,001 d&n 12 neuron hidden layer, model dengan SMOTE pada learning rate 0,1 dan 9 neuron hidden, serta model
%dengan RU§pada learning rate 0,1 dan 12—15 neuron hidden. Pada skenario tanpa penyeimbang, terlihat bahwa model
wcenderung bias terhadap kelas 0 (non-diabetes), dengan nilai True Negative (TN) yang tinggi dan True Positive (TP) yang
Srendah. Setélah penerapan SMOTE, distribusi prediksi menjadi lebih seimbang dengan peningkatan jumlah TP, yang
Emenandaka:gemampuan model yang lebih baik dalam mengenali kelas positif (diabetes). Sementara itu, pada skenario
gRUS, meskiffyn keseimbangan kelas berhasil dicapai, jumlah prediksi benar pada kelas mayoritas mengalami penurunan
Pakibat berkuangnya data. Dengan demikian, hasil ini membuktikan bahwa penerapan teknik penyeimbangan data dapat
©membantu menyeimbangkan distribusi kelas serta meningkatkan kemampuan model dalam mendeteksi kasus positif
" secara lebih gkurat.
c
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Temuan ini memperkuat hasil penelitian sebelumnya oleh Muhidin, Danny, dan Surojudin pada tahun 2025 yang
meny}takan@ahwa penerapan SMOTE mampu mengatasi ketidakseimbangan kelas serta meningkatkan nilai akurasi,
rgl% recall; dan F'I-score [16]. Selain itu, jika dibandingkan dengan penelitian sebelumnya oleh Guswanti dan kawan-
@ aglan ‘padaftahun 2025 yang menggunakan inisialisasi bobot Nguyen-Widrow pada BPNN dengan akurasi 92,11%,
@ @eli‘han ifi memperlihatkan peningkatan kinerja [8]. Dengan penerapan inisialisasi Xavier dan penyeimbangan data
-—-mglwmakéﬂ SMOTE, arsitektur BPNN dengan satu hidden layer mampu mencapai akurasi 95%, atau meningkat 2,89%
gdlganamgkéﬁ penelitian terdahulu. Temuan ini menegaskan bahwa teknik penyeimbangan kelas memiliki peran penting
:,d%ngmemngkatkan performa model.
8 = S.Secarg keseluruhan, penelitian ini menunjukkan bahwa kombinasi SMOTE dan BPNN dengan satu hidden layer
Em@nérlkan-performa yang baik dalam klasifikasi penyakit diabetes mellitus. Selain itu, pendekatan ini memperlihatkan
gk@aglpuan}nodel dalam menangani data medis yang tidak seimbang secara lebih efektif. Hasil tersebut tidak hanya
Ex'b&k@mtrlbum pada pengembangan metode klasifikasi berbasis jaringan saraf tiruan, tetapi juga memiliki potensi
,gpenelgpan s‘e—cara praktis. Model yang dihasilkan dapat dimanfaatkan sebagai alat bantu dalam proses deteksi awal
gbeg)a&s kormputer, sehingga dapat membantu mempercepat pengambilan keputusan, mengurangi beban kerja manual,

n_cu

gseﬁa,ﬁlemng}gatkan akurasi.

5 8 c

€ € »

= = > 4. KESIMPULAN

B = 2

g_Tgnuan penglitian ini membuktikan bahwa teknik penyeimbangan kelas memiliki pengaruh signifikan terhadap performa
amadel Baclgropaganon Neural Network (BPNN) dalam klasifikasi penyakit diabetes mellitus. Model BPNN diuji
%73_ %ggunak@ dua konfigurasi arsitektur, yaitu satu hidden layer dan dua hidden layer, serta tiga nilai learning rate (0,1;

_-DO,QI, dan 0,001) dengan jumlah neuron yang bervariasi. Pengujian dilakukan pada tiga skenario data, yaitu tanpa
gpe?_yeimbangan, dengan SMOTE (Synthetic Minority Over-sampling Technique), dan dengan RUS (Random Under
OSd@npling). Dari ketiga skenario tersebut, SMOTE menghasilkan performa terbaik pada semua konfigurasi, dengan rata-
oraf akurasi terbaik sebesar 90,89% pada BPNN dengan satu hidden layer. Penerapan SMOTE juga menghasilkan nilai
Ppresisi, recall, dan Fl-score yang lebih tinggi dibandingkan dua skenario lainnya. Hasil terbaik didapatkan pada
‘BkdBfigurasi satu hidden layer, dimana SMOTE mencapai presisi 91,22%, recall 90,89%, dan FI-score 90,89%. Nilai
2regall sebesar 90,89% menunjukkan kemampuan model dalam mengenali kasus positif diabetes dengan baik. Hal ini
@i %ting dalam konteks medis karena recall mencerminkan kemampuan sistem untuk mendeteksi pasien yang benar-benar
Sménderita diabetes, sehingga dapat meminimalkan kesalahan diagnosis. Kinerja unggul SMOTE disebabkan oleh
Zkeémampuannya menambah data minoritas tanpa mengurangi data mayoritas, sehingga informasi tetap utuh. Sebaliknya,
ﬁR@_S pada dua hidden layer justru memperoleh nilai terendah dengan presisi 86,67%, recall 86,33%, dan FI-score
=86%33%. Hal ini dikarenakan RUS mengurangi data mayoritas sehingga sebagian informasi hilang dan kinerja model
5mglurun. Selain itu, arsitektur satu hidden layer terbukti lebih stabil dibandingkan dua hidden layer, khusunya pada
Sjulah data%ang berkurang akibat RUS. Hal ini dikarenakan arsitektur satu hidden layer memiliki struktur yang lebih
'Uséﬁerhana d&ngan jumlah bobot lebih sedikit, sehingga model tetap mampu belajar secara optimal meskipun data
E:’béﬁ(urang Secara keseluruhan, kombinasi SMOTE dan BPNN satu hidden layer merupakan konfigurasi terbaik dan
Cbﬁmtenm dq.gunakan sebagai alat bantu dalam proses awal untuk membantu mendeteksi kemungkinan penyakit diabetes
:,seEara lebihgsepat dan akurat. Namun, pada penelitian ini hanya menerapkan metode SMOTE dan RUS sebagai teknik
::p yelmbanﬁ kelas. Sehingga, untuk penelitian selanjutnya dapat mengeksplorasi teknik Aybrid sampling seperti
SSMOTE-Tomiek Links atau SMOTE-ENN. Metode ini menggabungkan kelebihan oversampling dan undersampling,

oseglngga da@menjadl lebih seimbang dan model dapat mengenali pola pada kelas minoritas dengan lebih baik.
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