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Abstract 
 

The development of information technology and increasing digital activities 

have made URL-based phishing threats more complex and difficult to detect. 

Phishing attacks target not only individuals but also organizations, requiring 

detection systems that are accurate, efficient, and capable of handling high-

dimensional data. Machine learning approaches, particularly Random Forest, 

have been widely applied for phishing detection; however, further evaluation is 

needed regarding the role of feature selection in improving efficiency without 

reducing performance. This study aims to evaluate the performance of the 

Random Forest algorithm for phishing URL detection and to analyze the impact 

of feature selection based on feature importance. This research adopts the 

Knowledge Discovery in Databases (KDD) framework, including data selection, 

preprocessing, feature selection, modeling, and evaluation stages. The 

PhiUSIIL-2024 dataset is used, with two modeling scenarios: Random Forest 

using all features (RF Full) and Random Forest using the top 30 features selected 

through feature importance (RF Top-30). Model performance is evaluated using 

accuracy, precision, recall, and F1-score metrics under different data split ratios. 

The experimental results show that both models achieve very high and stable 

classification performance, with evaluation metrics close to or reaching 100%. 

The RF Top-30 model maintains performance comparable to the RF Full model 

despite using fewer features. This study concludes that feature importance-based 

feature selection effectively simplifies the Random Forest model without 

sacrificing performance, making it suitable for efficient URL phishing detection 

systems. 

  

I. INTRODUCTION 

The Internet has become the primary infrastructure that supports a wide range of digital activities, including 

communications, business, education, and financial and government services [1]. Along with the rapid adoption 

of cloud computing, mobile applications, digital payment systems, and web-based platforms, internet dependency 

has increased significantly across both individual and organizational sectors. The massive increase in internet 

usage is directly followed by an increase in cybersecurity threats with increasingly complex and unpredictable 

attack patterns [2]. This condition makes information security a critical aspect that must be considered in the 

development and utilization of modern digital systems. Various types of cyber attacks often occur, including 

malware, ransomware, denial of service (DoS), and social engineering techniques that exploit user weaknesses. 

Of these threats, phishing is one of the most dangerous attacks because it utilizes psychological manipulation 

through fake sites that resemble official websites to steal sensitive user data, such as account credentials and 

financial information [1], [3]. In recent years, phishing attacks have evolved by leveraging shortened URLs, 

dynamically generated domains, HTTPS spoofing, and domain obfuscation techniques, making them increasingly 
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difficult to detect using traditional approaches. The impact of phishing attacks not only causes financial losses, 

but also lowers the level of public trust in digital services [4].  

A variety of methods have been developed to detect cyber threats, including phishing, malware, ransomware, 

and social engineering [5]. Conventional approaches such as blacklist and whitelist have significant limitations 

because they are only able to detect previously known attacks, making them less effective in dealing with new 

attacks or zero-day attacks [6]. These limitations drive the need for detection systems that are more adaptive, 

proactive, and capable of recognizing dynamic attack patterns. Therefore, the use of machine learning (ML) is a 

promising solution due to its ability to learn complex patterns from data and perform automatic classification [7]–

[9]. As phishing techniques continue to adapt to modern web technologies, machine learning-based detection 

systems must also be continuously evaluated using up-to-date datasets to ensure their effectiveness in real-world 

scenarios. 

Prior research has demonstrated the efficiency of machine learning methods in detecting phishing, especially 

in URL classification. Algorithms such as Decision Tree, Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), and Random Forest (RF) have been widely used and compared in performance [10], [11]. Among these 

algorithms, Random Forest consistently showed superior and stable performance in various phishing detection 

studies. This is because it can handle high-dimensional data, lower the chance of overfitting, and aggregate the 

output of several decision trees to provide predictions that are more accurate. Random Forest is an ensemble 

learning method that works by building hundreds of decision trees and combining the results to obtain more 

accurate and stable predictions [3].  

Many previous studies have specifically highlighted the advantages of excellent RF. For example, a study by 

[12] managed to achieve an accuracy of 98% with high precision, recall, and F1-score values. Another study by 

[13] reported an accuracy of 95% on a parameter-adjusted Random Forest model. Meanwhile, comparative 

research by [11] showed that Random Forest outperformed Naïve Bayes, Decision Tree, and SVM with an 

accuracy of 90.77%. These findings reinforce Random Forest's position as one of the most reliable algorithms in 

the context of URL-based phishing detection.  

However, most previous studies still have important limitations that need to be noted. One of the main 

drawbacks is the use of relatively outdated datasets, so they no longer represent the current patterns and 

characteristics of phishing attacks [4], [14]. Phishing tactics are always changing., models trained using old data 

risk losing their relevance when applied to real-world conditions. In addition, some studies focus more on 

achieving high accuracy values without evaluating the stability of the model against parameter variations or the 

efficiency of the number of features used. In many cases, feature selection is treated as a secondary process or not 

analyzed explicitly, even though the number and relevance of features play a critical role in model efficiency, 

interpretability, and generalization performance. In fact, in a cybersecurity detection system, the efficiency and 

generalization of the model are as important as the value of accuracy alone. 

Based on these limitations, a clear research gap can be identified: there is a lack of studies that explicitly 

analyze the role of feature selection particularly feature importance-based selection in optimizing Random Forest 

performance for phishing URL detection using a truly state-of-the-art dataset. Some recent studies have indeed 

started using modern datasets, but most have shifted to deep learning approaches that have high computational 

complexity and are less interpretive [15]. This trend often overlooks the potential of classical ensemble methods, 

such as Random Forest, to achieve comparable performance with significantly lower computational cost and 

higher model interpretability when combined with appropriate feature selection techniques. This opens up an 

opportunity to re-evaluate the potential of Random Forest as a simpler, more efficient, and still competitive 

method. 

Based on this background, this study focuses on the application of the Random Forest algorithm for the 

classification of phishing URL attacks using the modern PhiUSIIL-2024 dataset. This study not only evaluates 

the performance of Random Forest with all features, but also analyzes the effectiveness of feature selection based 

on feature importance using the top 30 features. In addition, this study examines the stability of model performance 

against variations in the training-test data ratio as well as the main parameters of Random Forest, namely the 

number of trees (n_estimators) and the maximum depth of trees (max_depth). 

The primary goal of this research is to develop and test a Random Forest-based phishing URL categorization 

model that is high-performing, stable, and efficient. This study specifically aims to: (1) assess Random Forest's 

performance on the most recent URL phishing dataset; (2) examine how feature selection based on feature 

importance affects model performance; and (3) compare the stability of classification results in different parameter 

scenarios and data sharing ratios. It is believed that the findings of this study will contribute to science by 

deepening our understanding of Random Forest's efficacy in contemporary phishing detection and serving as the 

foundation for the creation of a dependable and successful automated phishing detection system. 

II. LITERATURE  REVIEW 

Numerous studies have examined the use of machine learning for phishing detection, with findings that 

consistently highlight the effectiveness of certain algorithms, while also identifying ongoing challenges. In 
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general, it is concluded that Random Forest (RF) is one of the most reliable algorithms for this task. The main 

similarity in the literature is the recognition of the superiority of RF performance over other classification methods. 

Studies by [8], [10] reported that RF achieved the highest accuracy, 98.35% and 99.45%, respectively, surpassing 

algorithms such as KNN and SVM. These findings are supported by various other studies that also position RF as 

a superior model in the context of URL and phishing email detection [14], [16], [17], which collectively confirm 

the consistency of RF's performance across different phishing data scenarios and types. 

Despite its excellent performance, most previous studies have focused on achieving accuracy values alone, 

without conducting an in-depth analysis of model efficiency and performance stability to parameter variations. In 

addition, many studies use datasets that do not fully reflect current phishing attack patterns, raising concerns about 

the model's generalization capabilities when implemented in dynamic real-world environments. This limitation is 

an important issue, considering that the characteristics of phishing continue to evolve as technology and user 

behavior changes. 

Recent research shows that the RF algorithm remains one of the most effective methods in handling high-

dimensional data in phishing detection cases, even when compared to deep learning-based approaches. In studies 

using the modern PhiUSIIL dataset, the Fully Connected Neural Network (FCNN) model was reported to be able 

to achieve an accuracy of 99.38%. However, in the same study, Random Forest also showed competitive 

performance with an accuracy rate of 98.69% despite having a much lower model complexity [15]. These findings 

indicate that Random Forest still has strong competitiveness, especially in terms of computational efficiency and 

ease of model interpretation. 

However, these studies have not explicitly evaluated the optimization potential of Random Forest through a 

feature-importance-based feature selection approach on a truly state-of-the-art URL phishing dataset. Some 

studies focus more on comparisons between algorithms or the application of complex models, without exploring 

the extent to which feature reductions can maintain or even improve model performance. More specifically, prior 

research has not systematically investigated how integrating feature importance-based feature selection within the 

Random Forest framework affects classification performance, model stability, and computational efficiency in 

phishing URL detection tasks. In fact, the right selection of features has the potential to reduce model complexity, 

speed up computational time, and increase interpretability without sacrificing accuracy. Based on this explicit 

research gap, there is still limited empirical evidence that demonstrates whether Random Forest models optimized 

through feature importance-based feature selection can achieve performance comparable to or better than full-

feature models when applied to modern, large-scale phishing datasets. This gap becomes particularly critical in 

the context of URL phishing detection, where high-dimensional feature spaces can negatively impact 

computational efficiency and model interpretability if not properly managed. 

Departing from these findings, this study is positioned to fill the research gap by evaluating the performance 

of the Random Forest algorithm which is optimized through feature selection based on feature importance in the 

modern PhiUSIIL-2024 dataset. In contrast to previous studies, this study not only assessed the accuracy of the 

model, but also analyzed the stability of Random Forest's performance on various parameter scenarios and data 

sharing ratios. The evaluation was conducted comprehensively using accuracy, precision, recall, and F1-score 

metrics to ensure that the resulting model was not only numerically superior, but also reliable in detecting URL 

phishing threats under current conditions. 

III. METHODS 

The research methodology is a systematic framework that outlines the steps to be carried out in the research. 

This study adopts the Knowledge Discovery in Databases (KDD) framework as a systematic approach to ensure 

that each stage of research, from data collection and selection, pre-processing, transformation, to evaluation of 

classification results, is done in a methodical and repeated way. The KDD framework has been widely used in 

data mining-based research because it provides a well-defined sequence of steps to extract patterns and knowledge 

from big data through the processes of selection, cleaning, transformation, data mining, and interpretation and 

evaluation of results [18]. The flow of the research methodology to be carried performed is shown in Figure 1. 

 
Fig. 1 Research Methodology 
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A. Data Collection 

This stage focuses on collecting secondary data that will be the main material of the research. The data source 

used comes from a public dataset titled Phishing URL Websites Dataset (PhiUSIIL) developed by Prasad and 

Chandra [20]. which was acquired from the Kaggle platform and updated in 2024. This dataset can be accessed 

via the link: https://www.kaggle.com/datasets/kaggleprollc/phishing-url-websites-dataset-

phiusiil?resource=download. This dataset is large-scale with a total of 235,795 URL data. Each piece of data is 

represented by 56 columns, consisting of 1 identification column (text URL), 54 feature columns that represent 

the various characteristics of that URL, and 1 target column (Label). This data is divided into two classes, namely 

134,850 legitimate URLs and 100,945 phishing URLs, which will be classified into Phishing (Label 1) and Non-

Phishing (Label 0) target labels. The initial dataset can be seen in Table 1 below: 

 
TABLE 1 

INITIAL DATASET 

No Filename URL 
URL 

Length 
Domain 

Domain 

Length 
TLD … Label 

1 521848.txt 
https://www.southbankmosaics.

com 
31 

www.southbankmosaics.

com 
24 com … 1 

2 31372.txt https://www.uni-mainz.de 23 www.uni-mais.de 16 ce … 1 

3 mw42508.txt http://www.teramil.com 22 www.teramill.com 16 com … 0 

4 151578.txt 
https://www.rewildingargentina

.org 
33 

www.rewildingargentina

.org 
26 org … 1 

5 mw16985.txt http://www.fO519141.xsph.ru 26 www.fO519145.sph.ru 20 ru … 0 

 

B. Data Selection 

At this stage, the selection of variables to be used in the modeling process is performed to determine the most 

relevant attributes for classification. The URL, Filename, and Domain fields containing raw textual data are 

removed because they function solely as unique identifiers for each data instance. These attributes do not provide 

direct predictive value that can be effectively processed by the classification algorithm. Consequently, the 

modeling process is conducted using 52 feature variables and one target class. 

 

C. Pre-Processing Data 

This stage aims to clean the data of potential issues that could interfere with the model's performance. The 

main step that will be taken is data cleaning. The dataset will be thoroughly examined to identify Duplicate data 

with missing values (NaN). If duplicate data is found, the line will be removed to maintain data integrity. If there 

is a missing value, the imputation method will be applied by replacing it using the mode value (the most frequently 

occurring value) in that column, especially for categorical features. 

All information will be transformed into a completely numerical representation so that Random Forest's 

algorithms can process it, with a primary focus on encoding categorical features. Most of the 52 attributes are 

already in numerical or binary format (0/1). However, TLD variables are still in text (categorical) format. 

Therefore, for these categorical variables, the One-Hot Encoding technique will be applied to convert each unique 

category into new binary columns. As Table 2 below illustrates: 

 
TABLE 2 

COMPARISON OF VARIABLES BEFORE AND AFTER ONE HOT ENCODING 

Before One Hot Encoding After One Hot Encoding 

TLD 

TLD_.com 

TLD_.net 

TLD_.org 

… 

TLD_.zw 

 

 
Fig. 2 Attribute confusion after TLD encoding 

https://www.kaggle.com/datasets/kaggleprollc/phishing-url-websites-dataset-phiusiil?resource=download
https://www.kaggle.com/datasets/kaggleprollc/phishing-url-websites-dataset-phiusiil?resource=download
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Based on the results of the encoding process shown in Figure 2, the number of attributes in the dataset has 

increased significantly from 51 to 745 attributes. This improvement is mainly due to the Top-Level Domain (TLD) 

attribute having 695 different instances, resulting in a huge number of features after the implementation of the 

one-hot encoding technique. It should be noted that at this stage there is no data normalization process because 

the Random Forest algorithm is a decision tree-based method that is insensitive to the difference in value scales 

between features. In addition, most of the features in the dataset are binary (0/1) after the encoding process, so 

normalization does not provide additional benefits and instead adds complexity. Therefore, after the encoding 

process, the dataset is considered ready to proceed to the next stage of modeling. 

Two datasets will be created from the cleaned and modified dataset: training data and test data. This division 

will be done for two different ratio scenarios: 90:10 and 80:20 [19]. For each scenario, the division will use the 

stratified splitting technique. The reason for using this technique is to ensure that the proportion of phishing and 

non-phishing classes remains balanced across both datasets, according to the distribution in the original dataset. 

This is crucial to prevent imbalances in the evaluation and ensure the model is tested on data that represents real-

world problems. 

 

D. Modeling 

The KDD process's central phase is this one. Each partitioning scenario's training data will be subjected to the 

Random Forest method. Numerous decision trees (n_estimators) will be individually constructed by this 

procedure. Each tree will only take into account a random subset of characteristics on each of its node separations 

after it's trained on a random sample of the training data (bagging approach). The goal of this ensemble technique 

is to create robust, accurate, and highly resistant overfitting models.  

Although Random Forest can naturally handle many features, the use of 52 features directly risks including 

irrelevant features (noise) that can affect the computational time and accuracy of the model. Therefore, the feature 

selection stage will be carried out to identify the subset of features that are most influential and have the potential 

to improve model performance. The method used is Feature Importance which is extracted directly from the 

Random Forest model itself. This study will reduce the features to 30 (Top-30) based on the previous research i.e. 

research by [22]. The advantage of this method is that the selection of features is based on how much each feature 

contributes to the voting process and the reduction of impurity (Gini) during the model being trained. Here is the 

Equation (1) for calculating Gini. 

𝐺𝑖𝑛𝑖 = 1 − ∑ (𝑃𝑖)
2𝐶

𝑖=1
                                                    (1) 

Where 𝐶 represents the total number of classes involved in the classification problem. The term 𝑝𝑖 denotes the 

probability or proportion of data instances belonging to class 𝑖at a particular node in the decision tree. This 

measure is used to quantify the level of impurity at a node, where lower Gini values indicate more homogeneous 

class distributions. 

 

E. Evaluation 

Test data for every 90:10 and 80:20 data sharing scenario will be used to assess the trained model's 

performance. The Confusion Matrix findings, which contrast the model's predictions with the actual labels, will 

be used to compute the evaluation metrics. To assess the model's performance, a confusion matrix is employed. 

The purpose of this matrix is to compute and evaluate the effectiveness of a classification model. In assessing 

performance using a confusion matrix, there are four main elements used to identify the results of model 

predictions, namely: accuracy, precision, recall, and f1-score [21]. A representation of the confusion matrix can 

be seen in the following table, which shows the relationship between the model's prediction results and the actual 

conditions in the data [22]. The confusion matrix is presented in Table 3. 

 
TABLE 3 

CONFUSION MATRIX 

Aktual Predicted Condition 

 + - 

+ True Positive (TP) False Negative(FN) 

- False Positive(FP) True Negative (TN) 

 

The metrics to be analyzed are: 

Accuracy is used to measure the total percentage of predictions correctly classified by the model as a whole 

[22]. This metric provides an overview of the success rate of the model in predicting the appropriate class across 

all test data. The calculation of the accuracy value is based on a comparison between the number of correct 

predictions and the sum of all the data tested, as formulated in Equation (2). 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             (2) 

 
Precision is used to measure the level of reliability of the model in predicting positive classes, in particular in 

minimizing false positive prediction errors [1], [24]. This metric shows how large the proportion of positive 

predictions is correct compared to all predictions classified as positive. The calculation of the precision value is 

according to the proportion of True Positive to the total of True Positive and False Positive, as shown by Equation 

(3). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                    (3) 

 

Recall is used to measure the model's ability to detect all actual phishing cases, so it is critical to minimize the 

risk of undetected threats [1], [22], [23]. This metric shows how much of the model's successful phishing data is 

correctly identified by the model from all existing phishing cases. The calculation of the recall value is based on 

the ratio between the True Positive and the sum of True Positives and False Negatives, as formulated in Equation 

(4). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (4) 

 

The F1-Score is used to provide a balanced measure of model performance by combining precision and recall 

values in a single metric [22], [23]. Because it illustrates the trade-off between the model's capacity to prevent 

false positive mistakes and its inability to identify positive situations, this statistic is especially helpful when there 

is a class imbalance. The harmonic mean of accuracy and recall is used to calculate the F1-Score, as formulated 

in Equation (5). 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 .
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 .  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           (5) 

 

The results of all test scenarios will be thoroughly analyzed and compared to evaluate the effect of differences 

in data sharing ratios on model performance. This comparison is made based on the values of the evaluation 

metrics used, namely accuracy, precision, recall, and F1-score. Through this analysis, it can be determined the 

ratio of training data sharing and test data that produces the most optimal and stable model performance. 

IV. RESULTS 

The findings of an experiment to assess how well the Random Forest algorithm classifies phishing URLs using 

a variety of pre-established test situations are shown in this section. Two data sharing ratios, 80:20 and 90:10, 

were used for the evaluation, with differences in the parameters of the number of trees (n_estimators) and the 

maximum depth of trees (max_depth). Furthermore, two feature configurations were tested: RF Full, which used 

all features, and RF Top-30, which used the top 30 characteristics chosen according to feature relevance. Table 4 

summarizes the test results for all situations and compares the accuracy, precision, recall, and F1-score values for 

each combination of parameters and data partition ratio. 
TABLE 4 

COMPARISON OF TEST RESULTS IN EACH SCENARIO 

Method RASIO n_estimator Max_depth Accuracy Precision Recall F1-Score 

RF Full 80:20 100 10 99.98 99.96 100 99.98 

RF Full 80:20 100 20 99.99 99.99 100 99.99 

RF Full 80:20 100 None 100 100 100 100 

RF Full 80:20 200 10 99.99 99.98 100 99.99 

RF Full 80:20 200 20 99.99 99.99 100 99.99 

RF Full 80:20 200 None 100 100 100 100 

RF Full 90:10 100 10 99.99 99.98 100 99.99 

RF Full 90:10 100 20 100 100 100 100 

RF Full 90:10 100 None 100 100 100 100 

RF Full 90:10 200 10 99.99 99.99 100 99.99 

RF Full 90:10 200 20 100 100 100 100 

RF Full 90:10 200 None 100 100 100 100 

RF Top-30 80:20 100 10 100 100 100 100 

RF Top-30 80:20 100 20 100 100 100 100 

RF Top-30 80:20 100 None 100 100 100 100 

RF Top-30 80:20 200 10 100 100 100 100 

RF Top-30 80:20 200 20 100 100 100 100 
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RF Top-30 80:20 200 None 100 100 100 100 

RF Top-30 90:10 100 10 100 100 100 100 

RF Top-30 90:10 100 20 100 100 100 100 

RF Top-30 90:10 100 None 100 100 100 100 

RF Top-30 90:10 200 10 100 100 100 100 

RF Top-30 90:10 200 20 100 100 100 100 

RF Top-30 90:10 200 None 100 100 100 100 

 

It is evident from Table 4 that the Random Forest model performs exceptionally well and consistently in every 

test situation. In both the 80:20 and 90:10 data sharing ratios, the accuracy, precision, recall, and F1-score values 

fall between 99.96% and 100%. These findings show that the model has outstanding generalization skills to test 

data and can distinguish between phishing and legal URLs with a very low error rate. 

In the RF Full configuration, an increase in max_depth values from 10 to 20 and None tends to result in 

improved performance, with some scenarios achieving perfect values across evaluation metrics. This suggests that 

overly tight tree depth restrictions can limit the model's ability to capture the complexity of data patterns, while 

max_depth = None provides greater flexibility without degrading performance. Meanwhile, variations in the 

number of trees (n_estimators) between 100 and 200 showed no significant difference in performance, so the use 

of a lower number of trees could be chosen to improve computing efficiency without sacrificing model accuracy. 

The results of the test on the RF Top-30 configuration, as shown in Table 3, show that the use of only the top 

30 features of the feature importance selection is capable of producing performance equivalent to a model that 

uses all features. In all test scenarios, RF Top-30 consistently achieved 100% scores on the accuracy, precision, 

recall, and F1-score metrics, indicating that the feature selection process did not degrade the model's classification 

capabilities. Comparisons between RF Full and RF Top-30 indicate that most of the predictive information in the 

dataset is concentrated on a small number of the most significant features, so that the complexity of the model can 

be reduced without sacrificing classification performance. 

To provide a more detailed picture of the contribution of each feature, Figure 3 shows a visualization of the 

top 30 features based on feature importance values in one of the test scenarios, namely the 80:20 data sharing ratio 

with n_estimators = 100 and max_depth = 10. The visualization shows that some features have a much more 

dominant contribution than others in the model's decision-making process. The dominance of these features 

indicates that certain characteristics of URLs have an important role in distinguishing between phishing URLs 

and legitimate URLs. 

 
Fig. 3 Top 30 Feature Importance 

 

Figure 3 illustrates how some characteristics have a significant impact on the Random Forest model's decision-

making process. These criteria often have to do with the URL's structural aspects, such its length, the inclusion of 

special characters, and other technological characteristics that are frequently seen in phishing URLs. The 
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dominance of these features suggests that certain patterns in the URL structure have a high discriminating power 

in distinguishing between phishing URLs and legitimate URLs. This condition also explains why the model is 

still able to achieve very high classification performance even though the number of features is significantly 

reduced through the feature selection process. 

Overall, the results of the experiment showed that the Random Forest algorithm was able to provide very high 

and stable classification performance on various parameter configurations and data partition ratios. The 

application of feature importance-based feature selection has proven to be effective in simplifying the model 

without degrading performance, and is even able to maintain accuracy, precision, recall, and F1-score values at 

the maximum level. With lower model complexity and better computing efficiency, RF Top-30 configurations 

can be considered as a more optimal alternative to RF Full, especially in the development of URL phishing 

detection systems that require high accuracy, model stability, and computational resource efficiency. 

V. DISCUSSION 

The results of the experiment showed that the Random Forest algorithm produced very high and stable 

classification performance in detecting phishing URLs across various parameter configurations and data sharing 

ratios. The consistency of accuracy, precision, recall, and F1-score values that are close to or reaching 100% 

indicates that the model is able to effectively learn the characteristic patterns of phishing URLs. These findings 

are in line with previous research that confirmed Random Forest's superiority in handling high-dimensional data 

as well as URL-structure-based features in phishing [4], [10]. In addition, these results are in line with the findings 

of Ibrahim et al. who showed that ensemble-based models have stable and robust performance against parameter 

variations, making them effective in detecting complex cybersecurity threats compared to single models [24]. 

One of the main contributions of this research is the successful implementation of feature importance-based 

feature selection. Using only the top 30 features has been proven to maintain classification performance on par 

with the use of all features, while significantly lowering the complexity of the model. These findings reinforce the 

results of previous research that stated that the right selection of features can improve computational efficiency 

and maintain model accuracy in URL-based phishing detection [15]. In addition, this approach is also consistent 

with recent research proposing a URL-based phishing detection system using a hybrid machine learning approach, 

where the selection of relevant features is a key factor in increasing detection effectiveness without excessively 

increasing computational complexity [27] 

Although the results obtained are very promising, this study has some limitations. Model evaluation is only 

conducted using one dataset, so the model's generalization ability against other phishing datasets with different 

data distribution characteristics cannot be fully ascertained. In addition, the tests were conducted in an offline 

environment, so the model's performance in real-time scenarios, such as direct phishing detection on a network 

system or web application, has not been thoroughly evaluated. This limitation needs to be considered in 

interpreting the results of the research. 

As a further direction of research, it is recommended to conduct cross-dataset evaluation to test the robustness 

and generalization capabilities of the model against different types of phishing URLs. In addition, testing in a real-

time environment as well as exploring hybrid approaches that combine Random Forest with other machine 

learning algorithms or deep learning techniques can be promising developments. The integration of the model 

into a web-based phishing detection system can also be a follow-up step to test the effectiveness of the model 

under real operational conditions. This study also complements the findings of Rawla et al. [15].  on similar 

datasets. In contrast to their results where Random Forest's  performance (98.69%) was below Deep Learning 

(99.38%), this study shows a different perspective. Through preprocessing optimization and feature selection (RF 

Top-30), Random Forest is proven to be able to achieve maximum accuracy (100%). This indicates that a more 

compact model with 30 key features is already quite adequate to recognize attack patterns on this dataset without 

requiring high computational complexity. 

VI. CONCLUSIONS 

This study explicitly answers the research question regarding the effectiveness of the Random Forest algorithm 

in detecting phishing URLs in large-scale modern datasets. According to the findings of the trials, Random Forest 

is capable of producing very high and steady classification performance, with accuracy, precision, recall, and F1-

score values near to or above 100% on various parameter configurations and data sharing ratios. In addition, test 

results showed that the variation in n_estimators and max_depth parameters did not have a significant effect on 

performance improvement after the model reached the optimal configuration. These results validate Random 

Forest as an efficient and dependable method for URL-based phishing detection, especially when considering 

model stability and efficiency. From a practical perspective, these findings indicate that Random Forest-based 

phishing detection systems can be reliably deployed without extensive parameter tuning, making them particularly 

suitable for organizations with limited computational resources or technical expertise. 
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The use of feature importance-based feature selection, which can simplify the model without compromising 

classification performance, is the study's primary contribution. Using only the top 30 features has been shown to 

deliver results equivalent to using the entire feature, while lowering the complexity and computational needs of 

the model. Thus, this study makes a practical contribution in the form of recommendations for the configuration 

of the Random Forest model that is efficient and easy to implement for the URL phishing detection system. For 

future work, it is recommended that this model be evaluated across different phishing datasets to assess its 

generalization capability, as well as tested in real-time detection scenarios to measure its effectiveness under 

operational conditions. It is anticipated that these discoveries will provide the foundation for the creation of 

cybersecurity systems that are precise, effective, and prepared for implementation in an actual operational setting. 
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