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CT: Theécrew press machine is an important component in the palm oil processing process that functions to extract oil
al kernels. @ontmuous use of the machine can reduce performance and disrupt the production process. Therefore, machine
nalys1s i 8 needed to support preventive maintenance strategies. One method that can be used is the clustering technique.
isa tec%lque for grouping data based on specific parameters to form classes with similar characteristics. This study
e Agglomerative Hierarchical Clustering (AHC) method with a single linkage approach to group the conditions of screw
pgssmnaaunes based on data obtained from PT. XYZ for the period April-May 2024, with a total of 23,002 data points. The research
ﬁge‘é irffluded data selection, data pre-processing, normalization using Z-score, clustering with AHC, and evaluation using the
leh(@et;; Coefficient and Davies-Bouldin Index (DBI). The results showed that the AHC method was able to form a representative
) ggu&n f machine conditions. Evaluation using the Silhouette Coefficient produced the best number of clusters at 2 clusters with
@ atynl% (Slf 0.591, indicating that the clustering quality was in the good category. Meanwhile, evaluation using DBI showed the best
c ng:nl@r % clusters at 4 clusters with a value of 0.404, indicating that the separation between clusters was quite good. These findings
c&h b3 uged as a reference in determining preventive machine maintenance policies so as to increase production efficiency.

xI@IY?)WGRDS Screw Press, Agglomerative Hierarchical Clustering, Clustering, Silhouette Coefficient, Davies-Bouldin Index
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ISTRODUCTION
mIn tl% pa.lm oil industry, Fresh Fruit Bunches (FFB) are
proc@'seé to produce crude palm oil (CPO) and palm kernel.
mThe @uc%ss of thig, process is largely determined by the
Bperfognélce of pr@fluction machinery, one of which is the
gscrev%ptgs maching that functions as a key component in the
3 Soil ex:traEﬁon stage;ﬁ‘om palm fruit [1]. Continuous operation
7\‘of thgmébhme ovega long period of time can cause a decline
Sin p%fo ance dlﬁng certain periods. This condition not
° only Eanhe potent‘bal to hamper the smooth running of the
prode:t16h process€s, but also increases the risk of workplace

1y elie

3 accidents and causes significant losses for the company [2].
kS Ther'gore it is 1mpertant to ensure that production machines
—- -are ag)vays in optlrnal condition through the implementation
cof alg;effectlve m@htenance system. Routine and periodic
Zmam%nance is a cpreventlve measure to maintain stable
(cnmach?he performa%e and support production continuity [3].
X‘Dlsng)tlon to the m:cchamcal components of the screw press
;Umac}@w will hag}per the next processing stage and
c autorgancally caus&losses [4].
A sc@i)v press machine is a tool that functions to continue the
proc&@s of separatigg oil from the digester. This machine is
equi}ged with a dguble screw that pushes the pressed mass
out, ﬁihlle oppositezpressure is applied through a hydraulic
doubg cone. At thg stage, the fruit pulp that has been stirred
will 8 squeezed s&that the oil contained in it can come out
due tg‘the pressing %essure. In a study with a clustering case
= <Y
)
s

study on screw press machines using the Fuzzy C-Means
algorithm with evaluation using the Elbow method and
Davies-Bouldin Index (DBI), it was found that the Elbow
method produced four optimal clusters, while the DBI
produced two optimal clusters [S]. Another study with a
clustering case study on screw press machines using the K-
Means algorithm with evaluation using the Elbow method
and Davies-Bouldin Index (DBI) showed that the Elbow
method produced four optimal clusters, while the DBI method
produced three optimal clusters [6]. The screw press machine
functions to squeeze chopped chips, crushed from the
digester, to produce crude oil [7]. To improve oil separation
efficiency, the pressings from the screw press are flowed
through a Back Pressure Vessel (BPV), which functions to
regulate back pressure so that oil extraction is maximized.
The Back Pressure Vessel (BPV) is a pressurized vessel used
to collect and distribute low-pressure steam to processing
units in palm oil mills that utilize steam as a power source for
equipment [8]. The main role of the BPV is to maintain a
continuous supply of steam for various processes in palm oil
mills. The steam is produced by boilers through the process of
heating pressurized water, then part of it is used by turbines to
generate electrical energy, while the remaining steam is
channeled to the BPV. From the BPV, the steam is distributed
to the stations that need it. Thus, the steam capacity produced
by the boiler must be able to accommodate the needs of the
entire processing chain in the palm oil mill
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lhe crucial role of screw press machines and Back
Pressure Vessels (BPV) in maintaining the smooth operation
Nof the prodgction @ocess at palm oil mills, analyzing the
go Oératlogl glta of these machines is essential. One approach
S tlgt c§n @e Tged to ggoup this data is the clustering method.
@(3‘815@1@ 1§,a method in data mining that falls under the
IE seg'categgry In general, clustering methods can be
3d1371 (gltcg‘two types, namely hierarchical clustering and
3 non ﬁer&cﬁcal clustering, both of which are widely used in
Ct}E c%ta(,gr@pmggrocess [10]. Clustering itself can be
Wu%ie:stood % the process of grouping data or objects based
ogthc mﬁ)rmatlon Contained in the data, which represents the
c@raﬁteﬁstgs of &ects and their relationships [11]. The
3 papme gf tﬁs Process is so that objects included in one group
3 h%eﬂlgﬁ slﬁnlarlty/br relevance, while objects in different
@ g%ug (g not havg such similarity or relevance [12]. The
mp@p@e of clustermg is to identify or simplify data by
<d§1£lg;ﬁ into se®eral small groups so that it is easier to
Xaﬁ@l}ge.% his proce@ is often referred to as data segmentation
® [8 %lustermg cafalso be used to reduce complex data by
Q g@upmg,—,ﬁmﬂar data, thereby making the data shorter
mmthzglt Josing its content [14]. Based on the various
mckﬁst%m@ methods available, the hierarchical approach is
cc%s@‘er@d superior for certain cases because it is able to
md&scr?oesthe relationship between data in the form of a
S h@'ra%hgal tree. One of the most commonly used methods is
3Aglcmaratlve Hierarchical Clustering (AHC).
QL A‘gglgmaatlve Hierarchical Clustering (AHC) is a clustering
mmethgd %at uses data analysis exploration techniques by
_grou,@ng:data into several groups called clusters [15]. AHC
e 1s a ahteggroupmg method based on the level of similarity
betwa:n§b_|ects resulting in a representation in the form of a
—tree &e‘”hlerarchﬂél structure [16]. AHC uses several
3 appr@c@s to deg_rmme the distance between clusters,
o 1nclu31n&51ngle hﬁkage complete linkage, average linkage,
= and ﬁarﬁ [17]. fﬂ_
9 S1In thg study, the agthor used the Agglomerative Hierarchical
9 Clust%rng (AHC) method, which has advantages over other
€ clustenng methods_hecause it does not require determining

w

e

'-*the rﬁim’ber of clusfers at the beginning of the process. In
S add1t10n this study=applied a single linkage approach, which
2.1s a-§1ethod that dBtermines the distance between clusters
S'base&on the closes?groximity between objects in each cluster
%[18].§n a study with a case study of clustering to determine
U,studem majors usiﬁg the AHC method, four clusters were
7 prodfi.‘ed namely cluster 0 with 93 data points, cluster 1 with
510 da&h points, clusﬁr 2 with 10 data points, and cluster 3 with
J38 dat@pomts [19]. Another study with a case study of student
cllter@ne clustering using the AHC method with a single
linka@ approach produced three clusters, namely cluster 1
with 3840 data, clu%ter 2 with 34 data, and cluster 3 with 16
data,glgvith a total of 890 data [20].
Basegon the above@planation and issues, the purpose of this

=) ®»
) i o
studyfis to obtain=the best number of clusters using the
)
=7

nery

Agglomerative Hierarchical Clustering method with original
data from PT.XYZ from April 2024 to May 2024.

II. RESEARCH METHODOLOGY

A. Research Stages

This research consists of several stages that the author carried
out systematically through a process of analysis and
processing of relevant data. The first stage was data selection
to determine which data would be used. Next, pre-processing
was carried out by cleaning the data so that it was ready for
transformation. After that, the data was transformed, which
included a normalization process. The next stage was
clustering using the Agglomerative Hierarchical Clustering
(AHC) algorithm. The final stage was an evaluation to
determine the best number of clusters produced by applying
the algorithm. The research flow can be seen in Figure 1.

R I \
/ \

| St } : Deta Sorecson #  Daks Pro Frooessng ‘»
- ;" |

|
[ Fiwn . Ewtiid ’.
|

Figure 1. Research Methodology Flow

B. Data Selection

At this stage, data selection is carried out to determine which
data will be processed so that it is in line with the research
requirements. The variables and types of data used are
adjusted to the research objectives so that the selected data are
truly relevant. The purpose of this stage is to ensure that the
data is ready for analysis so that it produces more accurate
results.

C. Data Pre-Processing

One of the stages in data pre-processing is data cleaning. This
stage aims to ensure that the selected and combined data are
appropriate and ready for use in the processing stage. Data
cleaning includes correcting invalid data, removing irrelevant
attributes, and checking and handling missing values.

D. Data Transformation

The transformation stage aims to ensure that the data used can
be optimally processed by the Agglomerative Hierarchical
Clustering algorithm. At this stage, data normalization is
carried out to maintain the validity and consistency of the data
quality. Normalization is the process of transforming data into
a more uniform, organized, and simple form for analysis, as
well as reducing inconsistencies between values. This study
uses the Z-score method. Z-score converts each data value
into a standard distribution with a mean of 0 and a standard
deviation of 1, so that data from various variables are on a
comparable scale [21]. The following is the formula for using
the Z-score.

X—nu
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o is the standard deviation. By using this method, the data
N =T ©

0.0 o

gbecomesgmgre uiform on a comparable scale, so that

S di;tpfer:’an@sﬁ valu€8 between attributes do not dominate the
[ ) .

a d@tagagalgllatlolg used in clustering.

}

a@n ’03” the Agglomerative Hierarchical
= ClusRrifig Algorithm
@ﬁat‘?cve Hierarchical Clustering (AHC) is a clustering
tghrﬁt]u% tiht starts'by treating each data point as its own
ﬁst&. ﬂeglgoritb_@ then iteratively merges the clusters that
O—h‘@«e%—t}%' %wllet distance between them, forming a
S hgraﬁ\;hxﬁal&tmct?. One common method used in AHC is
carest Neighbor). In this approach, the
gd’@tag:egg)etween @o clusters is determined based on the
a_ngni%ulﬁ distanceubetween pairs of objects from different
gd@stgs.%his applgach is suitable when the purpose of the
maﬁhly:a‘pis @s to group data based on the closest proximity

mb%w@n‘é)bjects [22}. The application of the Agglomerative

ue

pi

ep uejwnwnbuaw
()

A

%]—%r@bhn:_i:al Clust%ing algorithm with the Single Linkage

Q approackPis as follows [23].

SN Vi) . . . .
Sas gia}':éulate the distance between objects using Euclidean
S Didhnce:
Z =35
w8 o
C ? 3
2o @
® 0 3 P
X c 8
g' ?;ing= VI — xmj)? 2
35 3 j=1
&xplanation :
B
zimg = distance between object i and object m
s

»n
=<¥alue of object i in variable j
- . . . !
=wvalue of object m in variable j

@’%"agﬁ
ueyIngaAus

=mumber of variables

%hgp form thé&matrix D = {d;,}.

b. J_Degrmine thel smallest distance in the matrix D and
-801@)ine the ti¥o objects into one cluster.

c. n%pa"ate the distance matrix using the Single Linkage
Approach : =
§o)
@yy = min{dgw, dyw} 3)
Explanation : 2,
(;QUW %istance between cluster U and cluster W
%vw =distance between cluster V and cluster W
d. :gontinue untilyall objects are grouped into a single
oluster. =

¥ BYSNS NIN uizi edue) undede ynuaq wejep 1ul s} eAiey yninjes neje

QO -
o'F. quluation g
* In th§~study, evalugiion was performed using the Silhouette
Coefficient and Déigies—Bouldin Index methods.
a. ﬁilhouette CoEfficient
Fhe Silhouetie’ Coefficient is one of the evaluation
fmethods used@ assess the quality of clustering results.
his method Hieasures how well an object is placed in
%e appropria% cluster compared to other clusters. The
=;

e
X

nery

o b(i) 'a(l)' @
s = ‘max {a(@), b(i)}
Explanation :
a(i) = average distance between objecti and all
other objects in the same cluster
b(i) = average distance between objecti and all
objects in the nearest different cluster
s(@) = Silhouette Coefficient value for object i

Davies-Bouldin Index

The Davies-Bouldin Index (DBI) is an evaluation
method in clustering used to assess the quality of
separation between clusters. The measurement is based
on the level of cohesion within a cluster and the level of
separation between clusters. A smaller DBI value
indicates better clustering quality, as it indicates that the
clusters formed are more compact and have a clear
separation distance between one another [25]. The
following are the steps for calculating the Davies-
Bouldin Index (DBI).

1. Calculate the Sum of Squares Within-Cluster

(SSW) value

SSW = " ¥mod(x,c) )
i E j=i j i
Explanation :
m; = number of data points in the i-th
cluster i
[of = centroid of the cluster i
cf(x, c) = distance of each data point to

o
centroid i calculated using Euclidean distance

2. Calculating the Sum of Squares Between-Cluster

(SSB) value

The sum of squares between clusters (SSB) is used
to assess the level of separation, which is calculated
by measuring the distance between the cluster
centroid and the overall data center. The higher the
SSB value, the better the separation between
clusters. The following is the SSB calculation
formula.

SSB; = (c, cj) (6)
Where, d(xi, xj) is the distance between data pointi
and data pointj in another cluster.

3. Calculate the ratio of the Sum of Square Within-

Cluster (SSW) value and the Sum of Square
Between-Cluster (SSB)

A good cluster is one that has the smallest possible
cohesion value and the largest possible separation
value. This ratio is used to compare clusters,
particularly between thei andj clusters, where the
indices i ,j , and k represent the total number of
clusters formed.



Q)

SSW; + SSW;
SSBy;

Explanation :

, it indicates that the clustering
is poor or less than optimal [24].

ak cipta milik UIN Suska Riau State Islamic University of Sultan Syarif Kasim Riau

clos@ to -1

5»

:

e &

%’r}ﬂn thatEluster

the Silhouette Coefficient value is to 1, the better
ustering quality within a cluster. Conversely, if the

ipta Dilindungi Undang-Undang
rang mengutip sebagian atau seluruh karya tulis ini tanpa mencantumkan dan menyebutkan sumber:
lf h.. .wuumzmcz_om: hanya untuk kepentingan pendidikan, penelitian, penulisan karya ilmiah, penyusunan laporan, penulisan kritik atau tinjauan suatu masalah.
Ih_\n b. Pengutipan tidak merugikan kepentingan yang wajar UIN Suska Riau.
2. Dilarang mengumumkan dan memperbanyak sebagian atau seluruh karya tulis ini dalam bentuk apapun tanpa izin UIN Suska Riau.

Val

UIN SUSKA RIAU



Z ..’ ‘%

- Bos

= =10} SW,; = Sum of Square Within-Cluster at the
centroid i

588 =@um of Square Between-Cluster data
gbqt-ween thei andj in different clusters

; gc&ulatg.the Sum of Square Between-Cluster
Q(BI) value from the Ratio value obtained
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m 1

SEyglanatc

ﬁ,'Wg'ere k #&the number of clusters used. The smaller
=

oth€ Davie8-Bouldin Index (DBI) value obtained
g(non-neg&ive, > (), the better the quality of the
:E,clusters formed. Conversely, if the DBI value
>obtained “is quite large, this indicates that the
lusterlnﬁesults using the clustering algorithm are
uboptlmal
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SELT AND DISCUSSION

taSelection

sgtu’@y uses data obtained directly from PT.XYZ is a
® c@np?lnygengaged in palm oil processing. This study focuses
= oﬁ_soge ress machines, which play an important role in the
xpalngolgextractlon process. The data used comes from a
Qs@evm p@ss machine with the device code BPV EP01-09,
”whlcb.—serves as a unique identifier for the machine in the
%com@ny’-”s monitoring system. A total of 23,002 data points
5 were_col%cted covering various operational parameters such
Q_as mihge code, pressure, and temperature. After the input
mprocg?;.'s Bnly two fﬂtrlbutes were selected for use, namely
g_temp%amre and pﬁssure as these two attributes would be
musedgorﬁurther processmg The following are the results of
= Cthe (@ta%fter the §lected data was extracted, as shown in

£ Tablal @ S

J,e uelbeges yeAueqiadwaw uep ueywnwnbusw Buele|iq ‘'z

ﬁu

Pk o

ded

(@]
= Tablgl %elected ]&uta
5| BO TEMPERATURE PRESSURE
= < 13 3,19
NE] = 123 3
) = 123 2,95
- = 123 2,77
Z = >
o F =123 2,83
@ = o)
5 Q; E. . o
o 28997 = 0 2,99
o] 23998 = 100 1,62
T 2999 w100 1,53
25000 5 100 2,12
23001 = 100 2,03
5 S

=
Aftergoing througg the selection stage, the data used in this
studyfare presentegln Table 1. The focus of the study was
dlrec%d at two sele%ed attributes, as they were considered the

N
c

target variables, and suitability to the context of the problem
being studied.

B. Data Pre-Processing

This stage is a crucial step to ensure the quality and suitability
of data before it is used in the analysis and modeling process.
In this study, pre-processing focuses on data cleaning, which
aims to remove or correct inconsistent data, missing values,

and invalid data. The data cleaning process is carried out to

improve data tquahty and make it more effective for use in the
next stage of analysis. The data used was sourced from

most relevant and had a significant influence. The
selection of attributes considers data quality, contribution to



i raw form. After selection based on device codes,
tage was to check for possible duplications and
missing values, as well as to ensure that the data to be
%r_lal zeﬁ \ﬁs of @ uniform and relevant type. With this
% an;i cleaﬂ’ing, the dataset became more ready and
gfegtl\a Br use%_resultlng in more accurate clustering
%s@sto Blere care two attributes used, namely
'gE%P@{@ UREZind PRESSURE, each of which has the
same a@ou:nt of data, namely 23,002 data points, no missing
@luge-s%\lﬁ-Null and a consistent data type, namely
ﬂ"o@mf) These conditions indicate that the dataset has
gldgrggle%thoro%h data cleaning process and is ready for
@rtﬁ%r‘%ﬂ@lysm ith no missing values or data type
foerelﬁes;thls c%an dataset is ready to be used in the data
i’aﬁgfo@agfon stage to improve the effectiveness of screw
%e@mgcl‘ﬂne coffdition modeling.
c

% (Baﬁ T ransfoﬂhatton

ata; tr@ﬁsformat@l is necessary to address the difference
sg |®between % temperature (0—157) and pressure (0—
4B affributes. W'rthout normalization, the attribute with the
rggr Ealue rangg:, namely temperature, will be more
1n. afﬂt in the distance calculation process in the
gormératlve Hierarchical Clustering (AHC) algorithm
Etl?:_;tha Single Linkage approach. This study uses the Z-
g)o@ r@ethod This transformation changes the value of
ggch;atélbute based on the mean and standard deviation of
t:Cattx%)ute so that the data has a mean of 0 and a standard
ac‘f:va'a@ of 1. The results of the transformed data can be
seeginS"able 2.
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Ta@e % Data After Transformation

§N6 TEMPERATURE PRESSURE

o @ 0,693 0,827

e

= 0,693 0,589

S g 0,693 0,526

cx 0,693 0,301

5 £ 0,693 0,376

S £

297 -1,935 0,576
2998 0,202 -1,139

22999 0,202 -1,252

23000 0,202 -0,513

23001 0,202 -0,626

‘nery e)sns NN uizi edue) undede ynjuaq wejep Iul sijn} eAIey yninjas neje ueibeqgas yeAueqiadwaw uep ueanwnﬁuew Buele|q 'z

"yejesew njens uenelur} Neje iUy ue
nery wisey JjrreAg uejpng jo AJIsIdarii) sfufesy|ajeis



NVIY VASAS NIN

o of the Agglomerative Hierarchical
Clustering Algorithm
I\DThe clusterigg pro@s in this study was performed using the
= O Az, l%mgatgge Hiefarchical Clustering algorithm on 23,002
S dga gmgs Fhat haty undergone normalization and consisted
Qg t‘@om:@l attgbutes namely TEMPERATURE and
3P§E—@L§(§'The -pprpose of applying this method was to
= f@m:sqgerﬁ' clusters that represented similarities in the
i &1 attert% of screw press machines. At each
3 og}sr 0Bl @ p
g a%rgauongage tﬁe Agglomerative Hierarchical Clustering
5a qomhru'wgs applied using formulas (2) and (3) consistently
ogtm n‘éimahzed data (Table 2). In the clustering process, a
QL t@sheld:vgle is %ed to determine the maximum distance
3 bawgenglu&ers tode merged. This threshold value serves as
3a.gut2)fﬁdfﬂance 60 the dendrogram, which is the point at
-OW%IQE tge clustelcmerglng process is stopped. With a
S the gol the system can automatically form the number of
S c@stcrs shat match®s the existing data structure without the
Xn‘@dgo &etermme 4He number of clusters at the outset. The
® s@ec;zon_, of the @ppropriate threshold affects the final
Q g@upmg,—,results The smaller the threshold value, the more
o cEst’gs aie formed, and conversely, the larger the threshold
mVaIu% ﬁe fewer clusters are produced. Through this
?:)ag 18 each data point obtains a label according to the
@ cmsta teg which it belongs, so that the grouping results are
ﬂa@'e-%) Bescribe the condition of the machine in a more
3'stmctnra<ﬂ group. The information from this clustering can
& tHen &e Lﬁed as a basis for further analysis, such as identifying
) abno;maicondltlons or detecting potential machine damage.
€ The § Qst Tesults can be seen in Table 3.

nb

upu

q

5 m Q_
3.
= Tablg3 grest Result with 4 Clusters
% S @LUSTEKJ NUMBER OF DATA
2 © T
= o} % Co ’-h:- 18529
g £z O 4396
X §35 & & 69
5 SE o8 8
-1 -
gBaseg OI’PT able 3 t& results of the data after testing using the
.gAggBmeratlve Higgarchical Clustering algorithm show the
‘fnumlmr of data 1n"°each cluster as shown in Table 5. The
N

3numlgr of data in EO is 18,529, the number of data in C1 is
4 39@ the number@ data in C2 is 69, and the number of data
Zm C;s 8. The neﬁt step is visualization. The visualization
C can btseen in Flgugg 2
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4 =

Figure 2. Visualization of clustering results
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E. Evaluation
After applying the Agglomerative Hierarchical Clustering
algorithm with various cluster numbers, the next step is to
evaluate and interpret the quality of the clustering results. The
purpose of this step is to assess the extent to which the data
has been successfully grouped according to its characteristics,
while ensuring that the number of clusters selected is truly
optimal. In this study, two evaluation methods were used,
namely the Silhouette Coefficient and the Davies-Bouldin
Index (DBI). These two methods complement each other in
determining the number of clusters that are most
representative of the data structure, so that the clustering
results obtained are not only technically accurate but also
relevant in the context of analyzing the condition of screw
press machines.
a.  Silhouette Coefficient
Evaluating clustering results is very important to ensure
that the division of data into clusters is optimal. The
Silhouette Coefficient method can be used to assess the
quality of each cluster by looking at the resulting
coefficient value. The closer the value is to 1, the better
the clustering quality because it indicates that the data is
more similar to the cluster it belongs to than to other
clusters. Conversely, a value close to 0 indicates overlap
between clusters. The following are the results of the
Silhouette Coefficient based on the number of clusters
tested. The results of the evaluation using the silhouette
coefficient can be seen in Table 4.

Table 4. Evaluation of Cluster Result Using the Silhouette
Coefficient

CLUSTER SILHOUETTE VALUE
2 0,591
3 0,565
4 0,553
5 0,176
6 20,287
7 20,153
8 -0,169
9 0,183
10 20,184

Based on Table 4, the clustering results were evaluated using
the Silhouette Coefficient method to assess the quality of data
separation in each cluster. The closer the value is to 1, the
better the clustering quality because it indicates a clearer
distance between clusters. The Silhouette Coefficient was
calculated using formula (4) on the data shown in Table 2
with the calculation results presented in Table 4. Based on
these results, the highest Silhouette value was obtained for
two clusters (k = 2) with a score of 0.591. This indicates that
the configuration with four clusters provides the most optimal
separation and density. To clarify the evaluation trend, the
calculation results are visualized in the form of a dendrogram
so that the pattern of changes in the Silhouette value against
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ln the number of clusters can be observed more
intuitively and support the determination of the most
appropria e:’humb@ of clusters. The following is the
= e‘%lu%tug r@;;ult with the Silhouette Coefficient as shown in
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> ba %ames Bouldin Index (DBI)

gEml‘aﬂtL@ clustering results plays an important role in

n|@

ne &% at data division into clusters is optimal. Using the
_Uﬁ-vrcs uldin Index (DBI) method, the quality of each
D-CI%Stg on be measured by selecting the number of clusters
xthat pﬁbcﬁce the smallest DBI value. The lower the DBI value
obtalﬁed3the better the quality of the grouping. The following
g shows t@ results of DBI value calculations based on the
o number af clusters tested. The results of the evaluation using
SDBI @ain'—be seen in Table 5.

elie

Q 3
L m
g Tab%SxﬁEvaluan@ of Cluster Results Using DBI
o[ 3 gLUSTE& DBI VALUE
S e
= 53 2 @ 0,586
= [ A4 et
8 B3¢ 3§ 0,453
3 g2 4= 0,404
S5 8 2

e 3 5 1,394
S| 3 6 & 1,523
ie] = —
°1l @ 7@ 1,667
N = |
5| £ 8 1,571
= =
> 8 o B 1,527
o 3 10 = 1,453
2 o JJ
5 o -

;JBaseﬁf on Table 5 ﬁie evaluation of clustering results using
mthe Dav1es Bouldug_-,lndex (DBI) method aims to assess the
qual@ of data divigion into each cluster, where the smaller
the ]ﬁ%l value obtsgled the better the clustering quality. The
DBI g,alculatlon was.performed using formulas (5) to (8) on
the d;a_ga in Table 2, ot ulting in the DBI values shown in Table
5. Fr&m these calculations, it can be seen that the lowest DBI
valugivas achieveéwith three clusters (k = 4) with a value of
O.40%This indicates that the configuration with four clusters
=

nery

provides the most optimal separation and density. To provide
a clearer picture of the evaluation results trend, a visualization
in the form of a dendrogram was also carried out, so that the
pattern of changes in DBI values against variations in the
number of clusters can be observed more intuitively and
support decision-making regarding the most appropriate
number of clusters.
DBl

@ BestCluster =4 A

DB Value

(

. v
6 7

huster (k)

v

B 9 10

Figure 4. Evaluation Graph Using DBI

F. Comparison of the Best Cluster Results

A comparison of clustering results using the Silhouette
Coefficient and DBI methods was conducted to determine the
most appropriate number of clusters, taking into account the
characteristics of each cluster formed. The best cluster results
obtained from the Silhouette Coefficient method were 2
clusters, while the best cluster results from the DBI method
were 4 clusters. The following are the results of the 2-cluster
and 4-cluster tests.

Table 6. Testing of 2 clusters

CLUS NUMBER TEMPERA

TER OF DATA TURE PRESSURE
Co 4473 0 0,02-3,32
Cl 18529 92,5-157 0-4,43

Table 7. Testing of 4 clusters

CLUS NUMBER ?E;Rpggi AVERAGE

TER OF DATA TURE PRESSURE
Co 18529 92,5-157 0-4,43
Cl1 4396 0 0,77-3,32
C2 69 0 0,02-0,23
C3 8 0 0,44-0,61

Based on Table 6 and Table 7, the results of clustering
evaluation using two methods, namely Silhouette Coefficient
and Davies-Bouldin Index (DBI), obtained different results
regarding the best number of clusters.
Coefficient method indicates that the optimal number of
clusters is 2, because at this number the Silhouette value is

The Silhouette
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Icating clearer data separation, compactness, and a
good level of similarity within clusters. Meanwhile, the
NDavies- Bougflin Ind3x (DBI) method shows the best results
—wnh‘ﬂ cgisgrs bédause the DBI value produced is lower,
o U 0
mwglcg n@al’ﬂ that fHe level of similarity between clusters is
Q si@al‘@r @Jildéle dlsgnce between clusters is relatively better.
31113thts sgldg, the g5e of the Silhouette Coefficient method
3w.nh Dthg ﬁl‘matl&n of 2 clusters is considered more
3a r@jpn&ea)ecause it is able to provide a more concise,

nb

gsﬁ‘ﬁc@rﬁ dita sepg'atlon that is easier to understand in the
3 é\lysw grogess =

2§ E

S lg‘yC%N:c@sml@

B'H_ﬁs'tstu%l ﬁ'iscussa the application of the Agglomerative
o2

_g I—%r&chica@ Clusteping (AHC) algorithm with a single-

i

@ 11%( @proach i rouplng screw press machine conditions
c'bg a(§eosl:1 two mgtn attributes, namely temperature and
< pgssanrexT he data B#8ed is original data from PT. XYZ for the
Xp‘@loa@rll - Maﬂ024 with a total of 23,002 data points.
® "JZBe &search process was carried out in stages through data
Q s%ec E: pre- pr&essmg with data cleaning, data
mtmns'g)rmatlon using Z-Score normalization, application of
) thEAgHCEﬁlgorlthm and evaluation of clustering results using
ctl% %htmette Coefficient and Davies-Bouldin Index (DBI)
@ metthsB The results showed that the clustering process
S d§1(Ed ghe data into several groups that reflected the
3'06ﬁd£t10ns of the screw press machine in different situations.
QL Base& oﬁhe evaluation using the Silhouette Coefficient, the
o best gg.m%er of clusters was obtained in two clusters with a
=Valug & 0.591. This indicates that the two-cluster
gconf@ur&on is able to provide clearer, more compact, and
D_strucareg data separation. Meanwhile, the evaluation results
—usmg:tthawes B&lldln Index (DBI) showed that the best
3numlgr‘éf clusters“‘was four clusters with a DBI value of
o 0. 40@ ngch 1nd105?es that the quality of separation between
cclustars & quite g?lod The difference in these evaluation
gresulg igdicates aPMdifference in focus between the visual
mclarlti @ clusterlg and the level of separation between
C clustcrs 8-)V6rall this study proves that the AHC algorithm
'-*w1th ﬁle Slngle Linkage approach can be used to analyze the
S condﬁlon of screwgress machines in a more systematic and
_.struc@red manner. ﬁ"hese clustering results can be used as a
3bas1s‘—:for determmmg the number of clusters that are most
—repre}gentatlve of data patterns. The limitation of this study is
mthat ionly uses tw&;nain attributes, so for further research, it
m is recg.mmended to@dd other attributes in order to obtain more
o com}ﬁehenswe an&ccurate clustering results.
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