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QBST@&@T 8 Thg):jcrew press plays an important role in the oil extraction process; thus, monitoring its condition is essential to

a@-p&forma e and prevent failures. This study aims to cluster screw press machine conditions using the K-Medoids method.
aFAsef consisted of 23,002 records from PT. XYZ was collected in April-May 2024 with two attributes: temperature and
CRUT ”I§e datavas processed through selection, pre-processing, and transformation stages using z-score normalization before
u@@r]ﬁg.model@aluation employed the Silhouette Coefficient and the Davies-Bouldin Index (DBI). The results show that the
e&%o@iguration;vas at K =7, with a Silhouette value of 0.5494 and a DBI of 0.5521, indicating a reasonable structure and good
K-Medoids method has been proven effective in clustering screw press machine conditions and useful in

P
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ERODUCTION
hesgcrew press machine is a tool that plays an important
ing{he oil extraction process, where the selection of
pEPpEate parameters is necessary to maintain the quality of
184bR substances in the extracted oil [1]. In manufacturing
dustrigs such as palm oil processing, this machine has
Vgccbralgimportant components, such as worm screws,
tegsion shafts, bearings, press cages, and oil seals that
eq@re%routine maintenance [2]. The performance of the
pro@c@n machine itself is highly dependent on the level of
rel@il@ and availability, where damage (downtime) to the
screw Hress often causes the production process to be
sub%)tiglal and the company's targets to not be achieved [3].
Add:i’[icgally, reseéﬁh on screw press hub damage found that
friéﬁor‘fband dynaﬁ.ic loads trigger material fatigue, initial
craa(s,gnd even brrpeakage before four months of use [4].

Given the OErational complexity of screw press

5

ma%lin@,s and the #nportance of optimal parameters in their
perfim%mce, a sy&hmatic approach is needed to monitor and
anagzz%_the condftion of these machines. Clustering is an

(2] iRl . .
unsg)ermsed dataganalyms technique used to group data
basell on specifictpatterns and similarities, which plays an
imgigrtant role in various fields, including machine condition
motitoring [5]. Tlg:s technique becomes particularly relevant
wh@ combined \@‘h Machine Learning (ML) technology to
analyze machine @perational data in greater depth. In its
ind@trial applicafion, ML can be used as a predictive
ma@enance methed by utilizing data collected from IoT
devifes installed @h machines to detect early faults and
presiqnt major faillges, as demonstrated in the case of knitting
ma%}ines with anggccuracy rate of 92% [6]. Specifically,
clugfering helps iﬁgnalyzing unstructured and high-
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dimensional data in the form of sequences, expressions,
text, and images [7].

Previous research has applied the Fuzzy C-Means
algorithm to cluster screw press machine conditions based on
temperature and pressure. The performance of the screw press
machine significantly affects the quality and efficiency of
palm oil production. The Back Pressure Vessel (BPV), which
is responsible for distributing steam to various process
stations, is an important part of this system [8]. Meanwhile,
the K-Means algorithm has also been used on the same dataset
with testing of up to fifteen cluster configurations. Based on
DBI, the best quality was obtained with three clusters, while
the Elbow method indicated four clusters as the optimal
choice [9]. Both studies confirm that clustering techniques
are effective in describing machine operational patterns,
although they are still limited to the use of certain variables,
thus requiring further study with other algorithms such as K-
Medoids.

Therefore, the researcher will conduct research on
clustering the conditions of screw press machines. The main
focus of this study is to cluster screw press machine
conditions using the k-medoids method. K-medoids is a
partition-based clustering algorithm that uses actual points as
medoids, which are the most central points in a cluster [10].
The selection of the k-medoids method is based on its
advantages in handling machine condition data, where, in the
context of machine condition analysis, K-medoids has been
applied to model uncertainty in large-scale electrical power
distribution systems, demonstrating high accuracy and
scalability compared to other methods. Furthermore, with the
application of K- medoids, data can be organized into more
representative clusters, enabling more efficient decision-

esew njems
>
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ted to monitoring and improving system

ce[11].

vious studies have proven the effectiveness of the K-
med01ds algorithm in various application domains. This
gglthm successtully grouped songs on Spotify based on
(@ulﬁlty and-distribution in playlists with a Silhouette
@ (E 0'3014 vifuch indicates good cluster separation and
s‘@racncé implications for the music industry in designing
ofs tig%"sd m_%ketmg strategies [12]. Additionally, K-
C%l@ s alse- been proven optimal in classifying
raqtﬁkwulnetginhty levels in Indonesia with k=2 and a
g.}nCSﬂhouate Coefficient of 0.68016, successfully
glfﬁn 390 —earthquake events with a very high
%r@ll@ levePin Eastern Indonesia and 179 events with
gllnzrablht@evel in Western Indonesia, providing an
rt@nt mefereﬁe for the government in planning
u%kﬁlsk m&}sgatlon [13]. Furthermore, this algorithm
%ffectlve in-grouping violence-prone areas in the city
dﬁlg using @@ata from 2,434 cases spread across 11
stgcts prod%mg 3 clusters that can categorize areas
as%l @ the level of violence cases from highest to lowest
E 'ﬁle success--of K-medoids in these three studies
r@ng‘rates the™ c0n51stency and adaptability of this
gg_'lilthm in handhng various types of data and clustering
o_aelﬁ’s making it a strong foundation for its application in

a&m% the condition of screw press machines.
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%\%/I%ERIALS AND METHODS
. esBarch Stages
Fhi§ research follows a number of systematic steps
es@né
step? b%ins with selecting a dataset to determine the
&ion to be analyzed. This is followed by a pre-
promzs%lg stage to clean the data so that it is ready for
trangfofnation. After the data is cleaned, the process
conﬁmés to the trgnsformation phase, which includes data
no tgla@atlon THE next step is clustering using the k-
me@)lcg'algorlthn‘g'l" he final stage is evaluation to determine
theépt‘ﬁnal numbveﬁ of clusters from the application of the
algarltl‘mn used. Flgure 1 shows the research flow.

( Start )—5 Data Sadection
Cfn:r )1—

-
Figure 1: Research Flow

Q
)

B. Bata Selectionn

% this phase, ﬁata curation is carried out to ensure the
Sult%ﬁ)lllty of th@ dataset with the research objectives,
mCEdmg the sefection of relevant variables and the
det@mlnatlon o@ata types that are in line with the

me@odology to b%hpphed.

[El @13&8 NER

e

to analyze and process data accurately. The initial

Oata Pro. Data
processing Trarsformabon
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C. Data Pre-processing

This pre-processing stage is implemented to filter and
purify the dataset from elements that can hinder the analysis
process. The stages carried out include removing redundant
data, addressing missing values, correcting writing errors, and
harmonizing inconsistent data formats.

D. Data Transformation

In data transformation, there are various commonly used
transformation techniques such as min-max scaling, z-score,
decimal scaling, robust scaling, one-hot encoding, and others.
In this study, the author will use the z-score technique in the
data transformation section [15]. The z-score Formula [16]
can be seen in equation (1):

Xi—mean(x
X = M
Where X'is the normalization result value, Xi is the
normalized data, mean(x) is the mean value of an attribute,
and std(x) is the standard deviation of an attribute.

E. K-Medoids Implementation
K-medoids is a data clustering method that can provide
more balanced results in terms of group distribution
compared to other methods, such as K-Means [17]. K-
medoids is a partition-based clustering algorithm that uses
actual points as medoids, which are the most central points in
a cluster [10]. The steps in the K-Medoids method are [18] :
a. Initialize medoids by randomly selecting k objects
from the dataset as initial medoids.
b. Next, each object is assigned to the cluster with the
nearest medoid based on the Euclidean distance
using equation (2).

d(4,B) = \/[(X1 —x2)% + (y1 —y2)?] 2
Explanation :
d(A,B) = Euclidean distance between

point A and point B
A = Object to be calculated
B = Cluster center
X1 =  The
coordinate value of point A
X2 =  The first-dimensional
coordinate value of point B

first-dimensional

y1 = The value of the second
dimension coordinate of
point A

V2 =  The value of the second

dimension coordinate of
point B

c. Then, a new medoid is selected where, for each
cluster, the total distance from all objects to other
objects in the same cluster is calculated.

d. Calculate the total deviation (S) by calculating the
total new distance — total old distance. If S< 0, then
swap the object with the cluster data to form a new
set of k objects as the medoid. If S> 0, then the total
distance increases and no replacement is made (use

@n\

wisey J
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[

=:’

Ilf ‘
%old medoid as a reference for the next iteration),
:hh

sing equation (3).
S = YDnew = 2Doia 3)
Where S is the total deviation, YD, is the total
dlgance @ the new medoid, and D4 is the total
adls‘jance ﬁ’gm the old medoid.

D

73s

2 § gR%)eat stg,ps C and D until there is no change in the
Sie tDmEimd (85°0).

B. Elogelivaluﬁﬁon

ihei-e@luﬁtlon mﬁthods to be used are the Silhouette
?rogﬁﬁnlgand Dgles—Bouldm Index (DBI).

= . ‘”SElouette-Coefﬁment

@ Sﬁhe&"-‘pllgouette;goefﬁment describes the quality of a data
c%olﬁ_s Qpl&emen within its cluster by comparing its

o§mﬂy :ét_o its—own cluster and other clusters. This
ég'lcﬁ'ntmrangeszfrom -1 to 1. Evaluation using the

et

-gihgueﬁe fethod (/9] is calculated using equation (4).

@ C b(x) —aly;
= 556 = ?\_%; S @
"@Vl".%re S (x;) is thg silhouette coefficient value for the i-th
@atg‘p@n a(x;)4s the average distance between the i-th
gb]@ %d other objects in the same cluster (intra-cluster), and
B & is the average distance between the i-th object and
Eb ee s°Pn the nearest different cluster (inter-cluster).
g -§) :’Dav1es Bouldin Index
= i} (gder to maximize the number of clusters formed, the
ﬁa;% ss3ouldin Index (DBI) is employed to calculate how

a 031sters should be formed [20]. Unlike the Silhouette
ﬁcmnt, a lower DBI value indicates better clustering

aﬁtygDBI has a value range from 0 upwards, with values

EB@i exsh
u%d&

of8 t& 0 indicating optimal cluster separation and high
1nte£na§—cohesmn The DBI evaluation guidelines are as
follBwsSvalues less than 1.0 indicate good clustering, values
. bet®eeff- 1.0 and 2.0 indicate acceptable clustering, while
VahEs Above 2.0 indicate suboptimal clustering with high
Vegam; etween thsters There are four steps in the DBI
Vaglat-gn [21]:

g vguatlon baglns with calculating SSW and SSB using
he ll-'nlt@ centroidgs a reference, followed by calculating the
DBgvaﬁle The Fdfmula applied to obtain the Sum of Square
Wi @n Clusler (SSB/) is:

SSB S=37 dfy;, ) (5)

Wh%e ?n is the ber of data points in cluster i, C; is the
ceand of clusterz X; is the data in the cluster, and d(x], C; )
is tlm: distance bet&een the data and the centroid.

Theg_S_um of Squarf®, Between-Cluster (SSB) has a function to
anafyze the level cgseparation between data groups. The SSB
mefic serves to e@aluate how separated the clusters are by
calctdatmg the dléﬁmce between the center point of each
clu%er (centroid) ﬂhd the center point of the entire dataset.
Th@hlgher the SSB value obtained, the more optimal the
separatlon between clusters. The mathematical Formula
apfmed in the calcﬁhmon of SSB is :

ss@ = d(C,, ) (6)

e-r._]coo

Where d(Ci, Cj) is the distance between clusters.

The next step is to calculate the ratio value of each cluster
using the following Formula:

SSW+SSW j
R ;= T,] (7)
Where R, ; is the ratio of SSW and SSB between cluster i and
cluster j, SSW; is the Sum of Squares Within-cluster for
cluster i, SSW; is the Sum of Squares Within-cluster for
cluster j, and SSB; ; is the Sum of Squares Between-cluster
between cluster i and j.

The final phase in the evaluation process involves
calculating the DBI by taking the average value of the
maximum ratio found between each data group and the other
data groups. The DBI index serves as a parameter to measure
the level of internal compactness in each group and the
quality of separation formed between data groups. The
mathematical Formula for calculating the Davies-Bouldin
Index can be formulated as :

1
DBI = ¥ max(Ry;) ®)
Where R, ; is the SSW and SSB ratio between cluster

i and cluster j, and k is the number of clusters
formed.

II.LRESULT AND DISCUSSION
A. Data Selection

This study will process the original dataset from screw
press devices with BPV device identification during the
period from April to May 2024, obtained from PT.XYZ, with
a total of 23,002 data rows. The initial data consists of no,
rowstamp, device code, date, temperature, pressure, pH,
current, created at, created by, and moved at history. Then,
data selection is carried out, and two important variables are
taken, namely temperature and pressure.

In the next stage, the main characteristics of the existing
data were collected and processed to form a dataset of 23,002
data points used for system analysis and modeling. This study
applied a feature selection method by taking two main
parameters, namely Temperature and Pressure, as input
variables for further data processing. These two attributes
were selected because they have a significant correlation with
the operational performance and condition status of the screw
press device. The selected data results are shown in Table 1.

Table 1. Dataset after data selection

No Temperature Pressure
0 123 3,19

1 123 3

23000 100 2,12

23001 100 2,03

B. Data Pre-processing
In the next stage, important attributes from the dataset
were sorted and processed for checking.
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Null Count | Data
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1 Temperature
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- =0 4R
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gft%r c-geckin&he data, the results show that there are no
ufgvaﬂaesc_i:p the ‘Femperature and Pressure attributes, which
' _'in?D23§02 d4fd’ points and have the same data type,
6 aSc:s’hown"i'n Table 2.

a_%.l‘g_ansformation

t ghi& stager” data transformation is performed to

algizgthe scale between variables with different value

23002
23002

Not-Null
Not-Null
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‘alile 5 All data ﬁfter transformation
CEDNH = T(@‘mperature Pressure
L02 5>_: 0,693464 0,826668
$18 O | 0,693464 0,588746
e > e Ie
$23008. | 0201872 -0,513208
T280E; | 0,201872 -0,625908
Sow
Z =3

. &-Medoids Implementation

&-Medoids Impl

é @ %is section, based on Table 3, distance calculations
wer® pgformed using equation (2) and Total Deviation using

alu&aog (3) until there were no changes in the medoids. The
!éal&la@n results can be seen in Figure 2 and Table 4 .

e

|
-
|

T ow
Fi%re‘?: Visualigtion of clustering with medoid centers
=

Bhe results oﬁ%pplying the K-Medoids method to the
ent@e dataset cangbe seen in Figure 2, which shows the
posgions of the joids and the distribution of clusters after
the Process reacheéa stable condition.

2 =N
Takie 4. Distribug%n of the number of members in each
clug*er Ly
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22987 | 0,201872 0,676402 0
22988 | 0,693464 0,263169 0
5 0,693464 0,225602 1
6 0,693464 0,213080 1
23000 | 0,201872 -0,513208 1
23001 | 0,201872 -0,625908 1
743 -1,935483 0,000203 2
744 -1,935483 0,050291 2
22996 | -1,935483 0,313258

22997 | -1,935483 0,576224 2

In addition, the clustering results showing the number of
members in each cluster can be seen in Table 5, namely
cluster 0 contains 7,356 data, cluster 1 contains 11,173 data,
and cluster 2 contains 4,473 data.

E. Model Evaluation

In the evaluation stage, the clustering results were tested
using two methods, namely the Silhouette Coefficient and the
Davies-Bouldin Index (DBI). The Silhouette Coefficient
serves to assess the quality of separation between clusters,
while the Davies-Bouldin Index (DBI) measures the degree
of similarity between clusters.

a. Silhouette Coefficient

The first step in the evaluation process is the application
of the Silhouette Coefficient method, as shown in equation
(4). This method provides a quantitative measure of how well
each data point is placed in the appropriate cluster, taking into
account the comparison of its proximity to its own cluster and
its distance from other clusters. The results of the evaluation
using the silhouette can be seen in Table 5, the graph is
attached in Figure 3, and the cluster distribution with 7
clusters is shown in Figure 4.

Table 5. Silhouette Coefficient evaluation results

Cluster Silhouette Score
2 0,2627
3 0,4572
4 0,4339
5 0,3917
6 0,5225
7 0,5494
8 0,5349
9 0,5395
10 0,5299

s
~No gemperature Pressure Cluster

£0 0,693464 0,826668 0

51 0,693464 0,588746 0
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hecSilhouette Coefficient approach was used to assess

e guafty of clustering with different numbers of clusters (K

gto%( = 10). The test results showed that the highest
Sil@u@e Coefficient value was obtained at K = 7 with a
sco‘% 02_0.5494, while the lowest value was found at K= 2
witS—‘a %:ore of 0.2627. Based on the evaluation criteria, a
Sillgueite Coefficient value range between 0.5 and 0.7
indﬁ-atg that the-ceclustering structure formed is in the

. = ) L.
falﬁo@ categox:g-,- even though it is not completely
sepac:rat%i. —
b. @)@ies—Boul(ﬂ.Index

Ehecémext eva’gation stage was conducted using the

DaujLesgiouldin Iridex (DBI) method. This index provides a
quagtitgive measyre of cluster quality by calculating the
avegage level of sigllarity between clusters. The DBI value is
obtained from a &inparison between the distance between
cluger centers an(ﬁhe distribution of data within the cluster.
Thecsmaller the DB/ value, the better the clustering quality,
as ﬁ indicates tha'g the data within a cluster is sufficiently
denﬁe and clearly sgparated from other clusters. The results of
testmrg using DBI E’_ﬁl be seen in Table 6 and the graph for the
DBﬁnethod is attaghed in Figure 5.
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Table 6. DBI evaluyation results
: Clusf@ DBI Value
2 1,0537

‘nel
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3 0,7719
0,722

0,8586
0,6157
0,5521
0,5529
0,5635
10 0,5707

OO0 Q[ N[

- - * -

Figure 5: Davies-Bouldin Index evaluation graph

Based on the DBI calculation results for the number of
clusters (K) between 2 and 10, the index value variations are
shown in Table 7 and Figure 4 above. The highest DBI value
occurs at K = 2 with 1.0537, while the lowest DBI value is
obtained at K = 7 with 0.5521. This indicates that the
configuration with seven clusters produces the most optimal
separation, because each cluster is sufficiently compact
within itself and has a relatively large distance from other
clusters. Thus, the best number of clusters according to the
Davies-Bouldin Index evaluation is K = 7.

F. Best Cluster Result

The optimal number of clusters was found at k=7 based on
the evaluation findings utilizing the Silhouette and Davies
Bouldin Index (DBI) methodologies. The highest silhouette
value and lowest DBI both consistently indicate optimal
cluster separation quality. Therefore, further analysis uses 7
clusters as the best configuration.

Table 7. Range of values for each cluster

Cluste | Min Max Min Max
r Temperatur | Temperatur | Pressur | Pressur
e e e e
0 121 155,50 2,10 3,36
1 92,5 145,25 1,15 2,58
2 0 0 0,02 2,32
3 0 0 2,36 3,32
4 100 157 3,16 4,43
5 98 114 2,59 3,33
6 100 133,25 0 1,21

Table 7 shows the temperature and pressure ranges for each
cluster. From the table, it can be seen that Cluster 0 has a high
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Ilf ‘-
< perm range of 121-155.5°C with moderate pressure of

Clusters 1 and 4 have relatively high temperatures

g 155.5-157°C with considerable pressure, where

Cluster 4 shows maximum operating conditions with pressure
4_4‘3§/I ile, Clusters 2 and 3 have a temperature
O:ﬁnd ng-y low pressure, even reaching 0, with
re%urm ﬁrlatlogg. of 0.02-2.32 and 2.36-3.32, which
dgakﬂs t@it theopressure in Cluster 3 is higher. Other
uﬂ'_f)era s}gw varfations in range that describe different

£ %E
cﬁ

@J@m

% mt@ &nditions. For example, Cluster 5 shows stable
@peghtibn @a medfum level with temperatures of 98—114°C
gndgpr-gss?s 0f§_.59 3.33, while Cluster 6 has normal
%m@er@urﬂs of 100=133.25°C but low pressure.
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succ%fully grouped screw press machine
n@mcmslglsmg g}s: K-Medoids method with a dataset of
3,@2%ecords frem PT. XYZ for the period April-May
5. 'Hle researd® process began with data selection, pre-
0@@58%1& trans@matlon using Z-Score Normalization,
p?ﬁné_ntation K-Medoids clustering, and evaluation
si& t'ge Silhouette Coefficient and Davies-Bouldin Index
Ig:). g‘;he evaluaﬁon results showed that the best number of
us_t’ersi'was obtained at K=7, with the highest Silhouette
ogbfic@nt value of 0.5494, which is included in the
1r&o@3d clustering structure category, and the lowest DBI
Ige @ 0.5521, which indicates optimal cluster separation
aﬂtyg In other words, the seven-cluster configuration
oglc%i the most representative and stable data separation
r@amd to other cluster number variations. Further analysis
Sf tge tg'nperature and pressure ranges in each cluster shows
that® ezgh cluster describes different machine operating
co 1t1§}15 ranging from idle conditions with almost zero
preispr% normal operation in the medium temperature range,
to m@xithum operating conditions with high temperatures and
premur% These figdings indicate that the K-Medoids method
canobealsed effejvely to monitor the condition of screw
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