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ABSTRAK

Ketersediaan daya listrik di Provinsi Riau masih mengalami ketidakseimbangan antara kebutuhan dan
kapasitas produksi, yang dapat menyebabkan defisit atau pemanfaatan kapasitas pembangkit yang kurang
optimal. PT PLN menggunakan berbagai metode peramalan, seperti regresi linear, time series, dan single
exponential smoothing, dari hasil peramalan dari berbagai metode yang digunakan PLN masih mengalami
defesit listik tiap tahunnya. Oleh karena itu, diperlukan metode peramalan daya tersambung yang andal
sebagal’'dasar perencanaan energi. Penelitian ini membahas akurasi peramalan daya tersambung
menggunakan dua metode kecerdasan buatan, yaitu Feed Forward Backpropagation (FFBP) dan Recurrent
NeuralNetwork (RNN). Data yang digunakan meliputi jumlah pelanggan PLN, konsumsi listrik, dan daya
tersambung selama periode 2015-2024, yang diperoleh dari PLN dan Badan Pusat Statistik (BPS). Hasil
peramalan menunjukkan bahwa FFBP menghasilkan Mean Absolute Percentage Error (MAPE) sebesar
6,09%,-sedangkan RNN mencapai MAPE sebesar 3,63%, sehingga RNN menunjukkan tingkat akurasi lebih
tinggi. Prediksi daya tersambung di Provinsi Riau untuk 2025-2029 meningkat secara bertahap, yaitu 5.538
MVA pada 2025, 6.646 MVA pada 2026, 7.758 MVA pada 2027, 8.931 MVA pada 2028, dan 10.158 MVA
pada 2029. Hasilnya metode Recurrent Neural Network lebih baik dibandingkan metode Feed Forward
Backpropagation yang mana mampu menghasilkan MAPE Eror lebih kecil. Maka dari itu metode Recurrent
Neural~Network direkomendasikan untuk melakukan peramalan kedepannya, serta strategi pengelolaan

penyediaan energi di masa depan.

Kata Kunci : Daya tersambung, peramalan listrik, Feed Forward Backpropagation (FFBP), Recurrent Neural
Network (RNN), MAPE, Provinsi Riau 2025-2029
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| _COMPARATIVE ANALYSIS OF FEEDFORWARD BACKPROPAGATION

AND RECURRENT NN ACCURACY LEVELS IN CONNECTED
POWER FORECASTING IN RIAU PROVINCE IN 2025-2029
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ABSTRACT

Electricity availability in Riau Province continues to experience an imbalance between demand and production

capacity, which can lead to deficits or suboptimal utilization of generating capacity. PT PLN (State Electricity

Company) uses various forecasting methods, such as linear regression, time series, and single exponential

smoothing. Based on these forecasting methods, PLN still experiences electricity deficits annually. Therefore,
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~the accuracy of connected power forecasting using two artificial intelligence methods, namely Feed Forward
gBackpropagation (FFBP) and Recurrent Neural Network (RNN). The data used include the number of PLN
customers, electricity consumption, and connected power during the 2015-2024 period, obtained from PLN
and the Central Statistics Agency (BPS). The forecasting results show that FFBP produces a Mean Absolute

T
<
a
g
c

= Percentage Error (MAPE) of 6.09%, while RNN achieves a MAPE of 3.63%, thus RNN shows a higher level

.- of accuracy. The prediction of connected power in Riau Province for 2025-2029 increases gradually, namely
%5,538 MVA in 2025, 6,646 MVA in 2026, 7,758 MVA in 2027, 8,931 MVA in 2028, and 10,158 MVA in 2029.
“The results show that the Recurrent Neural Network method is better than the Feed Forward Backpropagation
method which is able to produce a smaller MAPE Error. Therefore, the Recurrent Neural Network method is

recommended for future forecasting, as well as energy supply management strategies in the future.

Keywords: Connected load, electricity forecasting, Feed Forward Backpropagation (FFBP), Recurrent
Neural Network (RNN), MAPE, Riau Province 2025-2029
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? i Seluruh aktivitas manusia saat ini, baik secara langsung maupun tidak langsung, sangat
=

%bérgantung pada ketersediaan listrik [1]. Listrik memegang peranan yang sangat penting

Q a

Sdalam perekonomian karena berkontribusi besar terhadap produksi dan konsumsi energi di

N

Lg:b‘grbagal negara [2]. Permintaan listrik terus meningkat seiring dengan bertambahnya

endapatan rumah tangga, elektrifikasi tiap sektor kehidupan dan pertumbuhan digitalisasi

n.J IDéS

;B] Energi listrik juga memiliki peran penting dalam pembangunan berkelanjutan, sehingga

e

spemilihan sumber energi rendah karbon dan ramah lingkungan menjadi prioritas utama bagi

nj

=banyak'negara [4]. Di Indonesia, konsumsi listrik juga mengalami peningkatan yang cukup

“besar, dengan total produksi PLN di tahun 2023 mencapai 323.320,62 GWh yang
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Dalam beberapa tahun terakhir, konsumsi listrik di Provinsi Riau mengalami

eouaw edue

eningkatan, tetapi produksi listrik menunjukkan fluktuasi yang cukup drastis [6].

%

1eyn
vy

erdasarkan data dari Badan Pusat Statistik, pada tahun 2021 produksi listrik tercatat sebesar
JO7 ,412 GWh, kemudian menurun menjadi 192,037 GWh pada tahun 2022 [7][8]. Pada

I Uep L

stahun 2023, produksi mengalami sedikit peningkatan menjadi 196,828 GWh sebelum
Sakhirnya melonjak signifikan menjadi 426,709 GWh pada tahun 2024 [9][10]. Sementara

ngaAusL

=itu, data-aktual konsumsi listrik menunjukkan tren yang terus meningkat, yakni 6,108 GWh
»pada tahun 2021, 7,692 GWh pada tahun 2022, 8,213 GWh pada tahun 2023, dan mencapai
%8,815 GWh pada tahun 2024. ketidakseimbangan antara kebutuhan dan produksi ini

ue

mencerminkan adanya potensi defisit listrik yang dapat mengganggu keseimbangan sistem
kelistrikan di Provinsi Riau [11]-[13].

Kondisi kebutuhan dan produksi listrik di Provinsi Riau menunjukkan
ketidakseimbangan yang signifikan dalam beberapa tahun terakhir, dengan konsumsi yang
terus meningkat sementara produksi mengalami fluktuasi. Ketidakseimbangan ini berpotensi
menimbulkan defisit listrik yang dapat mengganggu kestabilan sistem kelistrikan di wilayah
Riau sendiri. PT PLN menggunakan berbagai metode peramalan, seperti regresi linear, time
series, dan single exponential smoothing, dari hasil peramalan dari berbagai metode yang

digunakan PLN masih mengalami defesit listik tiap tahunnya. Maka dari itu dibutuhkan
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| _metode peramalan yang adaptif dan akurat agar PLN dapat merencanakan pasokan listrik

nBuad ‘e

js¥]
sécara tepat, meminimalkan risiko kekurangan, dan menjaga kestabilan sistem kelistrikan di

<y

EPTEJbVinsi Riau [13]. Untuk mengatasi ketidakseimbangan ini, diperlukan sistem tenaga listrik
O

— = e =y s
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%ying mampu menyediakan daya yang cukup serta berkualitas baik agar kebutuhan listrik
=

L%nésyarakat dapat terpenuhi [ 14]. Dalam sistem kelistrikan, daya yang dihasilkan harus selalu

L=

_@s@mbang dengan daya yang dikonsumsi oleh pengguna agar sistem tetap stabil dan

Sbeéroperasi dengan optimal. Apabila daya tidak mencukupi dengan kebutuhan konsumen
2 i

BIDEC

%rrgzaka menyebabkan pemadaman bergilir. Sedangkan apabila kapasitas daya berlebihan akan
c 2

%m‘ﬂengakibatkan kapasitas terpasang yang ada tidak termanfaatkan secara maksimal [15].
=Oleh karena itu, peramalan daya tersambung menjadi langkah penting dalam memastikan

Spasokan listrik yang andal serta meminimalkan risiko gangguan akibat ketidakseimbangan

—~daya [14]. Dengan metode peramalan yang akurat, kapasitas daya tersambung dapat

diprediksi dengan lebih baik sehingga memungkinkan perencanaan distribusi energi yang

1IN eA

Ul s

1

lebih efisien.

Peramalan daya tersambung yang akurat sangat penting untuk memastikan

keseimbangan antara pasokan dan konsumsi listrik, sehingga sistem tenaga listrik dapat

ueduaw eaue

1}

Sberoperasi secara stabil dan efisien [14] [15]. Ketidakakuratan dalam peramalan dapat

ML

“menyebabkan kesalahan dalam perencanaan infrastruktur kelistrikan yang berpotensi

)

%‘Tmengakibatkan ketidakseimbangan antara produksi dan permintaan daya [16]. Jika daya
gyang tersedia tidak mencukupi kebutuhan, maka dapat terjadi pemadaman listrik bergilir
%{17]. Sebaliknya, apabila daya yang dipasok melebihi kebutuhan aktual, maka kapasitas

—

Spembangkit yang tidak terpakai menjadi kurang efisien dan menyebabkan pemborosan

B

NS

Ssumber-daya [18]. Dengan demikian, metode peramalan yang digunakan harus memiliki

aq

“tingkat“akurasi yang tinggi agar kesalahan prediksi dapat diminimalkan dan keputusan
strategis dalam pengelolaan sistem kelistrikan dapat diambil secara optimal [19].

Me¢tode peramalan secara umum dapat dikategorikan menjadi tiga kelompok utama,
yaitu metode deret waktu, metode kausal atau korelasi, dan metode berbasis kecerdasan
buatan (Artificial Intelligence) [20]. Metode deret waktu memanfaatkan data historis untuk
mengidentifikasi pola dan tren yang dapat digunakan dalam peramalan, seperti metode
smoothing, dann box-jenkins [21]. Kemudian, metode kausal atau korelasi mengamati
hubungan antara variabel yang diprediksi dengan variabel lain yang mempengaruhinya,
termasuk metode regresi dan korelasi, model ekonometrik, serta model input-output [21].

Selain ‘itu, metode berbasis kecerdasan buatan (Artificial Intelligence) mengandalkan

-2



_algoritma pembelajaran mesin untuk mengolah data secara otomatis dan menghasilkan

?\J js¥]

g Z 'f’o “prediksiryang lebih adaptif serta akurat dengan menggunakan teknik seperti jaringan saraf

S -

‘”é é) LED gti%lan (Artificial Neural Networks) dan model deep learning [22]. Berdasarkan metode-
(= s o

— = e =y s

grrgtode yang ada metode menggunakan (Artificial Intelligence) memiliki tingkat akurasi

cyang lebih baik dengan error kecil dalam peramalan, dengan demikian peramalan ini sering

Bu

C

fidéunakan dalam penelitian-penelitian terdahulu [23]-[29].
@ Dalam metode berbasis kecerdasan buatan (Artificial Intelligence) terdapat algoritma
c

sz eed Forward Backpropagation dan Recurrent Neural Network. Metode algoritma ini telah

—

a

uelbec

c =

%d%unakan oleh penelitian-penelitian terdahulu dengan tingkat akurasi yang sangat baik [23]-
5[29]. Pada algoritma, Feed Forward Backpropagation, penelitian [23] menunjukkan bahwa
=

smodel Backpropagation yang dikombinasikan fitur ekstraksi dan PSO memiliki kinerja yang

~lebih unggul dibandingkan dengan model lainnya dalam melakukan peramalan permintaan

listrik. Berdasarkan hasil evaluasi, model ini menghasilkan nilai RMSE sebesar 0.5344,

—

SMAPE sebesar 0.1773, dan SI sebesar 0.0003. Penelitian [24] menunjukkan bahwa model

[N eA

Ul Sl

a =}

gANN dengan Backpropagation mampu memberikan prediksi beban listrik jangka panjang

a

-

Gyang lebih akurat dibandingkan metode tradisional. Dengan MAPE sebesar 0.045, yang

‘nery eysng NN Jelem BueA uebuiuaday ueyibniaw yepn uedi

‘yejesew nens uenelun neje ynuy uesijnuad ‘uelode] ueunsnAuad ‘yeiw| efiey uesijnuad ‘uenijauad ‘ueyipipuad uebunuaday yMun eAuey uedi

gmerupakan hasil terbaik dibandingkan dengan metode lainnya. Penelitian [25] diperoleh

gmodel jaringan saraf tiruan terbaik dengan struktur 10 unit pada lapisan input dan 4 unit pada

)

%Tlapisan tersembunyi. Model ini memiliki nilai kesalahan kuadrat rata-rata (MSE) terkecil

2sebesar0.000145, yang menunjukkan bahwa model ini mampu melakukan prediksi dengan

<

8tingkat kesalahan yang sangat rendah. Penelitian [26] menunjukkan bahwa metode TLBO-

—

DZJ_FFBNN memiliki tingkat akurasi yang sangat tinggi dalam peramalan beban listrik jangka

w

Spanjang.. Dengan nilai MAPE rata-rata sebesar 0.000004936%.

:leq

Sedangkan, pada algoritma, Recurrent Neural Network, Penelitian [27] menunjukkan
bahwa ‘model hibrida NARX-GAs-K Mean Clustering memiliki kinerja terbaik dalam
peramalan konsumsi listrik dibandingkan dengan model lainnya. Model ini mencatat nilai
RMSE sebesar 0.08759 yang menunjukkan keseimbangan terbaik dalam peramalan jangka
panjangrdengan tingkat kesalahan paling rendah. Penelitian [28] menunjukkan bahwa model

LSTM-RNN yang dikembangkan memiliki tingkat akurasi yang sangat tinggi dalam

‘nery B)snS NN uizi edue) undede ynjuaq wejep Iul sijn} eAsey yninjas neje ueibegas yeAuegiadwaw uep uejwnwnbuaw

peramalan beban listrik. Untuk peramalan beban listrik per jam, model ini berhasil mencapai
MAPE sebesar 1,5% sedangkan untuk peramalan beban tahunan, model memperoleh MAPE
sebesar.-1,77%. Penelitian [29] menunjukkan bahwa model T2V-GRU yang diusulkan

memiliki tingkat akurasi tertinggi dalam peramalan daya angin dibandingkan model lainnya.
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_\Model ini mencapai akurasi maksimum sebesar 93,12%, dengan nilai MAE sebesar 286,10

E’kw dantRMSE sebesar 489,54 kW, yang merupakan tingkat kesalahan peramalan terendah
gdﬁantara semua model yang diuji.

Dalam penelitian sebelumnya, perbandingan metode Feed Forward Backpropagation

nnbusu
npui

dan Recurrent Neural Network telah banyak dilakukan untuk berbagai jenis peramalan,

_@sé)ertl peramalan konsumsi energi. Namun, penelitian-penelitian tersebut umumnya
ngjbérfokus pada variabel yang berbeda. Pengembangan penelitian ini memiliki gap dengan
5 Q

=3

gmenj jadikan daya tersambung sebagai objek dalam analisis perbandingan kedua metode ini,
%d‘ﬁnana sebelumnya belum ditemukan studi dengan variabel daya tersambung yang
%dlbandmgkan dengan metode Feed Forward Backpropagation dan Recurrent Neural
&Network dalam memprediksi daya tersambung khususnya di Provinsi Riau.

Berdasarkan tingkat akurasi yang baik melalui metode Feed Forward Backpropagation

sin eAu

:dan Recurrent Neural Network, penelitian ini akan melakukan analisis perbandingan antara
“kedua algoritma tersebut dalam peramalan daya tersambung di Provinsi Riau. Setelah

e

melakukan analisas perbandingan kedua metode tingkat akurasi peramalan maka langkah

eouaw ed

selanjutnya adalah melakukan prediksi daya tersambung di Provinsi Riau dengan metode

u

Sterbaik dari kedua metode yang ada. Metode yang digunakan dalam penelitian ini mencakup

U

Zpengumpulan data historis daya tersambung (MVA) di Provinsi Riau tahun 2015-2024
%hsebagai data target dan data input berupa jumlah pelanggan PLN dan Konsumsi Energi
g(GWh) dengan masing-masing sektor rumah tangga, industri, komersial, sosial dan gedung
%pemerintahan. Dengan demikian akan membentuk data input matriks 10x10. Kemudian

=dilanjutkan dengan normalisasi data menggunakan sigmoid bipolar, dan dilanjutkan dengan

ns

Ssimulasi-kedua metode melalui sofiware Matlab. Selanjutnya, hasil peramalan dari kedua

aq

“algoritrha akan dievaluasi berdasarkan tingkat akurasi melalui Mean Absolute Percentage
Error (MAPE). Setelah itu, membandingkan hasil evaluasi ini, untuk mengidentifikasi
algoritma yang memberikan tingkat akurasi tertinggi dalam peramalan daya tersambung.
Setelah-dilakukan prediksi daya tersambung dengan metode yang terbaik melalui daya
inputan‘menggunakan metode polinomial linear menggunakan network yang sudah dilatih
sebeluminya. Sehingga hasilnya dapat menjadi rekomendasi dalam perencanaan sistem
tenaga listrik terutama bagi pemangku stakeholder seperti PT. PLN.

Berdasarkan temuan kondisi aktual, penelitian ini bertujuan untuk menganalisis
tingkat-akurasi metode Feed Forward Backpropagation, tingkat akurasi metode Recurrent

Neural Network dan melakukan perbandingan akurasi antara kedua algoritma Feed Forward

-4
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| _Backpropagation dan Recurrent Neural Network dan meramalkan daya tersambung di

%E‘bvinsi Riau tahun 2025-2029. Dengan membandingkan hasil evaluasi ini, maka dapat
gn%ngidentiﬁkasi algoritma yang memberikan tingkat akurasi terbaik dalam peramalan daya
o

jtesi";sambung. Dengan demikian, penulis tertarik untuk mengkaji penelitian dengan judul

=

c“Analisis Perbandingan Tingkat Akurasi Feed Forward Backpropagation dan

Bua

E.lecurrent NN pada Peramalan Daya Tersambung di Provinsi Riau Tahun 2025-2029”.
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Berdasarkan latar belakang di atas, rumusan masalah yang akan dibahas dalam

8s neje uelbec
uepupn

@5

pechelitian ini adalah sebagai berikut:

1. - Berapa tingkat akurasi metode Feed Forward Backpropagation dan Recurrent
Neural Network pada peramalan daya tersambung di Provinsi Riau?

2. “Bagaimana analisis perbandingan akurasi metode Feed Forward Backpropagation
dan metode Recurrent Neural Network pada peramalan daya tersambung di Provinsi
Riau?

3. Berapa hasil prediksi daya tersambung di Provinsi Riau untuk tahun 2025-2029?

1.3. Tujuan Penelitian
Tujuan yang ingin dicapai dalam penelitian ini adalah:
1. Menghitung tingkat akurasi metode Feed Forward Backpropagation dan Recurrent
Neural Network pada peramalan daya tersambung di Provinsi Riau.
2.YMenganalisis  analisis perbandingan akurasi metode Feed Forward
Backpropagation dan metode Recurrent Neural Network mana yang lebih baik pada
peramalan daya tersambung di Provinsi Riau.

3. “Menganalisis hasil prediksi daya tersambung di Provinsi Riau untuk tahun 2025-

2029.

JJaquins ueyingaAusw uep ueywnyuedsusw edue) (ul siny eA1ey ynin

1.4. Batasan Penelitian
Adapun batasan penelitian terhadap objek penelitian diantaranya sebagai berikut:
1. -Penelitian ini menggunakan data jumlah pelanggan PLN pada Provinsi Riau melalui
website resmi pusat statistika PLN.
2. Penelitian ini menggunakan data energi listrik terjual Provinsi Riau melalui website
resmi Badan Pusat Statistik Provinsi Riau.
3. ZPenelitian ini menggunakan data daya tersambung Provinsi Riau melalui website

resmi Badan Pusat Statistik Provinsi Riau.
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4. Diasumsikan bahwa kapasitas produksi listrik dari produsen tetap konstan, tanpa

I \
&  —menghitung ketidakstabilan dalam produksi.
g 5. 5*-Perangkat lunak yang digunakan dalam penelitian ini adalah software Mathlab.
= G
§
(=8
5
Q
lg. Manfaat Penelitian

Adapun manfaat dalam penelitian yang dilakukan diantaranya sebagai berikut:

1. —Bagi penulis, mengembangkan variabel terbaru mengenai perbandingan metode

Buepun-bue

YFeed Forward Backpropagation dan metode Recurrent Neural Network pada
“peramalan daya tersambung di Provinsi Riau
2. ._”:)Bagi lembaga pendidikan, penelitian ini dapat menjadi rujukan ilmiah bagi
“mahasiswa atau peneliti lain yang ingin mempelajari atau melakukan penelitian
sejenis di bidang forecasting.
3. Bagi perusahaan, seperti PT. PLN hasil penelitian ini berkontribusi untuk
mengembangkan strategi pengelolaan energi yang lebih akurat di Provinsi Riau,

terutama pada peramalan daya tersambung.
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§2§. Studi Literatur
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S i Penelitian [23] berjudul “Peramalan Permintaan Listrik Menggunakan Teknik
e

%Egstraksi dan Optimasi Fitur Hibrida" mengkaji peramalan kebutuhan listrik dengan
Q a

Speéndekatan kombinasi ekstraksi fitur dan optimasi berbasis kecerdasan buatan. Model yang
® g

2diterapkan mencakup SVR, ELM, dan LSTM, yang disempurnakan menggunakan algoritma

o

=GA dan PSO. Studi ini menggunakan data harian dari jaringan listrik Nigeria selama periode

In

yn

Januari; 2015 hingga Desember 2018, dengan mempertimbangkan variabel seperti

b

Ae

<permintaan listrik, suhu, kelembaban, dan hari libur. Hasil penelitian menunjukkan bahwa

n}

-metode LSTM yang dioptimalkan dengan PSO memberikan prediksi paling akurat dengan

|
EE
~
s

sebesar 3,45%, melampaui kinerja SVR dan ELM. Dengan demikian, performa
96,55%. Temuan ini menjadi referensi utama dalam pemanfaatan teknik optimasi untuk

meningkatkan akurasi peramalan listrik dalam riset ini [23].

eouaw edue Iu

Penelitian [24] berjudul " Algoritma Backpropagation Adaptif untuk Peramalan

u

EXWInN

=Beban Listrik Jangka Panjang” mengkaji peningkatan akurasi peramalan beban listrik jangka

-

opanjang dengan menerapkan Adaptive Backpropagation Algorithm (ABPA) sebagai

a

uep

Zpenyempurnaan dari Backpropagation (BPA) tradisional. Model Multi-Layer Perceptron

gaAu

5(MLP) :digunakan dengan mekanisme adaptif untuk meminimalkan akumulasi kesalahan

;:%prediksi. Studi ini menganalisis data konsumsi listrik bulanan Irak dari 2011 hingga 2020,

ns ue

dengan-tambahan variabel seperti jenis konsumsi energi dan periode pemadaman listrik.

qu

Hasilnya menunjukkan bahwa ABPA lebih unggul dibandingkan BPA konvensional, dengan
“ MSE 1:195.650 dan MAPE 0.045, jauh lebih akurat dibandingkan BPA yang memiliki MSE
50.759.957 dan MAPE 0.26. Dengan demikian, BPA yang paling akurat ini memiliki

12

peroformasi terbaik dengan akurasi 99.74%. Penelitian ini membuktikan bahwa ABPA lebih
efektif ~dalam menyesuaikan prediksi terhadap perubahan pola konsumsi listrik,
menjadikannya metode yang lebih andal untuk peramalan jangka panjang [24].

Penelitian [25] membahas pemodelan konsumsi listrik di Kota Kendari dengan
menerapkan jaringan saraf tiruan berbasis backpropagation. Model dilatih menggunakan
data historis konsumsi listrik harian untuk memprediksi beban puncak, dengan konfigurasi

optimakterdiri dari 10 unit pada lapisan input dan 4 unit pada lapisan tersembunyi. Hasil

-1
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M _penelitian menunjukkan tingkat akurasi tinggi dengan MSE 0.000145, di mana beban puncak

Qte%tinggi tercatat pada pukul 20.00 sebesar 75,593 MWh, sedangkan beban terendah terjadi

‘pTﬁ?kul 05.00 sebesar 64,203 MWh. Prediksi konsumsi listrik selama satu minggu ke depan

o

e
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amoi_:nunjukkan pola yang stabil, mengonfirmasi efektivitas model dalam menganalisis tren
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secara efisien untuk peramalan konsumsi listrik dan pengelolaan beban energi [25].

Selanjutnya penelitian [27] terkait keempat menggunakan algoritma, Recurrent

n-bue

3

ral—Network, yang berjudul “Peramalan Konsumsi Listrik Secara Time Series

eje ueibeq

n
ue

ml\’f’enggunakan Model Hybrid Jaringan Syaraf Tiruan Rekursif dan Algoritma Genetika” yang

Ebertujuan untuk meningkatkan akurasi peramalan konsumsi listrik di Kota Tulkarm,
=

SPalestina. Studi ini mengembangkan model NARX-GAs-K Mean Clustering, yang

~

—~mengombinasikan Nonlinear Autoregressive with External Input (NARX) dengan algoritma

eA

|

|7

—genetika dan teknik klasterisasi K-Means untuk mengoptimalkan prediksi konsumsi listrik.

-

Ul SI

—

ZPenelitian ini menggunakan data historis dari tahun 2018-2020 dan membandingkan tiga

—-model hibrida: RNN-GAs, NARX-GAs, dan NARX-GAs-K Mean Clustering. Evaluasi
dilakukan berdasarkan Root Mean Square Error (RMSE), di mana NARX-GAs-K Mean

eau

eousaL

gClustering terbukti paling akurat dengan RMSE 0.08759, unggul dalam menangani pola
%xjkonsumsi listrik yang kompleks. Hasil penelitian menunjukkan bahwa RNN lebih efektif

)

o

Suntuk peramalan jangka pendek, sedangkan model NARX-GAs-K Mean Clustering lebih

—

goptimal untuk prediksi jangka panjang. Model ini diharapkan membantu optimalisasi

8distribusi listrik dan mendukung transisi ke energi terbarukan [27].

A

Penelitian [28] kelima terkait dalam riset ini berjudul "Memberdayakan Peramalan

NS ue

5Beban Berbasis Data dengan Memanfaatkan Jaringan Syaraf Berulang Memori Jangka

aq

~“Pendek’dan Panjang", yang bertujuan untuk meningkatkan akurasi peramalan beban listrik
menggunakan model Long Short-Term Memory Recurrent Neural Network (LSTM-RNN).
Model “ni dirancang untuk menangkap pola konsumsi listrik yang kompleks dengan
mempertimbangkan faktor dinamis seperti suhu, kelembapan, dan pola musiman. Penelitian
ini menggunakan data historis dari perusahaan utilitas di Jerman dan mengevaluasi kinerja
model berdasarkan Mean Absolute Percentage Error (MAPE) dan Root Mean Squared Error
(RMSE): Hasil menunjukkan bahwa model LSTM-RNN lebih unggul dibandingkan metode
konvensional, dengan MAPE 1,5% untuk peramalan per jam dan 1,77% untuk peramalan
tahunan. Dengan demikian, peroformasi terbaik memiliki akurasi sebesar 98.5%. Model ini

juga terbukti tahan terhadap data yang tidak lengkap atau mengandung noise. Dengan

-2
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ﬁbasm smart grid, meningkatkan efisiensi operasional, serta memperkuat keandalan
@
%J%lngan listrik [28].
< g
. g Penelitian [29] ini berjudul "Peramalan Tenaga Angin Berdasarkan Model Jaringan
= c
LEFStgaraf Tiruan Berulang yang Baru”, Penelitian ini mengembangkan model T2V-GRU untuk
f@nénmgkatkan ketepatan prediksi daya angin dengan mengombinasikan Time2Vec (T2V)

Bec
U

Cdd«al:n Gated Recurrent Unit (GRU) agar lebih efektif dalam mengenali pola temporal

5 Q
a{kémpleks pada data turbin angin berkapasitas 7 MW. Data dari SCADA diproses
o
%n‘fénggunakan metode DBSCAN guna menyaring outlier, sehingga meningkatkan kualitas

=

;GRU Hasilnya menunJukkan bahwa T2V-GRU memiliki performa terbaik dengan akurasi
_93 ,12%, MAE 286,10 kW, dan RMSE 489,54 kW. Selain itu, DBSCAN terbukti lebih unggul
}idlbandmgkan Isolation Forest dalam meningkatkan kualitas data. Model ini berkontribusi

—pada optimasi pembangkit listrik tenaga angin dengan meningkatkan efisiensi operasional

uaw ead

oturbin dan mendukung sistem pengelolaan energi berbasis kecerdasan buatan yang lebih

e

adaptif dan berkelanjutan [29].

p ueyuwl IHLI

Penelitian ini berfokus pada permasalahan ketidakseimbangan antara daya

J U!;

trsambung dan konsumsi listrik di Provinsi Riau, yang menghambat PLN dalam

%menentukan kapasitas pasokan listrik secara optimal [14]. Tantangan ini semakin meningkat

ak

gakibat fluktuasi produksi listrik yang signifikan serta permintaan listrik yang terus bertambah
DZj_tiap tahunnya [6]. Untuk mengatasi permasalahan ini di sisi konsumen, penelitian ini
gbertujuan untuk mengevaluasi tingkat akurasi metode Feed Forward Backpropagation dan
gRecurrent Neural Network dalam meramalkan daya tersambung, sehingga dapat
mengidentifikasi algoritma yang paling efektif untuk prediksi daya tersambung di Provinsi
Riau. Kedua metode tersebut dipilih karena keunggulannya dalam menghasilkan prediksi
dengan tingkat akurasi tinggi berdasarkan penelitian-penelitian sebelumnya. Pengembangan
dalam penelitian ini melibatkan pemanfaatan data historis daya tersambung (MVA) sebagai
variabel-target, serta jumlah pelanggan PLN dan energi terjual (GWh) dari berbagai sektor
sebagati variabel input. Selain itu, normalisasi data akan dilakukan menggunakan fungsi

sigmoid bipolar, serta simulasi peramalan akan dijalankan melalui software MATLAB guna

meningkatkan akurasi prediksi. Dengan pendekatan ini, hasil penelitian diharapkan dapat

-3



Bueise|q z
nbusd *q
nBuad ‘e
Buele|l

— =~

‘nery eysng NN Jelem BueA uebuiuaday ueyibniaw yepn uedi

‘nery B)snS NN uizi edue) undede ynjuaq wejep Iul sijn} eAsey yninjas neje ueibegas yeAuegiadwaw uep uejwnwnbuaw
‘yejesew nens uenelun neje ynuy uesijnuad ‘uelode] ueunsnAuad ‘yeiw| efiey uesijnuad ‘uenijauad ‘ueyipipuad uebunuaday yMun eAuey uedi

| _memberikan masukan bagi PLN dalam merancang sistem tenaga listrik yang lebih stabil dan

(1
(©]

=]

—
9
—
—_
—
(8]

1.

2 Landasan Teori

aLL
N
ula ki

]
p&EN 16unp

.1. -Energi Listrik

Energi listrik merupakan salah satu bentuk energi yang dihasilkan dari pergerakan

as dinbu

elektron melalui suatu penghantar dan dapat diubah menjadi berbagai jenis energi lain,

seperti cahaya, panas, serta energi mekanik [30]. Dalam kehidupan sehari-hari, energi listrik

uelbec

un-8ue

wmemiliki peran yang sangat penting dan digunakan di berbagai sektor, termasuk industri,
-

%tfﬁnsportasi, komunikasi, serta kebutuhan rumah tangga [31]. Sumber energi listrik dapat
=berasal dari berbagai macam pembangkit, seperti tenaga air, angin, surya, nuklir, serta bahan

obakar fosil. Proses konversi dari energi primer menjadi energi listrik dilakukan melalui
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meningkatnya permintaan energi listrik, pengembangan teknologi pembangkitan yang lebih

11Ul SI|!

efisien dan ramah lingkungan menjadi salah satu fokus utama bagi banyak negara [32].

Selain kegunaannya dalam kehidupan sehari-hari, energi listrik juga berperan besar

eousw eaue

dalam mendorong pertumbuhan ekonomi suatu negara karena dapat meningkatkan

unju

produktivitas dan efisiensi sektor industri [33]. Negara dengan konsumsi energi listrik yang

- )
p L

ebih tinggi umumnya menunjukkan tingkat pembangunan ekonomi yang lebih pesat
%dibandingkan negara dengan konsumsi listrik yang lebih rendah [34]. Namun, dalam proses
gproduksinya, energi listrik menghadapi sejumlah tantangan, seperti keterbatasan sumber
%daya, tingginya biaya produksi, serta dampak negatif terhadap lingkungan akibat
DZj_penggunaan bahan bakar fosil. Dengan demikian, peralihan menuju pemanfaatan sumber
genergi listrik terbarukan, seperti tenaga surya menjadi solusi utama untuk mengurangi
gketergantungan terhadap energi berbasis fosil serta menekan emisi karbon [32].
2.2.2. Peramalan Energi Listrik
Peramalan energi listrik merupakan suatu proses untuk memperkirakan kebutuhan
listrik di masa mendatang dengan menganalisis data historis serta faktor-faktor yang
berpengaruh terhadap konsumsi energi [35]. Peramalan ini memiliki peran dalam
perencanaan sistem tenaga listrik untuk memastikan keseimbangan antara pasokan dan
permintaan energi sehingga operasional sistem tetap optimal [36]. Terdapat tiga metode
utama dalam peramalan energi listrik, yaitu pendekatan deret waktu, pendekatan kausal, dan

metode.berbasis kecerdasan buatan [20]. Pendekatan deret waktu memanfaatkan pola dari

data masa lalu untuk memperkirakan konsumsi listrik, sedangkan metode kausal
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_\mempertlmbangkan faktor eksternal seperti kondisi ekonomi, sosial, dan perkembangan
Dirﬁjustrl yang memengaruhi kebutuhan listrik [21]. Sementara itu, metode berbasis

Djk&:erdasan buatan, seperti Artificial Neural Network (ANN), semakin banyak digunakan

[= 8
él_lg lebih presisi [22].

—,

Peramalan dapat diklasifikasikan berdasarkan rentang waktu [37]. Dalam jangka

1os di
uepun |

ndek, peramalan berfungsi untuk menentukan kebutuhan energi harian atau mingguan
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k‘é’tersedlaan pasokan energi yang cukup untuk memenuhi permintaan dalam waktu singkat,

as n

sehingga tidak terjadi defisit atau surplus. Sementara itu, peramalan jangka menengah

ex ynun

diterapkan dalam perencanaan bulanan atau triwulanan yang diawasi oleh manajemen
tingkat®“menengah guna menyeimbangkan produksi dan distribusi energi. Adapun untuk

angka panjang, peramalan energi mencakup proyeksi tahunan hingga beberapa dekade

llLuSHﬂlBﬂl

e

“mendatang [37].
2.2.3. Metode-Metode Peramalan

edu

Berbagai metode peramalan digunakan untuk menghasilkan prediksi guna

juedusail

mendukung pengambilan keputusan strategis dalam jangka pendek maupun panjang. Tiga

LN

Z“metode utama yang sering digunakan adalah metode deret waktu, metode kausal atau

%Tkorelasi, serta metode berbasis kecerdasan buatan [20]. Setiap metode memiliki pendekatan

@yang betbeda dalam menganalisis data historis dan variabel yang mempengaruhinya.

%1. Metode Deret Waktu
“23_ Metode ini berfokus pada analisis pola hubungan antara variabel yang diprediksi dan
2

Swaktu. :Salah satu pendekatan dalam metode ini adalah smoothing, yang digunakan untuk

aq

“menghaluskan data historis guna mengurangi pengaruh fluktuasi musiman atau anomali.
Teknik <yang sering digunakan dalam metode ini meliputi rata-rata kumulatif, moving
averagé, serta exponential smoothing. Selain itu, metode Box Jenkins memanfaatkan model
matematika dalam analisis deret waktu guna meminimalkan kesalahan prediksi. Metode ini
lebih efektif untuk peramalan jangka pendek dengan akurasi tinggi jika didukung oleh data
historis'yang memadai. Sementara itu, metode proyeksi tren dengan regresi menggunakan
persamaan matematika untuk membentuk garis tren yang dapat digunakan dalam prediksi
jangka pendek maupun panjang. Metode ini sering diterapkan dalam perencanaan strategis,

termasuk pengembangan produk dan investasi [38].

I1-5
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Metode ini mengkaji hubungan antara variabel utama yang diprediksi dengan

a1
diD yeH

V

ag

1abe1 lain yang berpengaruh, selain faktor waktu. Salah satu pendekatan dalam metode

ird adalah korelasi yang menggunakan teknik kuadrat terkecil untuk membangun persamaan

ﬂﬁueu

n
)
n f[?gmpﬁ

>diktif berdasarkan pola hubungan variabel. Model ekonometrik juga termasuk dalam

gas di

mngtode ini, yang menggunakan serangkaian persamaan regresi simultan guna memperoleh
4}
=3

%p@gdiksi akurat dalam jangka pendek maupun panjang. Selain itu, model input-output

idfgunakan untuk menganalisis tren ekonomi dalam jangka panjang, meskipun kurang efisien

»ufituk prediksi jangka pendek [38].

§3. Metode Artificial Intelligence

3 Metode ini semakin populer dalam peramalan karena kemampuannya dalam
E»mengolah data kompleks dengan cepat dan akurat. Proses peramalan ini diawali dengan
gpengumpulan dan pemrosesan data yang relevan, baik dari sumber internal maupun

Zeksternal. Data yang telah disaring kemudian dianalisis menggunakan algoritma
o
gpembelajaran mesin, seperti jaringan saraf tiruan (Artificial Neural Network) atau model

@
Spembelajaran mendalam (Deep Learning). Model yang menunjukkan kinerja terbaik

“beberapa neuron buatan yang tersusun dalam lapisan-lapisan tertentu, yaitu lapisan input,
lapisan<tersembunyi (hidden layer), dan lapisan output. Setiap neuron dalam jaringan ini
saling terhubung melalui bobot tertentu yang diperbarui selama proses pelatihan guna
mengurangi kesalahan dalam prediksi. ANN telah banyak diterapkan dalam berbagai bidang,
seperti pengenalan pola, klasifikasi, pemrosesan bahasa serta sistem prediksi berbasis data
[39].

Dalam ANN, proses pembelajaran terdiri dari tiga tahapan utama, yaitu pelatihan
(training), validasi (validation), dan pengujian (festing). Pada tahap pelatihan, data historis
dimanfaatkan untuk menyesuaikan bobot neuron dengan menggunakan algoritma

pembelajaran seperti backpropagation. Tahap validasi bertujuan untuk menilai performa
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model sekaligus mencegah terjadinya overfitting. Sementara itu, tahap pengujian dilakukan

Duﬁ;uk mengukur tingkat keakuratan model dengan menggunakan data baru yang belum

ele|l

:pg?i‘nah dlgunakan sebelumnya. ANN memiliki keunggulan dalam menangani hubungan non

< g

%lig‘ear dalam data dan kemampuannya dalam mengenali pola yang rumit serta dinamis [40]
=

E_z;—_z S. “Arsitektur Neuron ANN

=

B g Model neuron buatan dirancang dengan struktur yang meniru mekanisme dasar dari

5 2

“néuron biologis, yang terdiri dari tiga elemen utama yakni fungsi penjumlahan, fungsi

5 Q

aa]?gtlvam dan keluaran. Seperti halnya neuron dalam otak manusia, neuron buatan menerima

L 3

=

$nﬁsukan' atau informasi yang kemudian diproses melalui serangkaian tahapan yang

~menyerupai cara kerja neuron alami [40].

Input 1 X >

wi

W2

Input2  Xa Y  OQutput

===

Input 3 Xn

Gambar 2.1 Model Neuron ANN [41]

Setiap input yang masuk ke neuron diberikan bobot tertentu yang menentukan

WwiNs ueyingaAusw uep ueywnyuesusw eduey (ul sin} eAiey y

seberapa besar pengaruhnya dalam proses pemrosesan informasi. Input tersebut kemudian

Jaq

““dikalikan dengan bobot yang telah ditentukan dan dijumlahkan menggunakan fungsi
penjumlahan. Fungsi ini berfungsi untuk menggabungkan seluruh input berbobot dan
menghasilkan nilai total [40]. Setelah nilai total dihitung, neuron perlu menentukan apakah
sinyal yang dihasilkan cukup kuat untuk diteruskan, di mana fungsi aktivasi berperan. Fungsi
aktivast membandingkan hasil penjumlahan dengan ambang batas (threshold) yang telah
ditetapkan. Jika nilai hasil penjumlahan melampaui ambang batas, neuron akan diaktifkan
dan mengirimkan sinyal ke neuron lain yang terhubung dengannya. Sebaliknya, jika nilainya
tidak mencapai ambang batas, neuron tetap dalam keadaan tidak aktif dan tidak meneruskan
sinyal. Dengan demikian, neuron buatan memiliki tiga komponen utama, yaitu fungsi

penjumlahan, fungsi aktivasi, dan keluaran [40].

-7
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|

=

2.6. Fungsi Aktivasi ANN

S Dalam penelitian ini, fungsi aktivasi yang digunakan pada metode Feed Forward
=)

%Bgckpropagation dan Reccurent Neural Network adalah sigmoid bipolar yaitu salah satu

Eyé;iasi dari fungsi sigmoid dengan rentang output antara [-1,1], berbeda dengan fungsi

S C

& sigmoid standar yang memiliki rentang [0,1]. Fungsi ini umum diterapkan dalam jaringan

4]

Ssaraf tituan (ANN), khususnya ketika diperlukan output yang bervariasi mencakup nilai

Bd

n

=

négatif-maupun positif [42].

1 ue

=
= Salah satu keunggulan utama dari fungsi ini adalah kemampuannya dalam

ni@s ne

%menghadirkan sifat non linear, yang sangat penting untuk mengenali pola hubungan

skompleks antara input dan output dalam ANN. Walaupun memiliki kemiripan dengan fungsi
\.<

C;ﬂ»sigmoid konvensional, fungsi sigmoid bipolar telah dimodifikasi sehingga menghasilkan

gkeluaran dalam interval [-1,1]. Hal ini memungkinkan jaringan saraf untuk memberikan
grespons yang lebih adaptif yang sangat berguna dalam berbagai aplikasi, seperti
=

gpengklasiﬁkasian data yang tidak hanya mempertimbangkan probabilitas positif tetapi juga

ua

orespons negatif [42]. Berikut ini adalah persamaan matematis dari fungsi sigmoid bipolar.

fx) =

B

2
1+e™*

-1

p ueyjwniu

(2.1)

-

u ue

Keterangan:

=

@
Zf(x) = Fungsi output

a9

U . . .

Sx = Nilai input

QO

HE = Bilangan euler
%2 2.7. Normalisasi Data

Normalisasi data adalah proses penyesuaian nilai data agar berada dalam rentang
tertentu; sehingga lebih mudah diolah dan dianalisis. Teknik ini bertujuan untuk mengurangi
skala perbedaan antar data, sehingga tidak ada nilai yang mendominasi proses perhitungan.
Normalisasi sering digunakan dalam data mining untuk meningkatkan akurasi analisis dan
mempercepat proses komputasi. Dengan menerapkan normalisasi, data dari berbagai skala
dapat dibandingkan secara lebih adil dan konsisten. Dalam penelitian ini, data akan

dinormalisasi ke dalam rentang sigmoid bipolar [43]:

Xp—min {Xp}

Xn=2. max{Xp}-min{Xp} -

(2.2)
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Keterangan

DX@ = Nilai data real sebelum normalisasi
grr?’&x{X P} = Nilai maksimum data real
s )
%m“i n{Xp} = Nilai minimum data real
(@]

(=5
2.8. 'Metode Feed Forward Backpropagation
E Metode jaringan Feed Forward Backpropagation merupakan salah satu metode

dalam pembelajaran terawasi (supervised learning) yang banyak digunakan untuk

eje uelbec
un

Wnyelesalkan masalah pengenalan pola yang kompleks. Dalam arsitektur jaringan ini,
%se&hap neuron pada lapisan input terhubung ke semua neuron pada lapisan tersembunyi,

%sedangkan neuron pada lapisan tersembunyi juga memiliki koneksi ke lapisan output.

SDikarenakan memiliki beberapa lapisan, model ini sering disebut sebagai jaringan

eAl

=multilayer. Saat data pelatihan dimasukkan, informasi akan diproses melalui lapisan
gtersembunyl sebelum mencapai lapisan output, sehingga memungkinkan jaringan untuk
belajar dan mengidentifikasi pola dalam data [44].

Setelah pola masukan diproses, neuron pada lapisan output akan menghasilkan

eouaw edue

keluaran sebagai respons dari jaringan saraf tiruan. Jika hasil yang diperoleh belum sesuai

u

Sdengan nilai yang diharapkan, maka dilakukan mekanisme umpan balik (backpropagation),
5di mana kesalahan pada output dikoreksi dengan mengalirkan kembali informasi melalui

pu

Slapisan tersembunyi hingga mencapai lapisan input. Tahap ini berperan penting dalam proses

ol

“pelatihan jaringan karena bobot-bobot pada koneksi antar neuron diperbarui untuk

al

Emeningkatkan akurasi prediksi. Proses ini terus berlangsung hingga pelatihan selesai,

“kemudian dilanjutkan dengan tahap pengujian guna mengevaluasi kinerja jaringan secara

ns

Skeselurthan. Algoritma Feed Forward Backpropagation terdiri dari [44]:

.Jeq

I. Menginisialisasi bobot jaringan secara acak dengan nilai sekecil mungkin.

2. Apabila dalam iterasi belum terpenuhi, maka ulangi langkah 3-10.

3. Untuk setiap pasangan data uji, langkah feedforward dan backpropagation
dijalankan

4. Langkah 4 hingga 6 adalah langkah feedforward. Dimana tiap unit input (x;
i=1,...,n) menerima sinyal input xi kemudian akan disebarkan ke semua unit pada
lapisan hidden layer.

S. Tiap unit dari lapisan tersembunyi (z;,j=1,...,p) menjumlahkan sinyal input yang

terbobot dengan persamaan berikut ini:

-9
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Z_inj = vOj + Z?:l xivij
(2.3)
Kemudian sinyal output dari input ini diaktivasi menggunakan fungsi aktivasi

pada lapisan tersembunyi dengan persamaan berikut ini:

Zj = fzin j)
(2.4)

Keterangan:
z_in; = Sinyal output dari lapisan input menuju lapisan tersembunyi
z; = Sinyal output dari lapisan tersembunyi yang sudah diaktivasi
Vo = Nilai bias pada lapisan input ke lapisan tersembunyi
X; = Nilai sinyal input
147 = Bobot vektor dari lapisan input ke lapisan tersembunyi
f = Fungsi aktivasi

Selanjutnya sinyal akan dikirimkan ke lapisan output sebanyak lapisan
tersembunyi. Setiap unit outputnya (yi, k=1,...,m). akan menjumlahkan sinyal

input terbobot dengan persamaan berikut:

. N p
y_ing = wog + ijl Zjwii

(2.5)

Kemudian diaktivasi untuk menghitung sinyal output dengan persamaan berikut:
Yk = f iny)

(2.6)
Keterangan:
y_ing = Nilai akumulasi sinyal input terbobot yang masuk ke unit &
Vi = Nilai output nyata yang didapatkan oleh unit & dilapisan output
Wok = Bias untuk unit output ke-k
Z = Sinyal output dari lapisan tersembunyi yang sudah diaktivasi
Wik = Bobot antar neuron ke-y di lapisan tersembunyi dan £ di output

Selanjutnya adalah langkah ke 7 dan 8 yang masuk ke dalam tahap error
backpropagation. Dimana setiap unit output (Y%, k=1,...,m) menerima pola target
sesuai pelatihan input. Untuk unit k pada output dapat dihitung dengan

persamaan berikut:
8 = (tr — Yk)f'(Y_ink)

[1-10
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8.

2.7)

Keterangan:

Ok = Nilai error pada unit k di lapisan output

tr = Nilai output yang diinginkan oleh unit target di unit k

Vi = Nilai output nyata yang didapatkan oleh unit & dilapisan output

f'(¥_in,) = Turunan fungsi aktivasi yang digunakan dilapisan output
Kemudian akan dilakukan pengoreksian bobot untuk memperbarui wy;, dengan
laju percepatan a dengan persamaan berikut:

Awj = adyz;

(2.8)
Keterangan:
Awjy = Koreksi bobot antar neuron ke-y di hidden layer dan k di output
a = Laju pembelajaran (learning rate)
O = Nilai error pada unit £ pada lapisan output
z; = Sinyal output dari lapisan tersembunyi yang sudah diaktivasi

Maka tahap selanjutnya adalah melakukan perhitungan koreksi bias yang
digunakan untuk memperbarui wy, dengan persamaan berikut:

AW()k = a5k

(2.9)

Keterangan:

Awgp, = Koreksi bias untuk unit output ke-k

a = Laju pembelajaran (learning rate)

O = Nilai error pada unit £ pada lapisan output

Dengan demikian Jx akan dikirimkan menuju lapisan tersembunyi.

Setiap unit dari hidden layer (Zj, j= 1,...,p) akan menjumlahkan delta input dari
unit pada lapisan yang berada setelahnya dengan persamaan berikut:

S_in; = X1 _ 8w

(2.10)

Keterangan:

6_in; = Nilai akumulasi input dari unit & lapisan output ke unit j di hiden

layer

-11
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10.

O = Nilai error pada unit £ pada lapisan output
Wik = Bobot antar neuron ke-y di hidden layer dan k di output
Kemudian untuk mendapatkan nilai informasi error didapatkan dengan

persamaan berikut:

61' = 6—injfl(z_inj)

(2.11)

Keterangan:

6; = Nilai error pada unit j di lapisan hidden layer

S_in i = Nilai akumulasi input dari unit & lapisan output ke unit j di hiden
layer

f ’(z_l-nj) = Turunan fungsi aktivasi di lapisan tersembunyi

Selanjutnya adalah menghitung koreksi bobot yang akan digunakan untuk

memperbarui vy; dengan persamaan sebagai berikut:

Avy; = ad;

(2.12)

Keterangan:

Avy; = Koreksi bias untuk unit hidden layer ke-j

a = Laju pembelajaran (learning rate)

6; = Nilai error pada unit j di lapisan hidden layer

Langkah selanjutnya ke-9 dan ke-10 adalah tahapan perubahan bobot dan bias.
Dimana setiap unit output (Y, k=I,...,m) pada setiap lapisan output akan
memperbarui nilai bias dan bobotnya (j=0,...,p) dengan persamaan sebagai
berikut:

wji (baru) = wj(lama) + Awyy

(2.13)

Keterangan:

wj, (baru) = Bobot baru antar neuron dari hidden layer ke output

wj (lama) = Bobot lama antar neuron dari hidden layer ke output

Awjy = Koreksi bobot antar neuron dari hidden layer ke output

Maka setiap lapisan tersembunyi (Z;, j =1, ...,p) akan memperbarui nilai bias dan

bobot (i=0,...,n) dengan persamaan berikut:

1-12
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v;; (baru) = v;; (lama) + Av;;

[a—
—_—

&
o
=5 (2.14)
s § .
o Keterangan:
g v;; (baru) = Bobot baru antar neuron dari lapisan input ke hidden layer
c
@ v;; (lama) = Bobot lama antar neuron dari lapisan input ke hidden layer
c
?-JL Av;j = Koreksi bobot baru antar neuron dari lapisan input ke hidden
@
& layer
=
o
<Y]
=
(=]

. Proses pelatihan berlangsung hingga nilai error mencapai kestabilan atau
menunjukkan peningkatan. Jika error terus menurun hingga mencapai ambang
batas yang ditentukan, maka pelatihan akan dihentikan. Namun, jika error justru
mulai meningkat, hal ini menandakan terjadinya overfitting pada jaringan. Dalam

kondisi tersebut, pelatihan perlu dihentikan agar jaringan tetap mampu

11Ul sy eAuey ynunjes neje ueibeqas dinnbusu

melakukan generalisasi dengan baik.
2.2.9 Metode Recurrent Neural Network (RNN)

Recurrent Neural Network (RNN) merupakan salah satu metode dalam jaringan saraf

uesuaw edue

tiruan yang dirancang khusus untuk menangani data berurutan (sequential data).

wny

eunggulan utama dari RNN adalah kemampuannya dalam mengingat informasi dari

D Ue

langkah sebelumnya melalui mekanisme penyimpanan memori. Hal ini dilakukan dengan

f

membentuk Joop dalam arsitekturnya, yang memungkinkan informasi dari waktu

Ausw ue

sebeluminya digunakan untuk mempengaruhi keputusan pada langkah berikutnya. Dengan

=struktur.ini, RNN sangat efektif dalam berbagai aplikasi seperti pemrosesan bahasa alami,

UE)LDHQS

LrV,)pengenalan suara, dan analisis deret waktu. Kemampuannya untuk menangkap hubungan
%antarwaktu dalam data menjadikannya alat yang kuat dalam memahami pola sekuensial yang
kompleks [45].

Aktivasi pada recurrent node melibatkan mekanisme umpan balik, di mana output
dari satu langkah waktu digunakan sebagai input pada langkah berikutnya. RNN
dikategorikan sebagai bagian dari deep learning karena mampu memproses data secara
otomatis tanpa perlu mendefinisikan fitur secara eksplisit [46]. Secara konseptual, RNN
memiliki kemampuan untuk memanfaatkan urutan data dengan panjang yang bervariasi
berdasatkan informasi yang telah direkam sebelumnya. Dalam prosesnya, setiap langkah
input disebut time step (Xt), yang merepresentasikan elemen dalam urutan data, seperti kata

dalam sebuah kalimat. Selain itu, hidden state (St) berfungsi sebagai memori yang

11-13
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_km:gnyimpan informasi dari langkah sebelumnya, sementara oufput (Ot) dihasilkan pada

Es%iap time step untuk mendukung prediksi atau analisis lebih lanjut [46].

&
3 =
o
(@]
3 £
@ = y Ye— Ve Ye+1
=
c
2 O O O O
5 3 > & ES
RS - w
g a hy hy Whny Wy
o 8 F
©Q a he_y h h
o \ f f t f t+1 f
2L O OO O
A S 4+ By »
E é Waxn w
0 xh Wxn Wxn
o}
E x Xe—1 Xt Xe+1
=
=
3 Gambar 2.2 Proses Recurrent Neural Network (RNN) [27]
O
=
=
3. Teknik Recurrent Neural Network (RNN) didasarkan pada konsep memori jangka
]
épendek (STM), di mana pembaruan suatu keadaan baru hanya bergantung pada keadaan

neuron sebelumnya. Dalam proses pembelajarannya, RNN menerapkan fase feed-forward.

Pendekatan ini dirancang untuk mengatasi keterbatasan Artificial Neural Networks (ANN)

ueduaw

ny

;dengan menerapkan backpropagation through time serta adanya /oop pada unit tersembunyi.

QO
=]

Salah satu karakteristik utama yang membedakan RNN adalah adanya koneksi umpan balik

—pada unit tersembunyi sigmoid, yang menggunakan fungsi aktivasi sigmoid. Dengan

|l uep

%demikian, keluaran dari setiap lapisan akan menjadi masukan bagi lapisan berikutnya,

U . . . . . . . . . . .
Sdimulai dari lapisan input, melewati satu atau lebih lapisan tersembunyi, hingga mencapai

B

=

lapisan-output. Berikut adalah persamaan umum yang digunakan dalam RNN [27]:
t = Feann (Winh¢r1)+ Winxy)
(2.15)

Keterangan:

ns

IJB%‘U

h¢ = Lapisan tersembunyi ke-#
Fiann = Fungsi aktivasi tansig
Wi = Bobot hidden layer
hc.1) = Layer pertama
W., = Bobot input dari hiden layer
Xt = Inputan pertama
Keadaan tersembunyi h; dalam Recurrent Neural Network (RNN) merupakan hasil

dari pemrosesan berbagai faktor yang saling berhubungan. Fungsi aktivasi Fy,) digunakan

1-14
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untuk mengolah bobot dari input dan keadaan sebelumnya sehingga menghasilkan nilai baru.

ﬁbot W.n berperan dalam menentukan seberapa besar pengaruh keadaan tersembunyi

g.d

S lumnya h1) terhadap keadaan saat ini. Selain itu, bobot W, menghubungkan lapisan

awl 6L[Ble

ut dengan lapisan tersembunyi, sementara x; merupakan input terbaru yang diproses.

gﬁunpéug

nnbu

Berdasarkan persamaan 2.15 keputusan pada lapisan tersembunyi h, tidak hanya

as d

dpengaruhi oleh input saat ini, tetapi juga oleh keadaan sebelumnya /.., sehingga

eq

LQntrf:nciptakan hubungan antara keadaan masa lalu, masa kini, dan yang akan datang.

ue

&J,l\/fekanlsme ini membuat RNN dapat meniru cara manusia dalam mengambil keputusan, di
%mmana sétiap keputusan dipengaruhi oleh pengalaman terdahulu serta kondisi yang sedang

gberlangsung [47]:

§yz Wy he

D

~(2.16)

g eterangan:

gy, = Output kedua

;Why = Bobot hidden layer menuju output

@

éh[ = Hidden layer

g Bobot Wj, merupakan parameter yang digunakan pada lapisan output dalam jaringan
gsaraf Selama proses pelatihan data, fungsi biaya total dihitung berdasarkan rentang waktu

= dari #o hingga waktu akhir #;. Fungsi biaya ini biasanya diukur menggunakan metode Sum

w

ESquared. Error (SSE), yang menghitung jumlah kuadrat dari selisih antara output yang
Sdiharapkan dan output yang dihasilkan oleh model pada setiap langkah waktu. Nilai SSE

yingaA

yang lebih kecil menunjukkan bahwa model memiliki performa yang lebih baik dalam

ns ue

Smemprediksi output yang sesuai dengan target. Dengan demikian, selama proses pelatihan,

2q

~bobot pada jaringan saraf diperbarui secara bertahap untuk meminimalkan nilai SSE agar

meningkatkan akurasi prediksi.

SSE = Zizo(i — f(x1))?

(2.17)

Keterangan:

SSE = Sum squared error
yi = Output kedua

f (xi) = Aktifasi Inputan Kedua
Nilai yi merupakan nilai aktual dari observasi ke-i, sedangkan f(xi) adalah nilai

prediksi- yang dihasilkan oleh model. Berdasarkan persamaan yang telah dijelaskan,

[1-15
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\ _pembaruan bobot dalam algoritma gradient descent dilakukan pada setiap langkah waktu

gug_;uk mengoptimalkan hasil prediksi. Salah satu metode yang sering digunakan dalam

gpgbses ini adalah algoritma Levenberg-Marquardt, yang mengombinasikan pendekatan

Q g

— e =

‘nery e)sng NIN uizi edug) undede ynjuaqg wejep 1ul sijny eAIey yninjas neje ueibeqas yeAueqiadwaw uep ueywnwnbusu

‘nery eysng NN Jelem buek uebunuaday ueyibniaw yepi} uedi

‘yejesew nens uenelun neje ynuy uesijnuad ‘uelode] ueunsnAuad ‘yeiw| efiey uesijnuad ‘uenijauad ‘ueyipipuad uebunuaday yMun eAuey uedi

Gauss-Newton dengan gradient descent guna meningkatkan akurasi dalam meminimalkan

nbuau
np

0
g

Squared Error (SSE). Algoritma ini secara adaptif menyesuaikan parameter untuk

mpercepat konvergensi model selama proses pelatihan. Dengan demikian, pendekatan ini

iIbegas d
guepan I

sangat efektif dalam meningkatkan performa jaringan saraf tiruan dalam berbagai aplikasi

odelan prediktif [48].

1e ue
egun

p

8s Ne

OEssE (t)
6Wij

aEtotal —
aWij

>
Bu
5
~.
|

- HZtotal

JE'H_\L:{HJH\
[\
[—
o0
N

eA
=
=4
o
=)
o

nj

B
S

ij = Perubahan bobot inputan

) 1u

Learning rate

=
Il

edue

OEssE E
—3E® — Tyrunan fungsi x

Q
3
<

Parameter u merupakan learning rate, yaitu faktor yang menentukan seberapa besar

. . . . . 0E
erubahan bobot dalam setiap iterasi pelatihan. Ekspresi turunan% bergantung pada
ij

erbagai bobot yang digunakan dalam jaringan, seperti Wy, dan Wy, serta input x; diberikan

U ng LIB%U njueduawl

apada waktu tertentu. Aktivasi unit tersembunyi pada setiap langkah sebelumnya juga

Au

“memengaruhi proses pembaruan bobot. Kesalahan yang terjadi selama proses pelatihan akan

—4
S

odihitung dan disebarkan kembali ke seluruh jaringan melalui mekanisme backpropagation

L%Othrough time (BPTT). Dengan cara ini, jaringan dapat menyesuaikan bobotnya secara

gbertahap untuk meningkatkan akurasi prediksi dari waktu ke waktu.

2.2.10 ‘Mean Absolute Percentage Error (MAPE)

Mean Absolute Percentage Error (MAPE) merupakan salah satu metode yang
digunakan untuk mengevaluasi kinerja algoritma pembelajaran, termasuk algoritma
backpropagation dan Recurrent Neural Network. MAPE berfungsi untuk menilai tingkat
akurasiprediksi dengan membandingkan hasil peramalan terhadap data aktual. Dalam proses
perhitungannya, error dihitung berdasarkan persentase selisih antara nilai prediksi dan nilai
sebenarnya. Selisih tersebut kemudian dirata-ratakan untuk menentukan seberapa besar
tingkat Kesalahan yang terjadi selama proses prediksi. Adapun rumus yang digunakan dalam

perhitungan MAPE adalah sebagai berikut [49]:
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1 Yt-Yt

5 - =11 o |.100%

3 =
EMBAPE

x%né = Banyaknya jumlah data

‘v — Nilai data aktual

EYE = Nilai data aktual hasil peramalan

% g Sehingga semakin kecil nilai MAPE, maka tingkat akurat peramalan semakin bagus.
= )

gAdapun tabel keakuratan MAPE sebagai berikut [49]:

D%Tabel 2.1 Akurasi Prediksi MAPE [49]

E Nilai MAPE Akurasi Prediksi
2 <10% Sangat Baik

5 10% - 20% Baik

g 20% - 50% Cukup

% > 50% Buruk

=

o

= Mean Absolute Percentage Error

2.2.11 Metode Regresi Polinomial Untuk Peramalan

Regresi linear merupakan sebuah teknik prediksi yang memanfaatkan garis lurus

Auaw u

untuk menunjukkan hubungan antara dua atau lebih variabel [50]. Variabel sendiri adalah

esaranryang nilainya dapat berubah-ubah. Secara umum, variabel dibedakan menjadi dua

Minge

jenis, yaitu variabel independen (variabel yang memengaruhi) dan variabel dependen

(variabel yang dipengaruhi). Variabel independen berperan sebagai faktor penyebab,

aquins ue

“sementara variabel dependen merupakan hasil dari perubahan pada variabel independen.

Hubungan ini biasanya dinyatakan dalam bentuk persamaan berikut [50]:

y=a-+

bX (2.2
0)

Keterangan:

y = Variabel Dependent

X = Variabel Independent

a = Konstanta (Nilai dari y apabila x = 0)

b = Kaoefisien Regresi

-17
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Sedangkan Regresi polinomial merupakan pengembangan dari model regresi linier

yangr dilakukan dengan menambahkan pangkat-pangkat dari variabel prediktor (X)

ele|q '}

puijng exdin yeH

hingga mencapai orde ke-k. Model ini digunakan ketika data dunia nyata menunjukkan

pola-yang lebih rumit dan tidak dapat dijelaskan hanya dengan hubungan linier. Secara

16un

umum, bentuk umum dari model regresi polinomial dapat dituliskan sebagai berikut [51]:

Y= by+ b, X + b,X?+...+b X* + e

q

—_—
N’

gl%terangan:

% = Variabel Respons

gbo _ = Intercept

gbl,bz,__,bk = Koefisien-Koefisien Regresi

2 :

=X = Variabel Prediktor

0§0je = Faktor Penganggu

g Dimana jika dijabarkan secara rinci regresi polinomial orde-k secara umum sebagai
%berikut [51]:

g n  Xxi Xxi?] (2o 2yi

g[ >xi o Yxi? in3] {31} =< Xxiyi

syxiz Yxi® Yxitl @z Y xilyi

;%(2.22)

ZKeterangan:

én = Jumlah Data

§2Xi, iz, ... Y xik = Jumlah Variabel Bebas Orde ke-k

Lgﬂao, aq, ay = Koefisien-Koefisien Polinomial Orde-2
_EPTZyi = Jumlah Variabel Terikat

2.2.12 Denormalisasi Data

Denormalisasi data merupakan proses untuk mengubah kembali data yang telah
melalui~tahap normalisasi ke skala awal atau skala aslinya [52]. Langkah ini penting
dilakukan ketika hasil dari analisis atau pemodelan yang menggunakan data terstandardisasi
perlu dikonversi kembali agar merepresentasikan nilai sebenarnya. Untuk data yang
dinormalisasi dalam rentang [-1, 1], denormalisasi dapat dilakukan menggunakan rumus
berikut:52]:
X =0.5. (Xn + 1). (max{Xp}) — min {Xp}) + min {Xp}
(2.23)
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Data real yang telah didenormalisasi

Nilai maksimum data real
Nilai minimum data real

Data normalisasi

%an
L
1 {189}

mm_j ilik UIN Suska Riau State Islamic University of Sultan Syarif Kasim Riau

Ketera

I _um U;ma:.m_ Undang-Undang
...1 ...J ._ ilarang mengutip sebagian atau seluruh karya tulis ini tanpa mencantumkan dan menyebutkan sumber:

f.— .n: m._um:@c:_um::m:<mczﬁcxxmnm:::@m:um:a_n__xm:_nm:m_;_m:.vm:c_.mm:mem__B_m:._um:<_._mc:m:_mvoﬂm:__um:c__mm:_ﬁ_:xmﬁmc::_.m:m:mcmEBmmm_m:.
2:0 b. Pengutipan tidak merugikan kepentingan yang wajar UIN Suska Riau.

R XA 2. Dilarang mengumumkan dan memperbanyak sebagian atau seluruh karya tulis ini dalam bentuk apapun tanpa izin UIN Suska Riau.
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BAB III
METODE PENELITIAN

Bueie|iq °|
a exdid 3eH

9

. Jenis Penelitian

Penelitian ini merupakan penelitian deskriptif kuantitatif yang bertujuan untuk

18s dinbusu

ymenggambarkan perbandingan tingkat akurasi peramalan daya tersambung di Provinsi Riau
—. Q
Smenggtnakan metode Feed Forward Backpropagation dan Recurrent Neural Network. Data
o
mh%toris jumlah pelanggan PLN, konsumsi energi listrik, dan daya tersambung Provinsi Riau

e ueibe

SN

ianalisis dengan menggunakan kedua metode neural network tersebut. Pendekatan

HE

%, Un

uantitatif dipilih karena penelitian ini fokus pada pengumpulan data numerik yang

e

skemudian diolah dengan teknik komputasional untuk mengevaluasi akurasi masing-masing

gl

=metode: Penelitian ini juga bersifat deskriptif, menjelaskan metode dengan tingkat akurasi
;terbaik diantara kedua metode tersebut.
%3.2. Lokasi Penelitian

Penelitian ini dilakukan di Provinsi Riau dengan fokus utama pada daya tersambung di

ueduaw

Provinsi Riau. Data variabel inputan yang digunakan meliputi jumlah pelanggan dan

onsumsi energi listrik di Provinsi Riau yang diperoleh dari Pusat Statistik PLN. Sedangkan
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;3.3. Tahap Penelitian
Penelitian ini dimulai dengan identifikasi masalah terkait produksi listrik di Provinsi

=Riau yang mengalami fluktuasi sehingga berdampak tidak tercukupnya daya tersambung di

ueyingaAua

«Provinsi Riau, dilanjutkan dengan studi literatur untuk memahami metode peramalan yang

%relevan. Selanjutnya, dilakukan pengumpulan data sekunder, mencakup data jumlah

pelanggan PLN, konsumsi listrik, dan daya tersambung di Provinsi Riau periode 2015-2024.
Setelah-data terkumpul, dilakukan cleaning data untuk menghilangkan kesalahan dan
inkonsistensi, diikuti dengan normalisasi data agar sesuai untuk pemodelan. Simulasi
peramalan kemudian dilakukan, dengan menerapkan dua algoritma, yaitu Feed Forward
Backpropagation (FFBP) dan Recurrent Neural Network (RNN). Setelah hasil peramalan
dari kedua algoritma diperoleh, dilakukan perhitungan tingkat akurasi, kemudian
dibandingkan akurasinya guna menentukan algoritma terbaik dengan tingkat kesalahan

paling tendah. Berikut adalah Gambar 3.1 flowchart penelitian ini.
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Identifikasi Masalah

v

Studi Literatur

Pengumpulan Data Sekunder:

1. Data Jumlah Pelanggan PLN Provinsi Riau tiap sektor periode
2015-2024

2. Data Konsumsi Listrik Provinsi Riau tiap sektor periode 2015-
2024

3. Data Daya Tersambung Provinsi Riau periode 2015-2024

v

Melakukan Cleaning Data

v

Melakukan Normalisasi Data

v

Melakukan Simulasi Peramalan menggunakan Metode FFBP dan RNN

v

Algoritma Feed Forward Backpropagation dan Recurrent Neural Network

v

Import data input dan data target

v

Memanggil GIU nntool

v

Menentukan Parameter Algoritma FFBP

v

Melakukan Training Data

v

Hasil Peramalan Daya Tersambung
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Menghitung Tingkat Akurasi MAPE FFBPN dan RNN

v
Menganalisa Tingkat Akurasi Terbaik antara FFBPN dan RNN

I

Memilih Metode Algoritma Terbaik untuk Peramalan Tahun 2025-2029

v

Melakukan Simulasi Peramalan Untuk Mencari Data Inputan Terbaru
Dengan Regresi Polinomial

Buepun-Buepun 1Bunpuijig e3diD yeH

v

Melakukan Denormalisasi Peramalan Daya Tersambung Tahun 2025-2029

Menganalisa Hasil Prediksi Peramalan Daya Tersambung Di Provinsi Riau

\ 4
Kesimpulan

]

Gambar 3.1 Flowchart Penelitian

3.4. Identifikasi Masalah

Fenomena masalah dalam penelitian ini diuraikan menjadi tiga dimulai dari identifikasi,

wns ueyingaAusw uep ueywnueosusw eduey 1ul sin) eA1ey yninjes neje uelibeqges dinbusw Bueleq ||

penetapan judul penelitian dan penetapan judul penelitian sebagai berikut:

1. Idéntifikasi Masalah

:Jeq

Seluruh aktivitas manusia saat ini, baik secara langsung maupun tidak langsung, sangat
berganting pada ketersediaan listrik. Listrik memegang peranan penting dalam
perekonomian karena berkontribusi besar terhadap produksi dan konsumsi energi di berbagai
negara..Permintaan listrik terus meningkat seiring dengan bertambahnya pendapatan rumah
tangga,elektrifikasi di berbagai sektor, dan pertumbuhan digitalisasi. Selain itu, energi listrik
memiliki peran dalam pembangunan berkelanjutan, sehingga pemilihan sumber energi
rendah Karbon dan ramah lingkungan menjadi prioritas utama. Di Indonesia, konsumsi listrik

terus mengalami peningkatan signifikan, di mana total produksi PLN pada tahun 2023

I1-3



Bueise|q z
nbusd *q

“ ~mencapai 323.320,62 GWh, yang menunjukkan tingginya kebutuhan energi listrik di dalam

nBuad ‘e

— =~

‘nery B)snS NN uizi edue) undede ynjuaq wejep Iul sijn} eAsey yninjas neje ueibegas yeAuegiadwaw uep uejwnwnbuaw

‘nery eysng NN Jelem BueA uebuiuaday ueyibniaw yepn uedi

‘yejesew nens uenelun neje ynuy uesijnuad ‘uelode] ueunsnAuad ‘yeiw| efiey uesijnuad ‘uenijauad ‘ueyipipuad uebunuaday yMun eAuey uedi
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peningkatan, tetapi produksi listrik menunjukkan fluktuasi yang cukup drastis. Berdasarkan

nbuauL
np

oh1Eim

ta dari Badan Pusat Statistik, pada tahun 2021 produksi listrik tercatat sebesar 207,412
G%Vh kemudian menurun menjadi 192,037 GWh pada tahun 2022. Pada tahun 2023,

as di
P.

Bq
ue

e duk51 mengalami sedikit peningkatan menjadi 196,828 GWh sebelum akhirnya melonjak

uel

mm:enj jadi- 426,709 GWh pada tahun 2024. Sementara itu, data aktual konsumsi listrik
mn’fénunjukkan tren yang terus meningkat, yakni 6,108 GWh pada tahun 2021, 7,692 GWh
gpada tahun 2022, 8,213 GWh pada tahun 2023, dan mencapai 8,815 GWh pada tahun 2024.

WKetidakseimbangan antara konsumsi dan produksi ini mencerminkan adanya potensi defisit

nej

E

Eﬂ e

l strik yang dapat mengganggu kestabilan sistem kelistrikan di Provinsi Riau.

H

Ketidakseimbangan pasokan dan permintaan listrik dapat menimbulkan berbagai
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kebutuhan konsumen, maka pemadaman listrik bergilir tidak dapat dihindari. Sebaliknya,

apabila daya yang dipasok melebihi kebutuhan aktual, maka kapasitas pembangkit yang

juedusw ed

ctidak terpakai menjadi kurang efisien dan menyebabkan pemborosan sumber daya. Oleh
=

Zkarena itu, diperlukan sistem peramalan daya tersambung yang mampu memprediksi
“kebutuhan listrik secara akurat agar pasokan dan permintaan tetap seimbang. Dengan metode

@peramalan yang tepat, kapasitas daya tersambung dapat diprediksi lebih baik, sehingga

%perencanaan distribusi energi dapat dilakukan secara lebih efisien.

e}

£ Menetapkan Tujuan Penelitian

Penelitian ini bertujuan untuk menganalisis tingkat akurasi metode Feed Forward

quns u

19

“Backpropagation dan Recurrent Neural Network dalam peramalan daya tersambung di
Provinst Riau. Dengan membandingkan kedua metode tersebut, penelitian ini ingin
mengetahui algoritma yang memberikan prediksi daya tersambung paling akurat
berdasarkan nilai Mean Absolute Percentage Error (MAPE). Untuk mencapai tujuan
tersebuty penelitian ini menggunakan data historis daya tersambung (MVA) di Provinsi Riau
dari tahun 2015 hingga 2024 sebagai data target, serta jumlah pelanggan PLN dan konsumsi
energi listrik provinsi Riau (GWh) berdasarkan sektor rumah tangga, industri, komersial,
sosial, dan gedung pemerintahan sebagai data input. Data tersebut kemudian diolah dengan
teknik mormalisasi menggunakan sigmoid bipolar, kemudian memasukkan data melalui

simulasi MATLAB.
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cmempertimbangkan kondisi aktual serta relevansi metode yang digunakan, penelitian ini

—

adg)eri judul “Analisis Perbandingan Tingkat Akurasi Metode Feed Forward

4]

Backpropagation dan Recurrent Neural Network pada Peramalan Daya Tersambung
c

d§Provinsi Riau untuk Tahun 2025-2029”.
=

35. Studi Literatur

18]

S Neje ue

Dalam studi literatur ini, berbagai referensi yang relevan dikumpulkan untuk

) yninie

mendukung penelitian, termasuk jurnal penelitian sebelumnya dan buku-buku yang

e

) A

membahas metode peramalan. Jurnal-jurnal tersebut digunakan untuk mengidentifikasi

|7

Si

tinjauan literatur, menemukan celah penelitian sebelumnya, serta memahami persamaan

=
—-

Zyang telah digunakan dalam peramalan energi listrik dalam membandingkan Feed Forward

—Backpropagation (FFBP) dan Recurrent Neural Network (RNN).

eouaw ed

3.6. Pengumpulan Data

Junju

Dalam sebuah penelitian, pengumpulan data merupakan tahap penting yang diperlukan

e

Suntuk mendukung analisis hingga tahap akhir. Data sekunder yang digunakan dalam

D

Spenelitian ini mencakup tiga aspek utama. Pertama, data jumlah pelanggan PLN Provinsi

gRiau tiap sektor selama periode 2015-2024 yang digunakan sebagai data input dan diperoleh
%dari situs resmi Pusat Statistik PLN. Kedua, data konsumsi listrik Provinsi Riau tiap sektor
%Tpada periode yang sama, juga digunakan sebagai data input dan bersumber dari Pusat
gStatistik PLN. Ketiga, data daya tersambung Provinsi Riau selama 2015-2024 yang
gdigunakan sebagai data target dalam penelitian ini. Berikut adalah data yang digunakan

dalam penelitian ini:

Tabel 3.1“Data Jumlah Pelanggan PLN Provinsi Riau Tahun 2015-2024 [11][12][13][50]-[56]

Input Sektor 2015 2016 2017 2018 2019
Rumah 1,087,916 | 1,201,666 | 1,329,838 | 1.448.980 | 1,558 844
Tangga
Komersil 95760 | 105373 | 115847 | 126,619 | 133831
Jumlah | Publik 20551 | 22.822 | 25030 | 29054 | 32641
Pelanggan | Industri 243 274 271 325 343
Gedung

: 4,073 4,792 5,199 5,652 6,075
Pemerintahan
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Tabel 3.3 Daya Tersambung Provinsi Riau Tiap Sektor dalam MVA 2015-2024

e Sektor 2020 2021 2022 2023 2024
25 Rumah 1,663,114 | 1,765,513 | 1,842,357 | 1,936,633 | 2,023,751
5 T Tangga

g g Komersil 143,731 | 158,719 | 177,956 | 179,138 | 194,673
3 3 Publik 35716 | 39217 | 42,115 | 45086 | 48,534
22 Industri 420 513 633 763 938

8 2 S:r‘:]‘;?ﬁ] ahan | 6412 6,693 6,859 7,130 7,388
o

Q g

5 &

gagel 3.2 Konsumsi Listrik Provinsi Riau Tiap Sektor dalam GWh 2015-2024
Elﬁ][12][13][50]-[56]

S Input Sektor 2015 2016 2017 2018 2019
g Rumah 2,192.23 | 2,359.28 | 2,423.05 | 2,495.68 | 2,635.80
3 Tangga

D Komersil 199.68 | 22433 | 29630 | 403.77 | 44731
= Publik 83571 | 93133 | 94570 | 1,012.82 | 1,098.76
= Industri 14097 | 16175 | 17579 | 191.12 | 213.52
z 84.76 91.77 93.06 95.77 103.04
s Gedung

= Pemerintahan

= Jumlah

% Pelanggan |  Sektor 2020 2021 2022 2023 2024
= Rumah 2,803.71 | 2,935.09 | 3,007.32 | 3,142.80 | 3,375.08
o Tangga

3 Komersil 649.89 | 1,593.61 | 2,960.77 | 3,180.60 | 3,399.60
3 Publik 1,069.61 | 1,130.68 | 1,236.21 | 1,358.50 | 1,423.62
2 Industri 203.12 | 22255 | 260.79 | 29671 | 335.50
O

= Gedung 106.86 | 112.15 | 11541 | 11924 | 125.02
D Pemerintahan

w

-

11][12][13][50]-[56]
Sektor 2015 2016 2017 2018 2019
1.908,19 2.170,31 2.390,74 2.622,06 2.850,10
Tahun
Sektor 2020 2021 2022 2023 2024
Tahun 3.132,69 3.716,27 3.956,04 4.215,61 4.506,15

3.7. Cleaning Data

Berikut adalah flowchart cleaning data yang dilakukan dalam penelitian ini:
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Mengatasi data yang hilang

v

Menghapus data duplikat

v

Buepun-Buepun 1Bunpuijig e3diD yeH

Menangani outlier

Gambar 3.2 Flowchart Cleaning Data

Cleaning data pada penelitian ini berfokus pada variabel input, yaitu jumlah pelanggan

u eduey 1ul siny eAuey ynunjas neje ueibegas dinnbusw Buele|iq °|

PLN dan konsumsi energi listrik di Provinsi Riau. Data ini terdiri dari berbagai sektor, seperti

rumah tangga, industri, komersial, sosial, dan gedung pemerintahan selama periode 2015-

—,

£2024. Pada Gambar 3.2 flowchart cleaning data, langkah pertama dalam cleaning data

INjueduUaL

ueyL

adalah menangani data yang hilang yang mungkin muncul akibat ketidaksempurnaan

ep

Spencatatan atau kehilangan data dalam proses pengumpulan. Data yang hilang dapat

L

@menyebabkan model peramalan daya tersambung menghasilkan prediksi yang tidak akurat.
<

SOleh karena itu, metode yang digunakan dalam menangani data yang hilang adalah

201

menggantinya dengan median dari data yang tersedia untuk setiap sektor, sehingga distribusi

data tetap stabil dan tidak terpengaruh oleh nilai ekstrem.

Jaguns u

Langkah kedua dalam cleaning data adalah menghapus data duplikat yang dapat
munculakibat kesalahan penginputan atau penggabungan beberapa dataset dari sumber yang
berbed4.. Duplikasi data dapat menyebabkan bias dalam analisis dan berdampak pada
performa model peramalan daya tersambung yang akan dikembangkan. Untuk itu, dilakukan
proses ddentifikasi duplikasi dengan menggunakan fungsi umique dengan tujuan untuk
memastikan bahwa setiap baris data memiliki nilai yang unik. Dengan menghilangkan data
yang berulang, maka dapat memperoleh dataset yang lebih bersih dan lebih representatif
terhadap kondisi konsumsi listrik dan jumlah pelanggan PLN di Provinsi Riau.

Tahap terakhir dalam cleaning data adalah menangani outlier, yaitu nilai-nilai ekstrem

yang ményimpang dari pola umum dalam dataset. Outlier dapat disebabkan oleh kesalahan

I11-7
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_pencatatan atau adanya kejadian luar biasa yang tidak mencerminkan tren normal dalam

Ck@}lsumm energi dan pertumbuhan jumlah pelanggan PLN. Untuk mengidentifikasi outlier,

gd@unakan metode Z-score, di mana nilai yang memiliki Z-score lebih dari threshold 3

1336633,
179138,
45088,
763,
7130,

513
6693
39217
158719
1765513

2023751; %
194673; =%
48534; %
938; %

%

T388

£33
6853
42115
177956
1842357

Rumah Tangga

TE3
T130
45086
179138
1936633

g3s8
7388
48534
194673
2023751

D
3
sdianggap sebagai outlier. Outlier yang terdeteksi kemudian digantikan dengan median dari
=
© £
csektor Yang bersangkutan agar distribusi data tetap stabil. Gambar 3.3 berikut adalah
5 =
Eﬁc%amng data yang dilakukan pada Matlab.
O o E
L5
Q @

1
=) (=
] s % Cleaning Data Pelanggan PLN Riau (2015-2024)
55'-3 Data 1k matriks
Cldata = [
w 1087916, 1201666, 1329838, 1448980, 1558844, 1663114, 1765513, 1842357,
g 95760, 105373, 115847, 126619, 133831, 143731, 158718, 177956,
E 20551, 22822, 25930, 28054, 32841, 35716, 38217, 42115,
=1 243, 274, 271, 325, 343, 420, 513, 633,
=1 4073, 4792, 5193, 585z, 6075, 6412, 6693, 6859,
Dfy;
\5 % 1. Menghapus missing wvalues (NaN)
—+|data(isnan(data)) = median(data(~isnan(data))}; % Ganti NalN dengan median
Cls 2. Menghapus data duplikat (jika ada)
0_0 data = unigque (data, 'rows'):
5 % 3. Menangani outlier dengan metode Z-score
;z scores = zscore(data, 0, 2); % Hitung Z-score untuk setiap baris
Qlthreshald = 3; % Zmban 1g batas outlier
-8 outliers = abs(z_scores) > threshold; % Identifikasi cutlier
Wz Mengganti outlier dengan median dari baris tersebut
3 for i = 1:size(data, 1)
@ row_data = data(i, :]:|
8 row_median = median(row_data):
% row_data(outliers(i, :)) = row median;
E data(i, :) = row_data;
= |end
%% Menampilkan hasil cleaning data
% disp('Data setelah cleaning:'):
D_d:l.sp (data):
Q|Data setelah cleaning:
=S 243 274 271 325 343 420
3 4073 4732 5199 5652 6075 6412
g 20551 2z2g22 25830 29054 32641 35716
< 95760 105373 115847 126619 133831 143731
g 1087916 1201666 1328838 1448980 1558844 1663114
=
—3
& Gambar 3.3 Proses Cleaning Data pada Matlab
-
2
=
3
o

o]

©3.8. Normallsas1 Data

Dalam penelitian ini, proses normalisasi data dilakukan untuk menyesuaikan skala nilai

data yang digunakan dalam peramalan daya tersambung di Provinsi Riau. Normalisasi

bertujuan untuk mereduksi variasi skala data agar berada dalam rentang yang seragam,

sehingga meningkatkan akurasi dan stabilitas dalam proses perhitungan. Perhitungan

normalisasi dilakukan menggunakan persamaan (2.2), yang mengubah nilai-nilai variabel ke

dalam interval [-1,1].

Variabel yang dinormalisasi meliputi jumlah pelanggan PLN tahun 2015-2024 dari

berbagai sektor, seperti rumah tangga, komersial, publik, industri, dan gedung pemerintahan.

Selain itu, Konsumsi energi listrik di Provinsi Riau dari tahun 2014 hingga 2023 dalam GWh
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Il VASNS NIN
L n:

_paIda sektor-sektor tersebut juga dinormalisasi sebagai variable inputan yang akan dibentuk

“dalam matriks 10 x 10. Dengan menerapkan normalisasi data yang tepat, perbandingan

ele

=)
:tiggkat:_akurasi metode Feed Forward Backpropagation dan Recurrent Neural Network

aw b

d%:iam peramalan daya tersambung dapat dilakukan secara lebih valid dan akurat. Berikut

adalah proses normalisasi data pada Matlab sesuai dengan persamaan 2.2
S
Q
o

% Pre-allocate matrix for normalized data

normalized data = zeros(size(data));

% Normalization formula applied for each row (sector)
for i = 1l:zize(data, 1)

X min = minjdata(i,:));

X max = maxidata(i,:));

% Check for the case where X max equals X min to avoid division by zero
if X max == X min
normalized data(i,:) = 0; % Set normalized values to 0 if all walues are the same
elsze
% Apply the normalization formula
normalized data(i,:) =2 * ((data(i,:) - X min) / (X max - ¥ min)) - 1;
end
end

% Display the normalized data

disp('Data Normalisasi:');

dizp(normalized data):

Data Normalisasi:
-1.0000 -0.7569 -0.4830 -0.2284 0.0064 0.2293 0.4481 0.6123
-1,0000 -0.805¢ -0.5838 -0.3760 -0.2302 -0.0300 0.2730 0.6620
-1.,0000 -0.8377 -0.6l56 -0.39%23 -0.1359 0.0839 0.3341 0,5412
-1.0000 -0.9108 -0.9194 -0.7640 -0.T7122 -0.4906 -0.2230 0.1223
-1.0000 -0.5662 -0.3207 -0.0474 0.2078 0.4112 0.5807 0.6808

.8138 1.0000
.6859 1.0000
.7536 1.0000
.4964 1.0000
.8443 1.0000

[ T e [ e R e [ |

Gambar 3.4 Proses Normalisasi Data pada Matlab

JJaquins ueyingaAusw uep ueywmueousw eduey 1ul sijny eAley yninies neje ueibeges dinbu

3.9. Simulasi Feed Forward Backpropagation Neural Network

Berikut adalah langkah-langkah simulasi metode algoritma Feed Forward
Backprbpagation pada Matlab:
1. Melakukan Import Data Input dan Data Target

Pada tahap awal simulasi peramalan daya tersambung di Provinsi Riau menggunakan
metodeArtificial Neural Network (ANN) Feed Forward Backpropagation di MATLAB, data
input dan target dimasukkan ke dalam workspace MATLAB. Data input merupakan hasil
normalisasi jumlah pelanggan PLN dan konsumsi energi listrik Provinsi Riau dari lima

sektor, yaitu rumah tangga, komersil, publik, industri, dan gedung pemerintahan, selama
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&
ol

_pgiode_ZOlS hingga 2024. Data ini disusun dalam bentuk matriks berukuran 10 x 10, yang
%nuﬂjukkan 10 variabel dengan data historis selama 10 tahun. Sementara itu, data target

gyg‘ng digunakan adalah hasil normalisasi daya tersambung aktual dalam rentang tahun yang

w b

msazna. Séperti yang ditampilkan pada Gambar 3.5 data input dan target tersebut kemudian
- C_mpof ke dalam MATLAB untuk digunakan dalam proses simulasi dan pelatihan model

u

n

as d
]
e

n-bue

Name | Varaibel Target | VariabelInputan |

EH 1010 double

AT 040 02M 0006 09 0uEl 061 01

-0.8036 -0.5038 -0.3760 0.2302 -0.0300 0.2730 0.6620 0.6859

-0.8377 -0.6138 -0.3923 -0.1359 0.0839 0.3341 0.5412 0.7536
-0.9108 09194 -0.7640 0722 04908 -0.2230 0.1223 04364
-0.5662 -03207 -0.0474 0.2078 04112 0.5807 0.6808 0.8443

1
etails A 1
1
1
-1 0.7 -0.6093 -0.4877 -0.251 0.0330 0.2561 0.3779 0.6061
1
1
1
1

Waorkspace

Name Value Min  Max
HVara\be\_Target [-1,-0.7983 -0.6289,-0... -1 1

E Variabel Inputan  JU3[ETIS -1 1

09844 09344 04725 -0.8430 -0.7188 01283 0.7256 0.8831
-0.6735 -0.6259 -0.6259 -0.1034 -0.2041 0.0034 0.3639 0.7789
-0.7846 -0.6410 04769 02513 03538 -0.1390 0.2308 0.5000
-0.6585 -0.3610 04634 00732 0.0732 0.3659 05122 0.7073

Gambar 3.5 Import data Inputan dan Target

2. Pethanggilan GIU nntool

Setelah data tersedia di workspace, langkah selanjutnya adalah menjalankan perintah

yingaAusw uep ueywnueosusw eduej 1ul sijn) eA1ey yninigs neje uelbeq

e

snntool dt MATLAB. Perintah ini akan membuka jendela Neural Network yang menampilkan

ns

gberbaga_i opsi, seperti input, target, network, output, dan error. Pada tahap ini, data yang telah
gdipersiapkan sebelumnya akan dimasukkan sebagai variabel input, sementara data daya
tersambung akan digunakan sebagai variabel target. Setelah memastikan bahwa kedua
variabel. telah dimasukkan dengan benar, maka dapat menckan tombol OK untuk

melanjutkan ke tahap pemodelan berikutnya.
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Gambar 3.6 Pemanggilan GIU nntool

ol
nidl
Mame >» nntool
= fe o>
o 4. Meural Network/Data Manager [nntool) — x
5] Uk Input Data: m Metworks il Output Data:
5 Variabel_Inputan
=
Q| petails
=3 Work:
o | Workspace
(S Mame
= EaVaraibel_Target
prd
— Ea\fanabel_lnputan
© @ Target Data: x Error Data:
W .
@ Varaibel_Target
=)
Q
Q
Q)
=
Q
=1
Q
; ) Input Delay States: ) Layer Delay States:
@]
c
b |
o
=y
=]
Q
<
Oy
£
g ¢ New... E Open... é} Export... & Delete l{) Help @ Close
~
=
Q)
=
o
)
3
-
@
=
(P,
Q

3. Menentukan Parameter Algoritma FFBP

Dalam proses pelatihan jaringan saraf tiruan menggunakan algoritma Feedforward

ueyuinju

Backpropagation (FFBP), berbagai parameter utama telah ditetapkan untuk mengoptimalkan

EP

Jumlah epoch ditentukan sebanyak 3000 iterasi guna memberikan

7.
=
aQ
=}
o
=}
o
o,
@

gl U

@kesempatan bagi jaringan untuk belajar secara optimal. Waktu pelatihan ditetapkan infinite

gar jaringan dapat terus dilatih hingga memenuhi kriteria penghentian yang telah

%ge

ditentukan.

S ue

Target error dan kriteria kegagalan (failure criteria) dipilih dengan nilai yang terbaik

Jaguwin

untuk memastikan model tidak berhenti terlalu cepat maupun terlalu lama. Target error
ditetapkén pada 0 untuk mencapai tingkat akurasi yang maksimal, sementara kriteria
kegagalan ditentukan pada 1500 iterasi jika jaringan tidak menunjukkan peningkatan
signifikan dalam pelatihan. Kecepatan pembelajaran (learning rate) diatur pada 0.001 untuk
memastikan pembaruan bobot berlangsung secara stabil dan tidak terlalu besar, sehingga
menghindari osilasi atau kegagalan konvergensi. Fungsi aktivasi yang digunakan adalah
tansig, yang cocok untuk menangani data dengan karakteristik non-linear.

Arsitektur jaringan terdiri dari 10 neuron pada lapisan input, dua lapisan tersembunyi
masing-masing dengan 20 dan 10 neuron, serta satu neuron pada lapisan output. Metode

pelatihéh yang diterapkan adalah Gradient Descent with Momentum and Adaptive Learning

I-11
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_Rate yang memungkinkan model untuk menyesuaikan /earning rate secara dinamis agar

gleﬁih cepat mencapai konvergensi. Selain itu, fungsi pembelajaran learngdm digunakan

o

.c . oqe . . .
Lguﬁftuk meningkatkan stabilitas pelatihan dengan mempertahankan momentum agar jaringan
o

Ztidak mudah terjebak dalam local minima. Berikut adalah parameter yang digunakan pada

=

Eaéoritma FFBP dalam Tabel 3.4.
%chel 3.4 Parameter Algoritma FFBP

P

1Y

-

3

@

-

<

@

o

C

g

4

M

-

> 2

=

3

3 3

D

T
4.
5.
6.

ST

€[  Parameter Nilai

o &

o & —Epoch 3000

2 =

& “ Training Time Tak Terhingga
g Target Error 0

g Failure Criteria 1500

[0))

|  Learning Rate 0.001

Z

5| Activation Function Tansig

2l Architecture 10-20-10-1

v

7 Training Function Gradient Descent with Momentum and Adaptive Learning Rate
=

5 Learning Function Learngdm

=

4. Melakukan Training Data
Dalam proses pelatihan data pada Feed Forward Backpropagation, inisialiasi bobot dan
bias bekerja sebagai berikut:

1.

Menginisialisasi bobot jaringan secara acak dengan nilai sekecil mungkin.
Apabila dalam iterasi belum terpenuhi, maka ulangi langkah 3-10.

Untuk setiap pasangan data uji, langkah feedforward dan backpropagation
dijalankan

Langkah 4 hingga 6 adalah langkah feedforward. Dimana tiap unit input (x;
i=1,...,n) menerima sinyal input xi kemudian akan disebarkan ke semua unit pada
lapisan hidden layer.

Tiap unit dari lapisan tersembunyi (z;,j=1,...,p) menjumlahkan sinyal input yang
terbobot dengan menggunakan persamaan (2.3) Kemudian sinyal output dari input
ini diaktivasi menggunakan fungsi aktivasi pada lapisan tersembunyi dengan
persamaan (2.4).

Selanjutnya sinyal akan dikirimkan ke lapisan output sebanyak lapisan tersembunyi.

Setiap unit outputnya (yx, k=1,...,m). akan menjumlahkan sinyal input terbobot

1I-12
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11¢

dengan persamaan (2.5). Kemudian diaktivasi untuk menghitung sinyal output
dengan persamaan (2.6).

Selanjutnya adalah langkah ke 7 dan 8 yang masuk ke dalam tahap error
backpropagation. Dimana setiap unit output (Y, k=1,...,m) menerima pola target
sesuai pelatihan input. Untuk unit k pada output dapat dihitung dengan persamaan
(2.7). Kemudian akan dilakukan pengoreksian bobot untuk memperbarui wg,
dengan laju percepatan a dengan persamaan (2.8). Maka tahap selanjutnya adalah
melakukan perhitungan koreksi bias yang digunakan untuk memperbarui wy
dengan persamaan (2.9). Dengan demikian ox akan dikirimkan menuju lapisan
tersembunyi.

Setiap unit dari hidden layer (Zj, j= 1,...,p) akan menjumlahkan delta input dari
unit pada lapisan yang berada setelahnya dengan persamaan (2.10) Kemudian untuk
mendapatkan nilai informasi error didapatkan dengan persamaan (2.11).
Selanjutnya adalah menghitung koreksi bobot yang akan digunakan untuk
memperbarui vy; dengan persamaan (2.12)

Langkah selanjutnya ke-9 dan ke-10 adalah tahapan perubahan bobot dan bias.
Dimana setiap unit output (Y, k=I,...,m) pada setiap lapisan output akan
memperbarui nilai bias dan bobotnya (7=0, ...,p) dengan persamaan (2.13).

Maka setiap lapisan tersembunyi (7, j =1, ...,p) akan memperbarui nilai bias dan
bobot (i=0,...,n) dengan persamaan (2.14)

Proses pelatihan berlangsung hingga nilai error mencapai kestabilan atau
menunjukkan peningkatan. Jika error terus menurun hingga mencapai ambang batas
yang ditentukan, maka pelatihan akan dihentikan. Namun, jika error justru mulai

meningkat, hal ini menandakan terjadinya overfitting pada jaringan.

Hasil Peramalan

Setelah melakukan pelatihan data maka didapatkan data hasil peramalan yang akan

diukur tingkat akurasinya melalui MAPE.

3.10. Simulasi Recurrent Neural Network

Berikut adalah langkah-langkah simulasi metode algoritma Recurrent Neural Network

pada Matlab:

Melakukan Import Data Input dan Data Target

11-13
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. Proses pertama dalam simulasi metode Recurrent Neural Network (RNN) adalah

Qnﬁngimpor data input dan data target ke dalam workspace MATLAB. Data input yang

|

fd%unakan sama seperti pada metode Feed Forward Backpropagation Neural Network

Q g

(%BPN) yaitu hasil normalisasi jumlah pelanggan PLN dan konsumsi energi listrik di

P@)Vlnm Riau dari lima sektor utama yakni rumah tangga, komersil, publik, industri, dan

eq S(

B ggiung pemerintahan. Data ini disusun dalam bentuk matriks berukuran 10 x 10, yang

4]

LCijnrfferepresentatsﬂ(an 10 variabel dengan data historis selama 10 tahun. Sementara itu, data

Stamget yang digunakan adalah hasil normalisasi daya tersambung aktual dalam periode yang

msﬁna.

nej

in|e

g2. Pemanggilan GIU nntool

=

3 Setelah data tersedia di workspace, langkah selanjutnya adalah menjalankan perintah
\<

gnntool di MATLAB. Perintah ini akan membuka jendela Neural Network yang menampilkan

:berbagal opsi, seperti input, target, network, output, dan error. Pada tahap ini, data yang telah
%dlperswpkan sebelumnya akan dimasukkan sebagai variabel input, sementara data daya

—tersambung akan digunakan sebagai variabel target. Setelah memastikan bahwa kedua

eouaw ed

variabel telah dimasukkan dengan benar, maka dapat menekan tombol OK untuk

Inu

melanjutkan ke tahap pemodelan berikutnya.
3. Menentukan Parameter Algoritma Recurrent Neural Network

Dalam proses pelatihan jaringan saraf tiruan menggunakan algoritma Recurrent Neural

Ww uep ueiw

Network' (RNN), parameter yang digunakan disamakan dengan metode Feed Forward

alua

Jumlah epoch ditetapkan sebanyak 3000 iterasi agar jaringan memiliki cukup waktu
untuk belajar pola data dengan optimal. Waktu pelatihan (¢raining time) ditetapkan infinite,
sehingga model akan terus dilatith hingga mencapai kriteria penghentian yang telah
ditentukan. Target error ditetapkan pada 0 untuk memastikan tingkat akurasi yang maksimal,
sementara kriteria kegagalan (failure criteria) ditentukan pada 1500 iterasi jika model tidak
menunjukkan peningkatan yang signifikan. Kecepatan pembelajaran (learning rate) diatur
pada 0.001 untuk menghindari perubahan bobot yang terlalu besar, yang dapat menyebabkan
osilasi atau gagal konvergensi. Fungsi aktivasi yang digunakan adalah tansig, yang cocok

untuk menangani pola data non-linear.
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\)

- St%ktur jaringan yang diterapkan adalah 10 neuron pada lapisan input, dua lapisan

Et@sembunyl masing-masing dengan 20 dan 10 neuron, serta satu neuron pada lapisan output.

=
job)

(gl\/?étode’\‘pelatlhan yang digunakan dalam algoritma RNN adalah Gradient Descent with
o

2 e

%A@me@m and Adaptive Learning Rate. Fungsi pembelajaran yang digunakan adalah
= —

Elézrngd‘fn, yang membantu menjaga stabilitas selama proses pelatihan dengan
=%

Eﬁngmpeﬁahankan momentum agar jaringan tidak mudah terjebak dalam local minima.
O n —_

%lﬁgngarg parameter yang disamakan antara FFBP dan RNN, perbandingan akurasi dan
c
;p§rforn§ kedua algoritma dapat dilakukan secara lebih objektif, sehingga metode terbaik

—

ne

=
»ddlam ﬁc@emprediksi daya tersambung dapat ditentukan.

8

g_ Walaupun memiliki parameter yang disandingkan sama namun kedua metode ini

jeh]
g’fmemililjé arsitektur yang berbeda seperti yang ditunjukan Gambar 3.7 arsitektur algoritma
<
;RNN d@n Gambear 3.8 arsitektur algoritma FFBP.
73
=3
% 4\ Custom Neural Network (view) - O
o
v
3
@
=
& [Imput()
=
=
3 4
5| 10
=]
Ql
Q
=3
= ‘
3 e
é_ = Gambar 3.7 Arsitektur Recurrent Neural Network
= [g"]
g A4\ Custom Neural Metwork (view) — O
2
5 Hidden Layer 1 Hidden Layer 2 Output Layer
O]
g Input

10
20 10 1

(-n . .

= Gambar 3.8 Arsitektur Feed Forward Backpropagation

=

-

4. Méakukan Training Data
Daﬂ;@m proses pelatihan data pada Recurrent Neural Network, inisialiasi bobot dan bias

bekerj anféebagal berikut:
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(O8]

Proses pelatihan data pada Recurrent Neural Network (RNN) diawali dengan tahap
ifeedforward, di mana keadaan tersembunyi h; dihitung menggunakan persamaan
(2.15).

Setelah itu, hasil perhitungan ini diteruskan ke lapisan output dengan menggunakan
persamaan (2.16), di mana output y,diperoleh dengan mengalikan bobot ), dengan
nilai hidden layer #,,

Selanjutnya, model menghitung tingkat kesalahan atau error menggunakan fungsi
biaya Sum Squared Error (SSE) yang dirumuskan dalam persamaan (2.17). SSE
mengukur selisih antara output yang dihasilkan oleh model dengan target yang
diharapkan, sehingga semakin kecil nilai SSE, semakin baik performa model.
Untuk meningkatkan akurasi, bobot jaringan diperbarui melalui proses
backpropagation dengan menggunakan persamaan (2.18), di mana metode gradient
descent diterapkan untuk menyesuaikan bobot berdasarkan turunan error terhadap
setiap bobot. Parameter p (learning rate) berperan dalam menentukan besarnya
perubahan bobot dalam setiap iterasi. Proses ini berulang hingga model mencapai
tingkat konvergensi yang optimal, sehingga mampu menghasilkan prediksi yang

lebih akurat.

Hasil Peramalan

Setelah melakukan pelatihan data maka didapatkan data hasil peramalan yang akan

iukur tingkat akurasinya melalui MAPE.

Apabila nilai MAPE yang diperoleh berada di bawah 10%, maka hasil peramalan

dianggap sangat akurat. Namun, jika MAPE melebihi 10%, maka diperlukan simulasi ulang

dengan’menyesuaikan parameter pelatihan atau fungsi aktivasi yang digunakan untuk

meningkatkan akurasi model. MAPE dihitung dengan membandingkan nilai prediksi dengan

nilai aktual dalam bentuk persentase selisih, di mana perhitungan dilakukan untuk setiap titik

data sebelum dirata-ratakan guna memperoleh ukuran keseluruhan error. Persamaan (2.19)

menggambarkan perhitungan MAPE secara matematis, di mana semakin kecil nilai MAPE,

semakin baik kinerja model dalam memprediksi nilai sebenarnya. Sebaliknya, semakin besar

nilai MAPE, maka semakin tinggi tingkat kesalahan prediksi, yang menunjukkan perlunya

optimasi. lebih lanjut pada model RNN dengan FFBP untuk meningkatkan akurasinya.
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3.12. Prediksi Daya Tersambung di Provinsi Riau Tahun 2025-2029
Setelah menghitung Mean Absolute Percentage Error (MAPE), langkah berikutnya

e|a -l

u
js¥]
B
2
adalah memasukkan data testing yang baru menggunakan metode regresi linear polynomial
o

my§r1 digunakan untuk memprediksi pertumbuhan data pada input baru sesuai dengan input

W

=

cmatriks'sebelumnya yang berjumlah 10x10, sekarang karena terdapat 5 tahun prediksi tahun

6u

fib%u maka menjadi matriks 5x10. Dimana untuk prediksi inputan jumlah pelanggan dan

kénsumsi energi listrik dengan polinomial orde-1 persamaan 2.20. Proses perhitungan ini
c

a{tiéak dilakukan secara manual, melainkan menggunakan sofiware MATLAB. Dalam

=

%NPATLAB, fungsi polyfit digunakan untuk melakukan regresi linear dan polynomial orde-£.

ueibec

ne

EFungsi ini menghitung kemiringan slope dan intercept berdasarkan data historis yang

diberikan. Untuk memprediksi nilai berdasarkan model regresi tersebut, digunakan fungsi

By Yy

] A

polyvalyang menghitung nilai prediksi untuk variabel independen baru, seperti tahun-tahun

1

mendatang. Berikut adalah contoh penggunaan fungsi regresi dalam MATLAB:

1. Polyfit digunakan untuk menghitung parameter regresi By dan B; dari data historis
X

. Polyval digunakan untuk memprediksi nilai y berdasarkan parameter regresi p dan

variabel independen baru x’.

P ueyuwnjuedual BdUBl iUl siyr
\9)

3.13. Analisa Hasil

Dalam penelitian ini, analisis hasil dilakukan dengan membandingkan tingkat akurasi

afuaw ue

©dari dua metode yang digunakan, yaitu Feed Forward Backpropagation (FFBP) dan

SRecurrent Neural Network (RNN). Evaluasi akurasi dilakukan menggunakan Mean Absolute
2
SPercentage Error (MAPE) untuk masing-masing metode, serta perbandingan antara
lon

Min

gkeduanya. Berikut adalah analisa hasil yang akan dilakukan dalam penelitian ini:

1< Pertama, melakukan simulasi untuk mengetahui tingkat akurasi atau MAPE pada
FFBP dan RNN.

2. Kedua dilakukan analisis terhadap tingkat akurasi atau MAPE pada FFBP dan
RNN, untuk mengetahui metode terbaik untuk dilakukan peramalan daya
tersambung di Provinsi Riau.

3. Ketiga dilakukan simukasi prediksi daya tersambung di Provinsi Riau untuk tahun

2025-2029.

11-17



‘nery e)sng NiN uizi edug) undede ynjuaq wejep 1ul sijn} eAley yninjas neje ueibeqas yeAuegqiedwaw uep ueywnwnbusw Bueleq 'z

‘nery eysng NN Jelem BueA uebuijuaday ueyibniaw yepn uednnbuad 'q

‘yejesew mens uenelun neje ynuy uesiinuad ‘uelode] ueunsnAuad ‘yeiw| efiey uesiinuad ‘ueniauad ‘ueyipipuad uebunuaday ¥nun efuey uednnbuad ‘e

JJaquins ueyingaAusw uep ueywnueosusw eduej 1ul sin) eA1ey yninjes neje ueibeqges dinbusw Bueleq ||

(9]

Buepun-Buepun 1BunpulicEIdiD jeH

BAB YV
PENUTUP
KESIMPULAN

Metode Feed Forward Backpropagation dalam memprediksi daya tersambung di
Provinsi Riau menghasilkan rata-rata MAPE sebesar 6,09%, yang masih tergolong
cukup baik karena berada di bawah ambang 10%. Hasil ini menunjukkan bahwa
model tersebut mampu mengikuti pola data historis dengan cukup baik. Oleh karena
1tu, meskipun dapat digunakan untuk peramalan, hasilnya masih perlu ditingkatkan
agar lebih konsisten di semua kondisi.

Metode Recurrent Neural Network memperlihatkan hasil yang lebih akurat
dibandingkan FFBP. Nilai rata-rata MAPE sebesar 3,63% menunjukkan tingkat
kesalahan prediksi yang relatif rendah, bahkan pada tahun 2017 kesalahannya hanya
0,01%, tingkat kesalahan prediksi cenderung kecil dan stabil, sehingga metode ini
lebih mampu menggambarkan pola perkembangan data dari waktu ke waktu. Dengan
keunggulan tersebut, metode RNN dapat dinilai lebih handal untuk digunakan pada
peramalan jangka panjang, terutama untuk data yang memiliki kecenderungan
berubah mengikuti pertumbuhan penduduk dan aktivitas ekonomi.

Prediksi daya tersambung di Provinsi Riau untuk periode 2025-2029 menunjukkan
tren peningkatan yang berkelanjutan. Berdasarkan hasil perhitungan, nilai daya
tersambung diperkirakan meningkat dari sekitar 5,54 pada tahun 2025 menjadi 10,16
pada tahun 2029. Peningkatan ini sejalan dengan bertambahnya jumlah pelanggan
PLN di berbagai sektor, termasuk rumah tangga, industri, komersial, publik, dan
pemerintahan, serta meningkatnya konsumsi listrik secara umum. Hasil prediksi ini
menggambarkan bahwa kebutuhan energi listrik di Provinsi Riau akan terus
bertambah dan perlu diantisipasi dengan penyediaan infrastruktur serta kapasitas

sistem kelistrikan yang memadai.
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SARAN

odel Recurrent Neural Network direkomendasikan sebagai metode utama dalam

fﬁ_eramalan daya tersambung karena akurasinya lebih stabil, namun pengembangan

Janjutan masih diperlukan untuk menekan fluktuasi error.
Hasil prediksi daya tersambung dapat dijadikan dasar perencanaan kelistrikan oleh
PLN dan pemerintah daerah, terutama dalam pengembangan infrastruktur jaringan,

%embangkit, serta manajemen kebutuhan listrik.
—

=

Penelitian berikutnya disarankan untuk menambahkan variabel eksternal seperti

pertumbuhan ekonomi, kebijakan energi, dan pemanfaatan energi terbarukan guna
=

‘tmeningkatkan akurasi model.

nery
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LAMPIRAN A

-y
Q =
5 O
o =
1o Kode Cleaning Data Jumlah Pelanggan PLN dan Konsumsi Energi Listrik
3 =
g"/g.Cleaning Data Jumlah Pelanggan PLN Provinsi Riau (2015-2024)
c 3 ¢
%%‘éData Input: Jumlah Pelanggan (dalam bentuk matriks)
%déta _pelanggan = [
=)
g' 21087916, 1201666, 1329838, 1448980, 1558844, 1663114, 1765513, 1842357, 1936633,
Q

Ko
B%Epu

S 375%; % Rumah Tangga

té 95760, 105373, 115847, 126619, 133831, 143731, 158719, 177956, 179138,
1946737 % Komersil

= :

% 20551, 22822, 25930, 29054, 32641, 35716, 39217, 42115, 45086, 48534; %
SPublik

w

gj 243, 274, 271, 325, 343, 420, 513, 633, 763, 938; % Industri
Q

§ 4073, 4792, 5199, 5652, 6075, 6412, 6693, 6859, 7130, 7388 % Gedung
ZPemerintahan

3

=5

5

3

~% 1. Mengganti NaN dengan median dari data

Ep

=

data_pelanggan(isnan(data pelanggan)) =

Auauwl

median(data_pelanggan(~isnan(data_pelanggan)));

Minge

% 2. Menghapus duplikat baris (jika ada)

ns ue

ata pelanggan = unique(data_pelanggan, 'rows');

IJB%L-U

% 3. Menangani outlier dengan Z-score
z_scores = zscore(data pelanggan, 0, 2);
threshold = 3;

outliers= abs(z_scores) > threshold,

% Ganti outlier dengan median baris
for 1 = lisize(data pelanggan, 1)
median_row = median(data_pelanggan(i, :));

data -pelanggan(i, outliers(i, :)) = median_row;
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S

|0

®
= Jmb

b =

c

{ri]

end

= 5L

L:’d%p(‘D.ata Jumlah Pelanggan setelah cleaning:");
2 dig

Busw Buele|l
Brdi
o)
—~
o
o]
8
Cz
e,
o
=
(U]
B
=
\./

\8xnpuliig

o

Cleanlng Data Konsumsi Listrik Provinsi Riau (2015-2024)

s dir

91 |

0

ata Input: Konsumsi Listrik dalam GWh

1Ibeqga
Suepd

da

—_

a_konsumsi = [
82192.23, 2359.28, 2423.05, 2495.68, 2635.80, 2803.71, 2935.09, 3007.32, 3142.80,
3@75.08; % Rumah Tangga
199.68, 224.33, 296.30, 403.77, 447.31, 649.89, 1593.61, 2960.77, 3180.60, 3399.60;
%Indu._'sitri

83571, 931.33, 945.70, 1012.82, 1098.76, 1069.61, 1130.68, 1236.21, 1358.50,
1423 62; % Komersial

140.97, 161.75, 175.79, 191.12, 213.52, 203.12, 222.55, 260.79, 296.71, 335.50;
% Publik
84.76, 91.77, 93.06, 95.77, 103.04, 106.86, 112.15, 115.41, 119.24, 125.02 %

R)Uﬂ

S Neje ue

u eduey 1ul sijny eAuey yninja

wnjueoduau

Gedung Pemerintahan

[R—)
< .

% 1. Ganti NaN dengan median

data_konsumsi(isnan(data konsumsi)) = median(data konsumsi(~isnan(data_konsumsi)));

s uexquaﬂuaLU|Jep uey

5% 2. Tangani outlier

=] .

] . .
~z_scores. konsumsi = zscore(data_konsumsi, 0, 2);

threshold = 3;

for i = l:size(data konsumsi, 1)
median_row = median(data_konsumsi(i, :));
data ckonsumsi(i, abs(z_scores konsumsi(i, :)) > threshold) = median_row;

end

disp('Data Konsumsi Listrik setelah cleaning:');

disp(data_konsumsi);
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1

L
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%1

()
vV

b

_=.
=
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2 Kode Normalisasi Data Jumlah Pelanggan PLN dan Konsumsi Energi Listrik
dalam sigmoid bipolar

Normallsas1 Tabel 3.5: Jumlah Pelanggan PLN Provinsi Riau (2015-2024)

eie|g ‘L

&0 ye'

0

d

aw bu
P&IIQ

ta_pelanggan = |

1087916, 1201666, 1329838, 1448980, 1558844, 1663114, 1765513, 1842357, 1936633,
3751' % Rumah Tangga

295760, 105373, 115847, 126619, 133831, 143731, 158719, 177956, 179138, 194673;

as dinnbu
1Bun

)

asl

\oln Bue

«Komersil

20551, 22822, 25930, 29054, 32641, 35716, 39217, 42115, 45086, 48534; %

Bue

P

s
Z

24.3:, 274, 271, 325, 343, 420, 513, 633, 763, 938; % Industri
4073, 4792, 5199, 5652, 6075, 6412, 6693, 6859, 7130, 7388 %

1IN eAuey yninjas neje ueibeq

ul Si

Gedung Pemerintahan

gy

ouaw ed

% Pre-allocate matrix for normalized data

1ue

normalized pelanggan = zeros(size(data_pelanggan));

un

p ueyu

5% Normalisasi per baris (sektor)

wl

Tfor 1 = Visize(data pelanggan, 1)

u

X min = min(data_pelanggan(i,:));
X max = max(data_pelanggan(i,:));

if X ‘max == X_min

JJaquins ueyingaA

normalized pelanggan(i,:) = 0;
else <
nofmalized pelanggan(i,:) = 2 * ((data_pelanggan(i,:) - X _min) / (X max - X min)) -
L;
end

end

disp('Hasil Normalisasi Jumlah Pelanggan PLN (Tabel 3.5):");
disp(normalized pelanggan);
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_k%IN ormalisasi Tabel 3.5: Konsumsi Listrik (GWh) Provinsi Riau (2015-2024)

Ed%a_konsumsi =]

§ TE;'2192.2, 2359.3, 2423.1, 2495.7, 2635.8, 2803.7, 2935.1, 3007.3, 3142.8, 3375.1; %
%Rgmah Tangga

E 3.199;7, 2243, 296.3, 403.8, 447.3, 649.9, 1593.6, 2960.8, 3180.6, 3399.6; % Industri
% §835.7, 931.3, 945.7, 1012.8, 1098.8, 1069.6, 1130.7, 1236.2, 1358.5, 1423.6; %
%K%mersiél

2 §141.0, 161.8, 175.8, 191.1, 213.5, 203.1, 222.6, 260.8, 296.7, 335.5; % Publik
%‘g 84.8) 91.8, 93.1, 95.8, 103.0, 106.9, 112.2, 115.4, 119.2, 125.0 % Gedung

nin
)—U
a
=}
@]
j=iA
) B
=
S|
=
)
=

In} eAley y

2% Pre-allocate matrix for normalized data

—

Znormalized konsumsi = zeros(size(data_konsumsi));

e

ouaw ed

% Normalisasi per baris (sektor)

unjue

for i = l:size(data_konsumsi, 1)
X min = min(data_konsumsi(i,:));
X max = max(data_konsumsi(i,:));
if X ‘max == X_min

normalized konsumsi(i,:) = 0;
else

normalized konsumsi(i,:) =2 * ((data_konsumsi(i,:) - X_min) /(X _max - X _min)) - I;

JJaquuns ueyingaAuswi uep ueyu

end

end

disp('Hasil Normalisasi Konsumsi Listrik (Tabel 3.5):");

disp(normalized konsumsi);

% Data-Tabel 3.6 : Daya Tersambung Provinsi Riau (MVA) 2015-2024
data_daya=|[...

190819, 2170.31, 2390.74, 2622.06, 2850.10, 3132.69, 3716.27, 3956.04, 4215.61,
4506.15.
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=

gyl

L
5

ele|ig
31D e

%

€

Pre-allocate untuk hasil normalisasi

aw bu
1

mali_Zed_daya = zeros(size(data_daya));

<l

n

IBunp

ormalisasi (karena 1 baris, tidak perlu loop)

|Beqe§ dnnbu
UE®1 I

§disp('Hasil Normalisasi Daya Tersambung (Tabel 3.6):");

1u

Edisp(normalized daya);

wl

uslwi Uep uey

>> % Tahun dan Data (2015-2024)

1ngaA

tahun =2015:2024;

qDLUHS uey

% Data inputan (10x10)

12

' .data =[= '_
-1 ,-?_'0.7569 -0.483 -0.22840.0064 0.2293 0.4481 0.6123
-1 --0.8056-0.5938-0.376 -0.2302-0.03 0.273 0.662

-1 =‘-Q.8377—0.6156—0.3923 -0.13590.0839 0.3341 0.5412

-1 .‘—0.9108—0.9194—0.764 -0.7122-0.4906-0.223 0.1223
-1 50.5662-0.3207-0.04740.2078 0.4112 0.5807 0.6808
-1 70.7175 -0.6096-0.4869-0.25 0.0339 0.2561 0.3781
-1 ;—0.9846 -0.9396-0.8724-0.8452-0.7186-0.1288 0.7257
-1 J

-0.6748-0.6258 -0.3975 -0.1049 -0.2043 0.0036 0.3625

0.8138

0.6859

0.7536

0.4964

0.8443

0.6072

0.8631

0.7785

mXoFmin": min(data_daya);
5 C =
ﬁ)(émax = max(data_daya);
=
%if}X_m:a" ==X min
s normalized daya(:) = 0;
= s
Belse
S . , .
= normalized daya =2 * ((data_daya - X min) / (X max - X min)) - 1;
=
- omd
)
=
S
5% Tampilkan hasil
@



g

£
]

A VASNS NIN

o0
<

1 -0.7861-0.6422-0.4848-0.2545-0.3614-0.16090.2319 0.601 1;

na-t

1 =40.6517-0.5871-0.4527-0.09450.0995 0.3632 0.5224 0.7114 1

—
<

unpuijig 23did 3eH .

nbuaw bBuele

ahun-prediksi (2025-2029)

i

un_prediksi = 2025:2029;

Je ueibeges diy
pun-6ugbun

ne

Blre

% nisial'j'_éasi hasil prediksi

ngS

asil_pr:édiksi = zeros(size(data, 1), length(tahun_prediksi));

efuey yni

(=]

% Loop setiap baris data

I}

fori= 1:size(data,1)

Ul SiI

y = data(i,:);
% Fit polinomial orde 1 (regresi linear)

p = polyfit(tahun, y, 1);

‘nery eysng Nin Jelem buek uebunuaday ueyibniaw yepn uedinnbuad °q

‘yejesew njens uenelun neje ynuy uesiinuad ‘uelode| ueunsnAuad ‘yeiw| eAiey uesinuad ‘ueneuad ‘ueyipipuad ueBunuaday ynun eAuey uednnbuad ‘e

% Prediksi untuk tahun 2025-2029

hasil_prediksi(i,:) = polyval(p, tahun_prediksi);

1nquuaud|’ uep ueywnjueosualw edue)
=}
o

3

% Tampilkan hasil

wns ue

disp('Pré‘diksi tahun 2025-2029 (setiap baris = kategori):');
Sdisp(hasil_prediksi);

Prediksiéahun 2025-2029 (setiap baris = kategori):
1.288?;. 1.5109 1.7334 1.9560 2.1786

1.187:4 1.4109 1.6343 1.8577 2.0812

1.217:_2_'{ 1.4434 1.6696 1.8958 2.1220

0.8233 1.0349 12464 1.4579 1.6695

‘nery eysng NN uizi eduey undede ynjuaq wejep iUl sijn} eAley yninjas neje ueibegas yelueqiadwaw uep uejwnwnbuaw Buele|iq 'z

1.3447' 1.5566 1.7685 1.9805 2.1924
1.0786- 1.2891 1.4995 1.7100 1.9204

10972 1.3494 16017 1.8539 2.1061



‘nery eysng NN uizi eduey undede ynjuaq wejep iUl sijn} eAley yninjas neje ueibegas yelueqiadwaw uep uejwnwnbuaw Buele|iq 'z

>
h

. &2
_ By

‘nery eysns NiN Jelem BueA uebunuaday uexibniaw yepy uednnbuad “q

‘yejesew nens uenelun neje ynuy uesinuad ‘uelode| ueunsnAuad ‘yeiw) eAley uesinuad ‘uenijeuad ‘ueyipipuad uebunuaday ynjun eﬂueu uednnbuad e

Ors

1.0543 1.2617 1.4691 1.6765 1.8839

= I ©
V)
g ?_99121 1.1121 1.3118 1.5115 1.7111
=5 ()
é ‘”'jl 182T 1.3986 1.6152 1.8317 2.0483
3 =
O>%% Dé’fa target asli
© £
=]
E’X‘ip [1§08 19, 2170.31, 2390.74, 2622.06, 2850.10, 3132.69, 3716.27, 3956.04, 4215.61,
%4%06.151
o =
83 =
2 & =
=1 =
%%gaata hasil prediksi ter-normalisasi
C @
EXn =[1. 4:6159 2.01939, 2.61736, 3.23479, 3.86395];
c
= =
- ()

% Nilai Eaksmum dan minimum dari data asli
[4h)

_max =max(X_p);

Eﬂje

e;<|u1 Sy

_min =min(X_p);

ouaw edu

% Denormalisasi

_denorm =0.5 * (Xn + 1) * (X_max - X_min) + X_min;

p uexmg&ue

% Tampilkan hasil

w ue

gdisp('Héﬁl denormalisasi:');
@ =
gdisp(x_tffﬂenorm);

wn

Hasil dernormallsa5|

S uey

1.0e+03 o

Jaquun

IDATUN)

5.1057
2029)

5.8303 6.6071 7.4091 8.2264 (HASIL PERAMALAN DAYA TERSAMBUNG 2025-

>>

nery wisey JireAg uejng jo A3is
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o>
S g
é Abdi Rafidan Saputra lahir di Muara Bahan 16 November 2003, anak
=3
@ dari sepasang suami istri, ayah bernama Abdul Jalal, dan Ibu Yuliani.
(@]

Jenjang pendidikan pertama diTK Pertiwi Sungai Buluh, jenjang
berikutnya di SDN 017 Muara Bahan, selanjutnya MTS PPM AL-
HIDAYAH Sukamaju, lalu SMK Multimekanik Masmur Pekanbaru.
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