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cAﬁ%trgk— Gangguan pada fungsi ginjal dapat memicu munculnya berbagai penyakit, termasuk tumor ginjal. Deteksi dini tumor ginjal
gs a@)entmg untuk meningkatkan efektivitas pengobatan dan peluang pemulihan pasien. Pemanfaatan teknologi deep learning dalam
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#klasifikasi citra medis menjadi pendekatan menjanjikan, terutama untuk mendeteksi kelainan pada organ ginjal melalui gambar CT-
aScan. g_enehtlan ini membandingkan performa tiga arsitektur Convolutional Neural Network (CNN), yakni EfficientNet-B0, Inception-
VY dan VGGT6, dalam mendeteksi tumor ginjal. Dataset yang digunakan diperoleh dari situs Kaggle berupa gambar CT-scan dengan
gl_(ej;_gls formal (dan tumor, lalu dibagi dalam rasio data latih dan data uji 80:20. Hyperparameter yang digunakan adalah Stochastic
2Gradient Descent (SGD) dengan learning rate 0,001 dan 0,0001. Evaluasi dilakukan menggunakan confusion matrix dengan metrik
%Dacgzracy, prééision, recall, dan F1-score . Berdasarkan hasil pengujian, model VGG16 yang dikonfigurasi dengan learning rate 0,001

-—mencapai performa klasifikasi tertinggi, dengan accuracy, precision, recall, dan FI-score masing-masing sebesar 99,46%.
O x
a(ita Kunci: EfficientNet-B0; Inception-V3; VGG16; Tumor Ginjal; CT-Scan

%M?stract—Kidhey dysfunction can trigger the development of various diseases, including kidney tumors. Early detection of
Skidney tumorsSis very important to increase the effectiveness of treatment and the chances of patient recovery. The use of deep learning
otechnology in medical image classification has become a promising approach, especially in detecting abnormalities in the kidney organ
Pthigugh CT-Scan images. This study compares the performance of three Convolutional Neural Network (CNN) architectures, namely
CEfficientNet-B0, Inception-V3, and VGG16, in detecting kidney tumors. The dataset used was obtained from the kaggle website,
@a@ely CT-scan images with normal and tumor classes and divided by a ratio of #raining data and test data of 80:20. The
;’hygerparameter used is Stochastic Gradient Descent (SGD) with a learning rate of 0.001 and 0.0001. The evaluation was carried out
“RusiBg a confusion matrix with metrics of accuracy, precision, recall, and F1-score . According to the test outcomes, the VGG16 model
Zcogfigured with a 0.001 learning rate achieved the highest classification performance, recording 99.46% accuracy, precision, recall,

—and F'l-score.
o c
3K%words: EfficientNet-B0; Inception-V3; VGG16; Kidney Tumor; CT-Scan

1. PENDAHULUAN

2Gmjal adalah-salah satu organ vital dalam tubuh manusia yang berperan utama dalam membuang sisa hasil metabolisme
s rti ureud, kreatinin, dan asam urat [1]. Gangguan pada fungsi ginjal dapat memicu munculnya berbagai penyakit,
gtetmasuk tumor ginjal. Tumor sendiri merupakan pertumbuhan jaringan atau sel yang berlangsung secara terus- menerus
Eda;; tidak terkendah[Z] Gharaibeh dan rekan-rekannya menyatakan bahwa tumor ginjal menempati urutan ke- 10 sebagai
cj:|ems tumor yang paling sering terjadi pada pria maupun wanita di seluruh dunia [3]. Oleh sebab itu, deteksi dini terhadap
Stuftor gln]al (KT) menjadi langkah krusial dalam mencegah perkembangan penyakit yang lebih serius [4]
— 3 CT-scan, singkatan dari computed tomography, dianggap sebagai salah satu teknik penmtraan paling unggul dan
Stelah menjadl acuan utama dalam proses analisis serta evaluasi tumor pada ginjal [5]. Metode ini dikenal sangat akurat
adalam mendefeksi massa ginjal, dengan tingkat sensitivitas mencapai 100% dan spesifisitas sebesar 95% [6]. Kecerdasan
“buatan (AI) félah memberikan dampak signifikan dalam bidang layanan kesehatan. Kemajuan dalam pencitraan medis
T<8be1akangan ini didorong oleh meningkatnya kapasitas penyimpanan big data serta integrasi dengan teknologi machine
glearning danvdeep learning. Hal ini memungkinkan pengembangan metode inovatif untuk deteksi dini tumor ginjal [3].
@Convolutiongl Neural Networks (CNN) merupakan jenis jaringan saraf dalam pembelajaran mendalam yang dirancang
ikhusus untuk keperluan analisis citra dan pengolahan visual [7].
= Berbagai penelitian sebelumnya terkait CNN telah menunjukkan hasil yang memuaskan. Studi yang dilakukan
%leh Wahyum Rizky Perdani dan tim pada tahun 2022 berhasil mengembangkan sistem klasifikasi penyakit glaukoma
g;menjadl hma kelas menggunakan model CNN EfficientNet-B0. Penelitian tersebut mencapai akurasi, presisi, recall, dan
SFI-score masing-masing sebesar 1,0000, dengan pengaturan optimizer AdaMax, learning rate 0,001, dan batch size 32
3[8]. Sementara itu, penelitian oleh Nabila Asryani Sundari dan rekan-rekan pada tahun yang sama mengenai klasifikasi
Cjenis kulit wajah menemukan bahwa sistem terbaik untuk membedakan empat tipe kulit—normal, kering, berminyak, dan
%kombinasi—fmampu mencapai akurasi 100% tanpa mengalami overfitting. Penelitian ini menggunakan optimizer Adam,
Zlearning rate0,0001, sebanyak 50 epoch, dropout 0,3, dan batch size 16, serta proporsi data training 80% dan data testing
QEQO% Hasil 'evaluasi menunjukkan nilai loss sebesar 0,001 dengan precision, recall, dan FI-score masing-masing
smencapai 100% [9]. Pada tahun 2024, Alfataniah Nur Fajrina bersama tim melakukan penelitian mengenai klasifikasi
DAcute Lyrnphoblastlc Leukemia menggunakan arsitektur EfficientNet-B0. Penelitian ini menguji beberapa kombinasi
%yperparameter termasuk jumlah epoch (20, 30, 50), learning rate (0,0001, 0,0003, 0,001, 0,003), serta dua jenis
Dopt1m1zer yartu Adam dan RMSProp. Hasil paling optimal diperoleh pada konﬁgura51 learnmg rate 0,0001, optimizer
Adam, dan 30 epoch, dengan akurasi validasi sebesar 97,84% dan akurasi pengujian sebesar 98,48% [10].
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Berbagai arsitektur CNN diterapkan sesuai kebutuhan setiap penelitian. Sihotang et al. (2017) meneliti klasifikasi
ek r&l wajah menggunakan VGG-Net, dan menemukan bahwa konfigurasi optimal—learning rate 0,0001, optimizer
_UA nbserta 100 epoch memberikan akurasi validasi tertinggi 66% (0,658) pada VGG16 setelah augmentasi data dan 83
gep&ch:[l 1]. ‘Penelitian yang dilakukan oleh Ferani Christy dan rekan-rekannya pada tahun 2022 menunjukkan bahwa
cgp@e an teknlk CLAHE pada model VGG16 berhasil mencapai tingkat akurasi yang tinggi, yakni 96,84%, dengan nilai
_éprgczaon récall, dan Fl-score masing-masing sebesar 96,83%. Parameter yang digunakan dalam studi ini mencakup
%ba%;hmze sebesar 5, learning rate 0,00001, sebanyak 20 epoch, serta dropout rate sebesar 0,4 [12]. Prasetyo (2023),
Q:3d§arn=“Deteks1 SARS-CoV-2 dari Citra CT- Scan Paru Menggunakan Fine Tuning pada Model Deep-CNN Terlatih”,
Zmencgtat akurasi testing tertinggi 97,59% pada VGG16 hasil fine tuning[13]. Terakhir, Idawati (2024) mengembangkan
Sm@depVGG16 untuk melakukan klasifikasi kanker payudara ke dalam tiga kategori, yaitu normal, benign, dan malignant,
f:fiegg@ melalui tahapan pre—processmg serta pengujian hyperparameter seperti optimizer, learning rate, epoch, dan batch
;m% Model 1111 berhasil mencapai akurasi sebesar 78,87%, precision 75,69%, recall 79,85%, dan F1-score sebesar 74,67%
A1
g] anceptlon V3 juga kerap digunakan dalam perancangan model CNN. Sebagai contoh, pada tahun 2022, Mujiibur-
E,Réjnrﬁan Kapa dan rekan-rekannya menerapkan arsitektur Incept10n—V3 untuk klasifikasi citra leukemia, dengan hasil
(Sakﬁram sensitivitas, dan spesifisitas masing-masing mencapai 100%. Kombinasi hyperparameter terbaik menggunakan
%R]@SProp dengan momentum 0,9 (mini-batch 8, learning rate 0,001), serta RMSProp dengan momentum 0,99 dan 0,999
8(rrﬁn1-batch 16, learning rate 0,0001). Meskipun begitu, akurasi tertinggi pada tahap pengujian—baik dengan maupun
—tafpa augmentasi—adalah 98,96%, dan variasi ukuran mini-batch tidak memberikan pengaruh signifikan terhadap kinerja
amadel [15]. Pada 2023, Muhammad Ahnaf Amrullah dan Mohammad Isa Irawan menunjukkan efektivitas Inception-V3
purituk detek51 katarak pada gambar funduskopi digital, dengan hasil terbaik menggunakan CLAHE dan fine-tuning,
“meéncapai akurasi 98,33% [16]. Tahun berikutnya Andi Nurdin dkk. menggunakan Inception-V3 untuk klasifikasi
{%yakit daun tomat, hasil klasifikasi menggunakan optimizer Adam, SGD, dan RMS Prop menghasilkan
abaliwa optimizer Adam memiliki hasil yang paling baik, dibuktikan dengan performa model yang stabil dan akurasi yang
spaling tinggi dengan jumlah 93,8%.[17]. Terbaru, pada 2024 Novia Wahyu Wulansari dan Muslih menerapkan Inception-
“V3; untuk mendeteksi kematangan buah pisang menggunakan 919 citra (641 training , 94 testing, 184 validasi),

‘Bménghasilkan akurasi training 95% dan pada confusion matrix precision 93%, recall 94%, serta akurasi 94% [18].

a &  Berbagai penelitian pada CNN yang menggunakan dataset medis khusus nya citra ct-scan telah dilakukan.
gPe%elitian yang dilakukan oleh Alfitra Salam dan rekan-rekannya pada tahun 2023 membandingkan performa klasifikasi
Scitfa CT-Scan kanker paru-paru menggunakan teknik contrast stretching pada arsitektur CNN EfficientNet-B0. Dataset
gf)yasng digunakan mencakup 1.097 citra CT paru-paru yang dibagi menjadi dua kelompok: data asli dan data dengan kontras
‘éya@g telah ditingkatkan. Pembagian data dilakukan dengan rasio 90:10 untuk pelatihan dan validasi, tanpa ada duplikasi
=gathbar. Hasil penelitian menunjukkan bahwa penerapan contrast stretching menghasilkan performa yang lebih baik
sdibandingkan dengan data asli, dengan hasil ter‘cinggi diperoleh saat menggunakan optimizer ADAM dan learning rate
=0, @1 yang memberikan akurasi 72,48%, presisi 71,52%, recall 64,2%, dan F1-score 64,76% [19]. Pada tahun yang sama,
gDmky Abdillah Salafy dan tim melakukan penelitian terkait klasifikasi citra CT-Scan kanker paru-paru dengan
<mgnanfaatkan teknik image enhancement CLAHE pada arsitektur EfficientNet-B0. Penelitian ini mengklasifikasikan
Gcitta menjadipdua kelas, yaitu normal dan kanker, menggunakan total 1.537 gambar yang terbagi menjadi dua jenis: citra
sasﬁ dan citra>hasil CLAHE, dengan rasio data 90:10. Dataset terdiri atas 749 citra normal dan 788 citra kanker. Hasil
ljg)erlmen terbaik diperoleh dari citra yang diproses dengan CLAHE menggunakan konfigurasi clip limit 2 dan tile grid
Q)8 serta pengaturan optimizer Adam dan learning rate 0,1. Kombinasi ini menghasilkan F1-score sebesar 84,45% dan
Oakuram 84,71% [20].
% Abdelrahman Elmaddah (2024) memanfaatkan dataset citra CT-scan ginjal yang terbagi ke dalam empat kategori
-—Normal, Cysf, Tumor, dan Stone dengan setiap kelas disimpan dalam folder terpisah lalu diekstrak ke dalam DataFrame
g ang memuat path dan label gambar. Seluruh citra diubah ukurannya menjadi 224x224 piksel, kemudian dataset dibagi
Fsecara stratifikasi menjadi 80% data latih, 10% validasi, dan 10% uji agar proporsi tiap kelas tetap seimbang. Untuk
©memasukkarr data ke model, digunakan ImageDataGenerator dari Keras tanpa augmentasi tambahan, sehingga batch
#processing berjalan efisien. Model yang dirancang adalah CNN sederhana, terdiri dari dua lapisan Conv2D (32 filter,
ZReLU) masing-masing diikuti MaxPooling2D, lalu lapisan Flatten, satu lapisan Dense (128 unit, ReLU), dan output layer
wSoftmax derigan empat neuron untuk klasifikasi. Kompilasi model memakai optimizer Adam dan loss function categorical
Scrossentropy,'dengan metrik evaluasi akurasi. Setelah dilatih selama 10 epoch, model ini cepat konvergen akurasi validasi
Ssudah mencapai 100% sejak epoch kedua dan bertahan sempurna di data latih, validasi, dan uji, dengan loss masing-
mmasmg 0,000012, 0,000194, dan 0,000137. Analisis confusion matrix mengonfirmasi bahwa ke-1.245 citra uji
mterkla51ﬁka51 tanpa kesalahan, dan precision, recall, serta F'I-score untuk semua kelas mencapai 1,00, menunjukkan
(,,model ini sangat akurat dan seimbang dalam mengenali tiap kondisi ginjal, sehingga sangat potensial dikembangkan
Smenjadi sistem pendukung diagnosis otomatis berbasis deep learning pada citra CT ginjal [21]
= Pemilihan arsitektur EfficientNet-B0, Inception-V3, dan VGG16 didasarkan pada performa dan tingkat adopsinya
gyang tinggi ‘dalam bidang klasifikasi citra medis, khususnya citra CT-Scan. VGG16 merupakan arsitektur klasik yang
Ybanyak dijadikan baseline karena kesederhanaan strukturnya dan performa yang stabil [22]. Inception-V3 menawarkan
Qgeﬁsiensi komputasi yang baik melalui mekanisme convolusi multi-skala, sehingga efektif dalam menangkap variasi
“tekstur danzbentuk dalam citra medis [23]. Sementara itu, EfficientNet-BO merupakan arsitektur modern yang
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mengoptimalkan skala model secara sistematis dan mampu menghasilkan akurasi tinggi dengan jumlah parameter yang

jauh I8bih kéeil dibandingkan arsitektur sebelumnya [24]. Oleh karena itu, membandingkan ketiga arsitektur ini penting
: ulglk?mengiﬁbntiﬁkasi model terbaik dalam mendeteksi tumor ginjal pada citra CT-Scan, baik dari segi akurasi maupun
ocfigiensi.
Q = % Berdasarkan latar belakang dan permasalahan di atas, penelitian ini bertujuan membandingkan kinerja tiga
%argtegur CNN EfficientNet-B0, Inception-V3, dan VGG16 dalam mendeteksi tumor ginjal pada citra CT-Scan. Evaluasi
%di@k@san menggunakan metrik akurasi, presisi, recall, dan Fl-score guna menentukan model yang paling optimal dan
—effdicn untukokeperluan klasifikasi di bidang medis. Diharapkan, hasil penelitian ini dapat memberikan kontribusi yang
Sbera ‘dalam; pengembangan sistem deteksi dini tumor ginjal berbasis deep learning, serta menjadi acuan bagi peneliti
odafi praktisi dalam memilih arsitektur CNN yang paling sesuai untuk tugas klasifikasi citra medis, khususnya pada gambar
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23 7 2. METODOLOGI PENELITIAN

=

éz.gTahapa&Penelitian

gPe%elitian i@ dilakukan melalui enam tahap utama, yaitu pengumpulan dataset, preprocessing data, pembagian dataset,

<)

=

ementas/iomodel, serta penarikan kesimpulan, sebagaimana ditunjukkan di Gambar 1.

QO
— Pengumpulan Dataset Preprocessing Data Pembagian Dataset
@ -

Gambar 1. Tahapan Penelitian

Implementasi Model
(EfficientNet-B0, VGG16, Inception-V3)
Hyperparameter Optimization

‘uenijeuad ‘ueyIpIpy;

Evaluasi Model

Pengumpulan Dataset

uebunjuesusw edue) 1ul SNy eAu

ada bagian ini dataset yang digunakan diperoleh dari situs Kaggle melalui tautan berikut:
=htfps://www.kaggle.com/datasets/nazmul0087/ct-kidney-dataset-normal-cyst-tumor-and-stone. Dataset ini terdiri dari
512446 citra CT-Scan ginjal yang telah melalui proses verifikasi oleh tenaga medis. Dataset ini dikumpulkan dari sistem
“PACS (Picuifé Archiving and Communication System) di berbagai rumah sakit di Dhaka, Bangladesh. Dataset mencakup
}%e< at kelas:yaitu: normal (5.077 citra), kista (3.709 citra), batu ginjal (1.377 citra), dan tumor (2.283 citra). Namun,
=d tam penelfﬁan ini hanya dua kelas yang digunakan, yaitu kelas normal dan kelas tumor.

»

2.3 Preproc,g;ssing Data

VTR Qéjeg])ues”nued

SNAU

eu

2] s
3Pa§a langkah ini, data citra CT-Scan ginjal dengan resolusi awal 512x512 piksel dipra-pemrosesan. Tahap pertama
Smeliputi pemotongan otomatis (cropping) untuk menyesuaikan area fokus gambar, yang diimplementasikan
Qtnalggunak@ Python dan pustaka OpenCV. OpenCV digunakan karena mendukung deteksi kontur dan tepi objek secara
geﬁsien, yangépenting dalam mengisolasi organ ginjal dari latar belakang.

§2.4 Pembagian Dataset

w

%Pada langkahini, dataset dibagi menjadi dua bagian untuk pelatihan dan pengujian model dengan perbandingan 80:20.
©Sebanyak 80% data dialokasikan untuk pelatihan dan validasi, sedangkan 20% sisanya dipakai sebagai data pengujian.
ZData pelatih?n dan validasi berperan dalam proses pembelajaran model untuk menyesuaikan bobot parameter, sementara
Zdata pengujian digunakan untuk menilai kinerja model yang sudah dilatih. Rasio 80:20 dipilih karena rasio ini
wmemberikan"performa stabil dalam kasus klasifikasi [25], dengan hasil akurasi dan metrik evaluasi lainnya yang unggul
&dibandingkail rasio pembagian data lain, sebagaimana ditunjukkan dalam penelitian klasifikasi tingkat obesitas
Smenggunakan LightGBM [26].

o) 0p]
2.5 Implemgntasi Model

3Setelah selesii melakukan pembagian dataset, tahapan selanjutnya adalah implementasi deep learning dengan melakukan

§pelatihan terthadap masing-masing arsitektur yaitu EfficientNet-B0, VGG16, dan Inception-V3.

. Efﬁcientﬁet-BO
EfficientNet-BO adalah salah satu arsitektur model pre-trained yang mampu menghasilkan akurasi tinggi dan
meningkatkan kinerja model melalui pengoptimalan parameter [27]. Gambar 2 menunjukkan ilustrasi arsitektur
EfficientNet-BO.
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Feature Leaming Classification

Normal

Conv 3% 3
MECom1 3x 3
MBComé 3x 3
MEConvE bx 5
MEComé 3x 3
MEConvE 5x 5
MEComE 5x 5
MEComE 3x 3

Com 131

Flatten
Fully Connected
Softmax

ct-scan ginjal

~ Gambar 2. Arsitektur EfficientNet-BO

eption-V3
eption=V 3 adalah versi pengembangan dari Inception-V1 (GoogLeNet). Arsitektur ini dirancang di Keras dan telah

eje uelbeqes dinbusw Bueleq |
Ep@n-Buepun 16unpuing e3dio YeH

u

gmelalul proses pelatihan awal pada dataset ImageNet. Ukuran input standar untuk citra adalah 299 x 299 piksel dengan
ggtlga salufan warna[16]. Berikut adalah ilustrasi arsitektur Inception-V3 pada gambar 3
g— ; Shem 3 & Inceptan & Reducrion A & « Incaprion B Reduction B 7 = Inception C

Y - r-m—m-=-—=—=-—== b r-—-m=—-—m=-=-=-==--=-—-==- N r—g === ™ . |
2 . I - AN : p y / .\
< 2 1N a1 AN AN N AR AP \L
) | y A TR U FA ']
— 9 Lk A 4 )
2§ el mmw;'a*{?ttf,;\,ﬂ
o ll\l/ i/ \'/ \_/ % \I/ \‘ljlk'“‘--/ll‘ . . AL
=5 I I [ W, "IN TN TV
=5 7] s - T N P
Q g
.g Conwalution Imipat ; Onput ; i “
) - AvecagePool 7= TF=F =8 208
3 - e
8 B FullyConnected
Q) R Softmax
=
[ . g
3 Gambar 3. Arsitektur Inception-V3
=

Q

.5VGG16

SVGG16 merupakan salah satu arsitektur Convolutional Neural Network (CNN) yang populer berkat
“kesederhanaannya dalam desain dan pemakaian kernel berukuran kecil. Arsitektur ini diperkenalkan pada tahun 2014
mdan mengandalkan kernel 3x3, dipadukan dengan Max Pooling dan stride sebesar 1 dalam proses ekstraksi fitur. Di
~<bag1an akhirnya, VGG16 memiliki tiga fully connected layer. Penggunaan kernel kecil memungkinkan penambahan
crkedalamagi jaringan tanpa meningkatkan kompleksitas secara signifikan, sehingga dapat meningkatkan akurasi
;dlbandlngkan dengan beberapa arsitektur lain. Setiap lapisan konvolusi juga dilengkapi dengan fungsi aktivasi ReLU
Suntuk membantu mengurangi risiko overfitting [12]. Berikut adalah gambar 5 menunjukkan ilustrasi arsitektur
c’>VGG16.:

=

(m(w & - AN 201 1x1x4006 1x1x1000
[
4

S uej[ng Jo AJISIaAIuU) dIt

> Gambar 4. Arsitektur VGG16

. Hyperpaza_meter Optimization
Dalam penelitian ini, optimasi hyperparameter akan menggunakan Stochastic Gradient Descent (SGD). SGD adalah
salah sata\algorltma paling umum untuk mengoptimalkan jaringan saraf. Metode gradient descent bekerja dengan
meminimalkan fungsi objektif J(0) dengan parameter model 8 € R dengan memperbarui nilai parameter ke arah yang
berlawanan dari gradien V/(6) terhadap parameter tersebut [29]. Optimizer ini dipilih karena bersifat sederhana dan
sangat efisien untuk klasifikasi linier. Selain itu, implementasi SGD relatif lebih mudah dibanding algoritma optimasi
lainnya %O].

Pt
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2. 6 Evaluasi Model

Q)Tz{bapr evalua51 digunakan untuk menilai sejauh mana ketepatan model yang telah dlbangun Pengukuran akurasi
'G[hliklfkan menggunakan confusion matrix dengan menghitung metrik seperti akurasi, presisi, recall, dan F'I-score .

Ga. A rasi =

gunakan untuk menghitung rasio kelas prediksi yang benar dengan jumlah total sampel dievaluasi.

TP+TN
Aku‘r.'(lSl B e ——
[ TP+TN+FP+FN

(1

dunﬁuew
6unpU|

Keterangan:
T (TruePositive): Jumlah data positif yang diprediksi dengan benar oleh model.
TN (Trug Negative): Jumlah data negatif yang diprediksi dengan benar oleh model.
=FR(F alse Positive): Jumlah data negatif yang salah diprediksi sebagai positif oleh model.
Fg (FalsgN egative): Jumlah data positif yang salah diprediksi sebagai negatif oleh model.
Sisi =
unak@n untuk menghitung pola positif yang diprediksi dengan benar oleh semua pola prediksi di kelas positif.

Preswz

e uel ﬁeqas

s

TP+FP (2)

/\
Q
ecall

D1gunakah untuk menghitung pecahan dari pola positif yang diklasifikasikan dengan benar.

AJE%L{HJNGS n

Q TP
Recatl =

= TP+FN

)

.SFI-score
Menghitung rata-rata harmonik antara tingkat recall dan presisi.

RecallxPrecisi
F1 — Score = 2 X ecallXPrecision (4)

Recall+Precision

w eduey LUl SiN) &

)

=Keterangan:
©Precision mengukur seberapa banyak dari prediksi positif yang benar (TP / (TP + FP))
ERecall mengukur seberapa banyak data positif yang berhasil terdeteksi (TP / (TP + FN))

u

ep uejw

3. HASIL DAN PEMBAHASAN

g Pengumpulan Data

:b\%aset yangdlgunakan dalam penelitian ini berhasil dikumpulkan dari situs Kaggle. Dari total 12.446 citra CT-Scan
iffjal yang tersedla hanya dua kelas yang dipilih sesuai dengan tujuan penelitian, yaitu kelas normal dan kelas tumor.
\éS&elah proses seleksi, jumlah citra yang digunakan terdiri dari 5.077 citra untuk kelas normal dan 2.283 citra untuk kelas
“tumor, sehingga total data yang digunakan adalah sebanyak 7.360 citra. Pemilihan dua kelas ini dilakukan untuk
gmenyederhanakan proses klasifikasi serta memfokuskan penelitian pada perbedaan antara kondisi ginjal yang sehat dan
3fagg mengalami gangguan berupa tumor. Gambar 5 menampilkan contoh citra dari masing-masing kelas yang digunakan

odafam prose(sv pelatihan dan pengujian model.

qud

e

o
o =

=) e

e =

@ —

=] 7

= e

73 -+

5

x = (a) Normal (b) Tumor

:7": :ﬁ Gambar 5. Dataset Ginjal Normal dan Tumor
@.2 Data Pn}&»rocessmg

3Pr0ses ini méhputl resize citra menghasilkan dataset yang seragam, dengan ukuran yang sesuai kebutuhan masing-masing
cmodel

%a. Untuk EfﬁcientNet—BO, citra diresize menjadi ukuran 224x224 piksel, yang merupakan ukuran input standar untuk
arsitekturini.

Untuk VGG16, citra juga diresize menjadi ukuran 224x224 piksel, karena VGG16 menerima input dengan ukuran
yang sama.

Untuk Inceptlon -V3, citra diresize menjadi ukuran 299x299 piksel, sesuai dengan ukuran input yang dibutuhkan oleh
arsitektur-ini.

Proses cropping dan resizing ini bertujuan sebagai standar ukuran input citra yang akan digunakan untuk membangun
model dati ketiga arsitektur

‘Uejesgw niens ye
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33 Pemba%lan Dataset

mTz{be]xl memperhhatkan pembagian dataset yang digunakan beserta arsitektur model deep learning yang diterapkan
‘mlaaﬁn{’ekqu}men penelitian ini untuk menguji performa klasifikasi citra CT-Scan ginjal.

% § g = .

Q3 g a Tabel 1. Pembagian Dataset

E' % 5 - No. Rasio Dataset Arsitektur Model
>ac g L. 80:20 EfficientNet-B0
p=a = 2. 80:20 EfficientNet-B0
SN S = 3. 80:20 InceptionV3
c &2 = 4. 80:20 InceptionV3
=6ad |2 5. 80:20 VGG16
~5 g C 6. 80:20 VGG16

O o ==

B4 Iglplem%ntam Model

2@ 1o

53.41 Skenario Eksperimen

Q = o

SProses ekspé/%men dalam penelitian ini dilakukan menggunakan platform Google Colaboratory (Google Colab) dengan
aﬁasa pemrograman Python. Beberapa pustaka yang digunakan antara lain TensorFlow, Keras, Matplotlib, Scikit-learn,
aSédborn. Total eksperimen yang dilakukan sebanyak 6 eksperimen. Berikut ini terlihat pada tabel 2 skenario eksperimen

o

ok

Qpﬁa penehtjlqn ini.

® €

S 7 Tabel 2. Skenario Eksperimen

_§ i No Arsitektur Preprocessing Function Ukuran Input Learning Rate

(0 1 EfficientNet-BO efficientnet_preprocess_input 224 x 224 0.001

5 ® 2 EfficientNet-BO efficientnet_preprocess_input 224 x 224 0.0001

= 5 3 Inception-V3 inception_preprocess_input 224 x 224 0.001

%3 4 Inception-V3 inception_preprocess_input 224 x 224 0.0001

; § S VGGl16 vggl6 preprocess_input 299 x 299 0.001

Dl 6 VGG16 vggl6 preprocess input 299 x 299 0.0001

=)

§3 %2 Pelatihan Model

‘SSetelah menentukan skenario eksperimen, setiap model dilatih menggunakan kombinasi preprocessing function, ukuran
§1nput dan learning rate yang telah ditetapkan pada Tabel 1. Proses pelatihan dilakukan selama 50 epoch dengan batch

32, menggunakan fungsi loss binary crossentropy dan fungsi aktivasi sigmoid pada output layer karena klasifikasi
%Q@lfat bmerx{normal dan tumor). Berikut hasil dari pelatihan model pada penelitian ini pada tabel 3.

©

g % o Tabel 3. Hasil Pelatihan Model

g’ 0373— :_. No. Rasio Arsitektur Learning  Training  Training Validation
3 @ 5 Dataset Model Rate Accuracy Accuracy

== = R 80:20 EfficientNet-B0 0.001 0.9725 0.9755

S g & 2. 80:20 EfficientNet-BO  0.0001 0.8946 0.8993

g z ;: 3. 80:20 InceptionV3 0.001 0.9363 0.9823

3 = 4 80:20 InceptionV3 0.0001 0.9828 0.9823

= ) 5. 80:20 VGG16 0.001 0.9992 0.9986

2 ® 6. 80:20 VGG16 0.0001 0.9792 0.9673

§ Tabel3 menunjukkan hasil percobaan pelatihan model yang dilakukan terhadap tiga arsitektur EfficientNet-B0,

;Jncept10nV3 ’dan VGG16 dengan dua nilai learning rate yang berbeda, yaitu 0.001 dan 0.0001. Seluruh eksperimen
:menggunakay rasio pembagian data 80:20 dan dijalankan hingga 50 epoch. Dari hasil pelatihan, VGG16 dengan learning
mrate 0,001 meraih validasi akurasi tertinggi pada eksperimen ke-5, diikuti InceptionV3 dengan learning rate 0,0001 yang
gmencapal puﬂcak pada eksperimen ke-4, serta EfficientNet-BO dengan learning rate 0,001 yang memperoleh validasi
—akurasi terbaik pada eksperimen pertama.

=,
5 W o g o ol S
c < B e el IR SR
D ) wn | ‘|
& 0950 - n’ “1
0 -y i
L N H " |
(= A 1 saf
4
) s e
= o . .
: = Gambar 6. Grafik Pelatihan Model Arsitektur VGG16
L
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Gambar 6 menunjukan grafik pelatihan dari model arsitektur VGG16 dengan learning rate 0.001 menghasilkan
trainz%g ac@mcy tertinggi 0.9992 dan validation accuracy tertinggi sebesar 0.9986.

Akurasi Training dan Validasi Loss Training dan Validasi

—8— Training Accuracy - obe —s— Training Loss
#- validation Accuracy as #- validation Loss

N >tw eydio yey

Gambar 7. Grafik Pelatihan Model Arsitektur Inception-V3
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Gambar 7 menunjukan grafik hasil pelatihan dari model arsitektur InceptionV3 dengan learning rate 0.0001
asilkdWtraining accuracy tertinggi 0.9828 dan validation accuracy sebesar 0.9823.
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g poch Epoch

= Gambar 8. Grafik Pelatihan Model Arsitektur EfficientNet-BO

©

®Gambar 8 menunjukan grafik hasil pelatihan dari model arsitektur EfficientNet-BO dengan denagn learning rate 0.001
Sméhghasilkan fraining accuracy tertinggi 0.9725 dan validation accuracy 0.9755. Secara keseluruhan, arsitektur VGG16
[ =

amenunjukkan performa paling konsisten dan unggul dibandingkan arsitektur lainnya pada skenario yang diuji dan dari
7grg%‘lk pelatihan pun dapat dilihat bahwa model tidak mengalami overfitting dan underfitting.

§3.§3 Hasil Pengujian Model

u

Je

SSetelah proses pelatihan model menggunakan data latih dan validasi diselesaikan, tahap berikutnya adalah pengujian
gd gan menggunakan dataset uji. Pengujian ini mencakup semua arsitektur yang telah dilatih sebelumnya, yaitu
;jEElcientNethO, Inception-V3, dan VGGI16. Evaluasi dilakukan dengan memanfaatkan confusion matrix untuk
%&ghitungﬁjletrik kinerja seperti akurasi, presisi, recall, dan F1-score, serta untuk melihat hasil klasifikasi pada tiap
‘Sketas, yaitu ;39rma1 dan tumor.

u

Berdaﬁ‘irkan hasil pengujian pada Tabel 4, VGG16 (learning rate 0,001) mencatat performa tertinggi pada
ksperimen ke- 5. selanjutnya InceptionV3 terbaik pada eksperimen ke-3, dan EfficientNet-B0 unggul pada eksperimen

® O
é = & Tabel 4. Hasil Pengujian Model

3 £ =

== — Rasio Arsitektur Learning i FI-
§ g :.No. Dataset Model Rate Accuracy  Precision  Recall score
s = 1. 80:20  EfficientNet-BO 0.001 97.56% 97.56%  97.56% 97.55%
_—z < 2. 80:20  EfficientNet-BO  0.0001 89.84% 89.92%  89.84% 89.53%
® ® 3. 80:20 InceptionV3 0.001 98.24% 98.24%  98.24% 98.23%
2 ® 4, 80:20 InceptionV3 0.0001 97.56% 97.56%  97.56% 97.56%
@ 2. 80:20 VGG16 0.001 99.46% 99.46%  99.46%  99.46%
; o 6. 80:20 VGG16 0.0001 95.66% 95.70%  95.66% 95.61%
‘:7\_".

e
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= Gambar 9. Confusion matrix Model Arsitektur VGG16
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Gambar 9 merupakan Confusion matrix pada eksperimen ke-5 yaitu pada model arsitektur VGG16 yang memiliki
urdcy 99 46% precision 99.46%, recall 99.46%, dan F'I-score 99.46%.
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() Gambar 10. Confusion matrix Model Arsitektur Inception-V3

Gambar 10 menampilkan confusion matrix untuk eksperimen ketiga pada arsitektur Inception-V3, dengan nilai
racy 98;?4%, precision 98,24%, recall 98,24%, dan F1-score 98,23%.
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Gambar 11. Confusion matrix Model Arsitektur EfficientNet-BO

Gambar 11 menampilkan confusion matrix dari eksperimen pertama pada arsitektur EfficientNet-B0O, dengan
uracy 97,56%, precision 97,56%, recall 97,56%, dan F'I-score 97,55%..

Model CT-Kidney terbagi menjadi empat kategori : Kista, Normal, Batu, dan Tumor. Deteksi untuk kelas Normal
Dd Tumor berjalan dengan sangat baik: dari 508 data Normal dan 228 data Tumor, tidak ada kasus yang terlewat atau
Usa%h klasifikasi, sehingga precision, recall, dan Fl-score untuk kedua kelas ini masing-masing 1,00, dengan akurasi
gke@IuruhandOO% [21]. Sebaliknya, model VGG16 (Ir 0,001) penelitian ini digunakan untuk klasifikasi biner Normal
%da-sr Tumor mencapai akurasi 99,46 % (734/738). Pada kelas Normal didapat precision sekitar 99,4 % dan recall sekitar
%99% % (F1 sekltar 99,6 %), sedangkan untuk kelas Tumor precision sekitar 99,6 % dan recall sekitar 98,7 % (F1 sekitar
Q>9%’1 %). Dan 509 sampel normal, satu di antaranya keliru diprediksi sebagai tumor (false positive), sementara dari 229
—saglpel tumqr, tiga sampel salah terklasifikasi sebagai normal (false negative). Secara klinis, meskipun precision Tumor
‘Bmeéncapai 09956 dan recall Tumor 0,9870 (FI-score 0,9913), kemungkinan terlewatnya tiga kasus tumor dapat
mmenghambatpenanganan

p ueywnjuesusw eduey Ul sijn} eAiey @wmes neje ueibeges diynbusw Buele|iq

e

4. KESIMPULAN

gPenehtlan ml membahas klasifikasi citra CT-Scan ginjal untuk mendeteksi keberadaan tumor ginjal dengan
=membandingkan performa tiga arsitektur yaitu EfficientNet-B0, InceptionV3, dan VGG16. Seluruh proses pelatihan dan
Zpengujian dilakukan menggunakan dataset yang di peroleh dari website Kaggle, dengan rasio pembagian data sebesar
©80:20, serta“menggunakan dua nilai learning rate yaitu 0.001 dan 0.0001. Evaluasi dilakukan berdasarkan metrik
Caccumcy, precision, recall, dan Fl-score terhadap hasil pengujian model menggunakan data uji. Berdasarkan hasil
Hevaluam model VGG16 dengan learning rate 0.001 menunjukkan performa terbaik dengan nilai accuracy 99.46%,
gpreczszon 9946%, recall 99.46%, dan Fl-score 99.46%. InceptionV3 dengan learning rate 0,001 mencatat akurasi,
Spresisi, dan Zecall sebesar 98,24%, serta Fl-score 98,23%, sedangkan EfficientNet-B0 pada learning rate yang sama
imencapai akuirasi 97,56%, precision 97,56%, recall 97,56%, dan FI-score 97,55%. Secara keseluruhan, VGG16 terbukti
Spaling unggul’ dalam mendeteksi tumor ginjal pada citra CT-Scan dibanding dua arsitektur lainnya berdasarkan akurasi
Sdan metrik eyaluasi yang diuji. Untuk penelitian selanjutnya dilakukan pengujian terhadap arsitektur CNN lainnya yang
glebih kompleks atau terbaru, serta mengeksplorasi teknik augmentasi data yang lebih beragam untuk meningkatkan
Q)generalisasi model. Selain itu, dapat juga dipertimbangkan penggunaan teknik transfer learning lanjutan atau fine-tuning
Syang lebih mendalam, serta evaluasi menggunakan dataset yang lebih besar dan beragam agar hasil penelitian lebih
representatlf terhadap kondisi nyata.
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