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ABSTRAK 

Di Indonesia, pisang menjadi salah satu produk pertanian penting yang bernilai 

tinggi baik dari segi konsumsi maupun aspek ekonomi. Penentuan tingkat 

kematangan pisang secara manual masih umum dilakukan, namun bersifat subjektif 

dan rentan kesalahan dalam skala produksi besar. Klasifikasi tingkat kematangan 

buah pisang dalam penelitian ini dilakukan menggunakan model CNN berbasis 

arsitektur ResNet-50, dengan empat label kelas: mentah, setengah matang, matang, 

dan terlalu matang. Dataset terdiri dari 1.200 citra pisang susu satuan yang diambil 

dari berbagai sudut. Model dilatih dengan kombinasi tiga optimizer (Adam, 

RMSprop, SGD), tiga nilai learning rate (0.1, 0.01, 0.001), batch size 32, dan 50 

epoch. Pengujian pada penelitian ini menerapkan skema data latih dan uji 90:10, 

80:20, dan 70:30. Hasil terbaik dicapai pada konfigurasi RMSprop dan learning 

rate 0.001 dengan akurasi, precision, recall, F1-Score sebesar 93% pada skema 

data latih dan uji 90:10. Model menunjukkan tantangan dalam membedakan kelas 

setengah matang dan terlalu matang karena keduanya memiliki perubahan warna 

yang jelas dan warna kulit pisang yang tidak merata, model juga akan memberikan 

hasil klasifikasi pada kelas setengah matang atau terlalu matang jika model tidak 

dapat mengenali objek yang akan diklasifikasikan. Secara keseluruhan, penelitian 

ini berkontribusi dalam bidang informatika dan pertanian digital dengan 

menawarkan sistem pengenalan visual berbasis citra untuk mendeteksi tingkat 

kematangan buah pisang, khususnya dalam mendukung proses pasca-panen secara 

lebih efisien dan terstandarisasi.  

Kata kunci: CNN, klasifikasi, pisang, ResNet-50, kematangan pisang 
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ABSTRACT 

Bananas are one of Indonesia’s main agricultural commodities, with high economic 

and consumption value. The manual determination of banana ripeness levels is still 

commonly practiced; however, it remains subjective and prone to error, especially 

at large-scale production levels. This study implements a Convolutional Neural 

Network (CNN) method using the ResNet-50 architecture to classify banana 

ripeness into four classes: unripe, semi-ripe, ripe, and overripe. The dataset consists 

of 1,200 individual images of Pisang Susu (milk bananas), captured from various 

angles. The model was trained using a combination of three optimizers (Adam, 

RMSprop, and SGD), three learning rates (0.1, 0.01, and 0.001), a batch size of 32, 

and 50 training epochs. Evaluation was conducted using three data split schemes: 

90:10, 80:20, and 70:30. The best performance was achieved using the RMSprop 

optimizer with a learning rate of 0.001, yielding an accuracy, precision, recall, and 

F1-score of 93% under the 90:10 split scheme. The model encountered challenges 

in distinguishing between the semi-ripe and overripe classes due to their 

pronounced color transitions and uneven skin coloration. Furthermore, when the 

model fails to recognize a given input, it tends to classify the image into either the 

semi-ripe or overripe class. Overall, this study contributes to the fields of 

informatics and digital agriculture by offering an image-based visual recognition 

system for detecting banana ripeness levels, particularly in supporting more 

efficient and standardized post-harvest processes. 

Keywords: CNN, classification, banana, ResNet-50, banana ripeness 
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BAB 1 

PENDAHULUAN 

 

1.1 Latar Belakang 

Indonesia berada di wilayah dengan iklim tropis, dengan iklim tersebut sangat 

mendukung pertumbuhan beragam tanaman, termasuk pisang (Arjun, 2024). Buah 

pisang adalah salah satu buah yang sering diolah oleh masyarakat dan menduduki 

peringkat keempat sebagai tanaman pangan penting secara global, setelah padi, 

gandum, dan jagung (Dhaniswara et al., 2021). Bersumber dari Badan Pusat 

Statistik, pisang di produksi di Indonesia naik dari 8,7 juta ton di tahun 2021 

menjadi 9,6 juta ton di tahun 2022 (BPS, 2021). Kenaikan produksi ini menuntut 

perhatian terhadap kualitas hasil panen, salah satunya dengan menentukan tingkat 

kematangan buah secara akurat. Penentuan tingkat kematangan yang tepat akan 

sangat membantu petani maupun distributor dalam merencanakan waktu panen dan 

proses distribusi, sehingga buah dapat sampai ke konsumen dalam kondisi yang 

optimal (Saktriawindarta dan Kusrini, 2024). 

Permasalahan ini semakin diperparah karena umumnya saat ini proses 

pengamatan kematangan buah pisang dilakukan secara visual oleh petani namun di 

industri perkebunan pisang skala besar, pengamatan visual memiliki keterbatasan 

karna membutuhkan waktu dan tenaga yang banyak bahkan rentan terhadap 

kesalahan manusia, seperti kurang konsentrasi, kesalahan dalam melihat, gangguan 

pada penglihatan, maupun kelelahan (Haq et al., 2024). Perbedaan pandangan antar 

petani dalam menilai kematangan sering kali menimbulkan inkonsistensi dalam 

pemilahan buah (Hanifah et al., 2023). Hal ini berdampak langsung pada kualitas 

produk yang diterima konsumen, bahkan menimbulkan kerugian finansial karena 

buah yang tidak diklasifikasikan dengan benar dan bisa cepat membusuk serta 

ditolak oleh pasar (Soekarta et al., 2024). Oleh sebab itu, sangat diperlukan proses 

yang canggih dan objektif, terutama yang berbasis citra digital yang dapat 
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digunakan sebagai data utama dalam proses klasifikasi (Hanifah dan Hermawan, 

2023). 

Guna menjawab kebutuhan tersebut, pendekatan teknologi berbasis Artificial 

Intelligence mulai banyak digunakan, khususnya melalui metode Deep Learning, 

salah satu bentuk Deep Learning yang terbukti unggul dalam pengolahan citra 

adalah Convolutional Neural Network (CNN) (Saktriawindarta dan Kusrini, 2024). 

CNN dirancang untuk mengenali fitur visual dari gambar seperti warna, bentuk, 

dan tekstur secara hierarkis, sehingga sangat sesuai diterapkan dalam klasifikasi 

buah (Maulana et al., 2023). Dalam konteks klasifikasi pisang, CNN mampu 

mendeteksi perbedaan visual yang menjadi indikator tingkat kematangan, seperti 

perubahan warna kulit pisang hingga munculnya bintik-bintik cokelat pada kulit 

buah. (Suhendri dan Kusrini, 2024). 

Dari berbagai jenis arsitektur CNN yang tersedia, ResNet-50 menjadi salah 

satu yang memiliki kemampuannya dalam mempelajari fitur kompleks melalui 

jaringan yang dalam dan mampu mengatasi masalah vanishing gradient (Suhendri 

dan Kusrini, 2024). Keunggulan ResNet-50 telah dibuktikan seperti pada salah satu 

penelitian untuk klasifikasi tingkat kematangan pisang dengan 90 citra yang dibagi 

menjadi tiga kelas mentah, matang, dan terlalu matang, dan berhasil mencapai 

akurasi tertinggi sebesar 95,41% (Amir et al., 2022). Sementara itu, dalam 

penelitian lainnya, ResNet-50 unggul dalam mengklasifikasikan pisang 

berdasarkan dua tipe kematangan, yaitu matang secara alami dan secara buatan, 

menggunakan total 11.666 data citra, dan menghasilkan akurasi sebesar 91% (Dyah 

Wardani dan Dewi, 2017). 

Tidak hanya pada pemilihan arsitektur, kinerja model CNN termasuk ResNet-

50 juga sangat dipengaruhi oleh penyesuaian hyperparameter dan penggunaan 

optimizer agar dapat menghindari overfitting (Lalamentik et al., 2025). Seperti pada 

penelitian (Haq et al., 2024) dengan membandingkan SGD dan Adam disertai 

dengan epoch sebesar 20 pada model VGG-19, Model berhasil mencapai akurasi 

hingga 100% pada pengujian, dengan menggunakan dataset yang diperoleh dari 

platform Kaggle. Dataset tersebut terdiri dari gambar buah pisang yang 
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diklasifikasikan ke dalam tiga tingkat kematangan, yaitu mentah, matang, dan 

terlalu matang. Pada penelitian (Efendi et al., 2022) membuktikan bahwa pemilihan 

hyperparameter dan optimizer membantu membuat meningkatkan akurasi model 

ResNet-50 untuk klasifikasi citra daging dengan total gambar 2.415 dan dibagi 

menjadi tiga kelas, hyperparameter yang digunakan yaitu learning rate 0.1, 0.01, 

0,001, batch size 16,32, 64, epoch 50, dan hasilnya membuktikan bahwa SGD 

mendapat akurasi tertinggi (97,83%).   

Penelitian ini bertujuan untuk mengetahui kinerja arsitektur CNN ResNet-50 

dalam klasifikasi tingkat kematangan pisang menggunakan kombinasi beberapa 

hyperparameter. Dataset terdiri dari 1.200 citra yang akan diaugmentasi dan 

diklasifikasikan ke dalam empat kelas mentah, setengah matang, matang,   terlalu 

matang. Hyparameter yang digunakan yaitu learning rate, batch size, epoch, serta 

tiga jenis optimizer SGD, Adam, dan RMSprop. Penelitian ini diharapkan 

menghasilkan model klasifikasi yang dapat digunakan untuk mendukung 

konsistensi kualitas kematangan pisang dalam industri pertanian modern. 

1.2 Rumusan Masalah 

Masalah-masalah yang hendak dianalisis dalam penelitian ini dirumuskan 

antara lain: 

1. Bagaimana mengklasifikasikan tingkat kematangan pisang menggunakan 

Convolutional Neural Network arsitektur ResNet-50? 

2. Bagaimana hasil evaluasi dan akurasi model CNN arsitektur ResNet-50 

untuk klasifikasi tingkat kematangan berdasarkan citra pisang dengan 

mengoptimalkan penggunaan hyperparameter optimization untuk 4 kelas 

mentah, setengah matang, matang dan terlalu matang? 

1.3 Batasan Masalah 

Penelitian ini dibatasi sebagai berikut agar tetap terarah dan sesuai tujuan: 

1. Penelitian ini memanfaatkan dataset berupa gambar pisang jenis susu yang 

dikategorikan ke dalam empat kelas kematangan, yaitu: mentah, setengah 
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matang, matang, dan terlalu matang. Klasifikasi ini didasarkan pada standar 

tingkat kematangan pisang yang juga digunakan dalam penelitian ini. 

2. Dataset adalah data primer, sebanyak 1.200 citra pisang, yang kemudian 

dikelompokkan ke dalam empat kelas kematangan. 

3. Pengambilan gambar dilakukan menggunakan kamera belakang dengan 

resolusi 12 MP, jarak foto 15-20 cm, menggunakan latar putih dan 

pencahayaan alami pagi hari, setiap 1 buah pisang difoto 5-8 kali dengan 

berbagai sudut dan posisi yang berbeda.  

4. Proses klasifikasi dilakukan berdasarkan gambar satuan pisang (per buah), 

bukan berdasarkan tandan atau kelompok pisang. 

1.4 Tujuan Penelitian 

Penelitian ini bertujuan untuk: 

1. Mengetahui performa arsitektur ResNet-50 dalam melakukan klasifikasi 

tingkat kematangan buah pisang berdasarkan citra, yang terdiri dari empat 

kelas kematangan: mentah, setengah matang, matang, dan terlalu matang. 

2. Mengukur akurasi model dalam klasifikasi citra pisang menggunakan 

arsitektur ResNet-50 dengan pengoptimalan hyperparameter serta 

perbandingan tiga metode optimizer, yaitu Adam, SGD, dan RMSprop, 

untuk mendapatkan nilai akurasi terbaik. 

1.5 Manfaat Penelitian 

     Penelitian ini diharapkan dapat menghasilkan akurasi terbaik pada model 

klasifikasi CNN untuk mendeteksi tingkat kematangan pisang menggunakan 

arsitektur ResNet-50. litian ini diharapkan dapat menjadi acuan bagi pengembangan 

lebih lanjut dalam penerapan arsitektur ResNet-50 untuk deteksi kematangan buah 

di masa mendatang. 
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BAB 2 

KAJIAN PUSTAKA 

 

2.1 Kajian Metode 

Penelitian ini merujuk pada beberapa kajian terdahulu yang diuraikan dalam 

tinjauan pustaka berikut. 

2.1.1 Kematangan Pisang 

Pisang adalah salah satu komoditas pertanian penting yang dikonsumsi 

secara luas, terutama di Indonesia yang menjadi salah satu pusat keragaman dan 

produksi pisang terbesar. Di Indonesia, lebih dari 300 kultivar pisang telah 

diidentifikasi, dengan prediksi lebih dari 1000 jenis kultivar ada di wilayah ini. 

Pisang bukan hanya tanaman pangan, tetapi juga penting dalam budaya dan prosesi 

adat di beberapa daerah, contohnaya seperti di Bali di mana pisang memiliki peran 

dalam upacara keagamaan Hindu. Pisang termasuk dalam keluarga Musaceae dan 

genus Musa. Tumbuhan ini merupakan tanaman tropis yang dapat tumbuh 

sepanjang tahun dengan iklim optimal pada suhu sekitar 26-30°C dan curah hujan 

yang memadai (Wikantika dan Martha Dwivany, 2021). 

Menurut Drajad Widodo (Drajad Widodo et al., 2019), peneliti di bidang 

agronomi dan hortikultura di Institut Pertanian Bogor, kematangan pisang sangat 

menentukan kualitas konsumsi dan daya simpan buah tersebut. Dalam skala 

distribusi nasional dan internasional, pemahaman tentang tingkat kematangan 

pisang membantu memastikan kualitas produk yang sampai di tangan konsumen 

tetap terjaga. Dengan pengelolaan waktu panen yang tepat, memungkinkan buah 

mencapai kematangan yang optimal, yang secara signifikan dapat memperpanjang 

umur simpan dan mempertahankan kualitasnya selama proses distribusi. 

Tingkat kematangan pisang dipengaruhi oleh berbagai faktor lingkungan 

yang menentukan kecepatan dan kualitas kematangan buah. Dalam buku karya 

Wikantika dan Martha Dwivany (Wikantika dan Martha Dwivany, 2021), 

dijelaskan beberapa faktor utama yang berperan dalam proses pematangan pisang. 
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Faktor-faktor tersebut dirangkum dalam Tabel 2.1, yang menunjukkan pengaruh 

beberapa aspek terhadap tingkat kematangan pisang. 

Tabel 2. 1 Pengaruh beberapa aspek terhadap tingkat kematangan pisang 

Faktor Pengaruh Terhadap Kematangan Pisang 

Suhu Udara Suhu paling optimal berkisar antara 13-27°C. Suhu yang terlalu 

rendah atau tinggi dapat menghambat atau mempercepat proses 

pematangan pisang. 

Curah Hujan Curah hujan minimum 150 mm per bulan diperlukan untuk 

pertumbuhan optimal, dengan curah hujan yang terlalu tinggi 

atau rendah bisa memengaruhi kualitas buah. 

Kelembapan 

Tanah 

Kelembapan tanah yang ideal membantu menghindari stres 

kekeringan atau kelebihan air, yang berpotensi menyebabkan 

penyakit seperti black leaf streak disease. 

pH Tanah Pisang tumbuh optimal pada pH tanah 5.5–6.6, dengan drainase 

yang baik agar sistem perakaran dapat berkembang secara 

optimal. 

(Sumber : (Wikantika dan Martha Dwivany, 2021)) 

Berdasarkan jurnal penelitian yang dilakukan oleh Dhaniswara1 et al., 

(2021) tingkat kematangan pisang dibagi menjadi tiga kategori berdasarkan warna 

kulitnya, Setiap kategori memiliki karakteristik yang digunakan sebagai parameter 

utama untuk klasifikasi. Seperti pada tabel 2.2 berikut: 
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Tabel 2. 2 Tingkat kematangan pisang berdasarkan penelitian Dhaniswara1 et al., (2021) 

Tingkatan Warna Ciri ciri 

Mentah  

  

• Seluruh bagian kulit 

berwarna hijau. 

Setengah 

Matang 

 

 

 

• Warna kulit didominasi 

hijau dengan sedikit 

bagian kuning. 

• Kombinasi hijau dan 

kuning, namun warna 

hijau masih lebih 

banyak. 

• Kombinasi kuning dan 

hijau, namun warna 

kuning mulai lebih 

dominan. 

•  

Matang  

  

• Kulit berwarna kuning, 

namun masih terdapat 

ujung yang berwarna 

hijau. 

• Warna kuning merata 

pada seluruh permukaan 

kulit. 

Terlalu Matang  

 

• Kulit berwarna kuning 

dengan munculnya 

bintik-bintik cokelat. 

 (Sumber : (Pangestu et al., 2024)) 
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2.1.2 Deep Learning 

Deep Learning adalah salah satu dari Machine Learning yang bertujuan untuk 

meniru cara kerja otak manusia melalui Jaringan Saraf Tiruan (JST). Berbeda 

dengan machine learning tradisional yang biasanya memiliki keterbatasan dalam 

menangani data kompleks, deep learning memungkinkan pemrosesan data yang 

lebih mendalam, seperti data gambar, suara, dan video. Deep learning dianggap 

dapat memecahkan berbagai masalah yang melibatkan data kompleks melalui 

pengenalan pola dan fitur didata yang akan digunakan, yang sulit ditangani oleh 

machine learning (Sarno et al., 2023).  

Deep learning memiliki beberapa keunggulan utama dalam klasifikasi 

gambar. Salah satu keunggulan yang paling menonjol adalah akurasi tinggi. Model 

deep learning seperti Convolutional Neural Networks (CNN) telah banyak gunakan 

untuk penelitian dan mampu mencapai tingkat akurasi yang tinggi dalam klasifikasi 

gambar dibandingkan dengan metode mechine learning. Hal ini dimungkinkan 

karena kemampuan model deep learning untuk mempelajari pola dari data dalam 

jumlah besar dan kompleks, sehingga dapat mengenali detail dan perbedaan yang 

sulit terdeteksi oleh model lain (Dewantoro et al., 2022).     

2.1.3 Convolutional Neural Networks  

Convolutional Neural Network (CNN) merupakan salah satu metode dari 

deep learning yang biasanya digunakan untuk menyelesaikan permasalahan deteksi 

objek, penyesuaian gambar (image captioning), segmentasi gambar dan lainnya. 

Dalam kasus klasifikasi gambar, CNN melakukan proses umum untuk mengubah 

gambar (dua dimensi) menjadi kategori tertentu sebagai hasil prediksi. CNN 

memiliki beberapa arsitektur seperti VGGNet, AlexNet, GoogeNet, MobileNet, 

Resnet, dan lainnya. Setiap arsitektur tersebut memiliki kelebihan dan kekurangan 

masing-masing sehingga perlu diperhatikan pemilihan arsitektur CNN  tergantung 

pada kegunaannya (Sarno et al., 2023).  

Arsitektur CNN terdiri dari beberapa tahap, dimulai dari input gambar yang 

diproses melalui serangkaian lapisan konvolusi untuk mengekstraksi fitur-fitur 

penting. Setiap convolution layers menggunakan filter untuk mendeteksi pola 
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visual, diikuti oleh fungsi aktivasi ReLU untuk memperkenalkan non-linearitas, 

dan pooling untuk mengurangi dimensi data, sehingga meningkatkan efisiensi 

komputasi. Setelah fitur diekstraksi secara bertahap dari yang sederhana hingga 

kompleks, dimensi yang didapat diubah menjadi vektor 1D dan akan diteruskan ke 

lapisan fully connected. Pada tahap ini,  fully connected  menggabungkan informasi 

ini untuk proses klasifikasi akhir, sehingga menghasilkan output berupa label atau 

kategori yang sesuai (Ungkawa dan Hakim, 2023). Tahapan CNN dapat dilihat pada 

gambar 2.1 berikut: 

 

Gambar 2. 1 Tahapan CNN 

 (Sumber : (Ungkawa dan Hakim, 2023))  

2.1.4 Deep Learning menggunakan CNN arsitektur ResNet-50 

 ResNet atau Residual Network adalah arsitektur jaringan saraf konvolusional 

(CNN) yang dikembangkan oleh oleh Kaiming He, Xiangyu Zhang, Shaoqing Ren, 

dan Jian Sun pada tahun 2016. ResNet digunakan untuk mengatasi masalah 

komputasi dalam pelatihan jaringan yang dalam, khususnya masalah vanishing 

gradient, yaitu penurunan akurasi saat jaringan semakin dalam. Varian ResNet 

mencakup berbagai kedalaman lapisan, seperti ResNet-18, ResNet-34, ResNet-50, 

dan ResNet-101, yang masing-masing memiliki jumlah lapisan bertambah sesuai 

angka pada nama modelnya (Dewantoro et al., 2022).  

 ResNet-50 adalah salah satu varian yang populer karena memiliki kedalaman 

50 lapisan dan menggabungkan struktur "bottleneck" dengan tiga lapisan per blok 
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residual, sehingga mencapai keseimbangan antara akurasi dan efisiensi komputasi. 

Arsitektur ini memungkinkan model untuk menghasilkan prediksi akurat tanpa 

memerlukan daya komputasi yang berlebihan, menjadikannya efektif untuk 

berbagai aplikasi klasifikasi citra dalam deep learning (Dewantoro et al., 2022).  

Gambar 2.2 didibawah ini menunjukkan diagram block dari ResNet-50, dengan 

memanfaatkan shortcut connection untuk menjaga aliran informasi dan mencegah 

hilangnya fitur penting. 

 

Gambar 2. 2 Diagram Block Arsitektur ResNet-50 

 (Sumber : (Faiz Nashrullah et al., 2020))  

 Berdasarkan gambar diatas arsitektur ini terbagi menjadi beberapa tahapan. 

Tahap awal dimulai dengan lapisan konvolusi besar yang diikuti oleh Batch 

Normalization, aktivasi ReLU, dan Avarage Pooling untuk mengurangi resolusi 

citra masukan sambil mengekstrak fitur dasar. Pada stage pertama ini, terdapat 3 

residual blocks, masing-masing dengan 3 lapisan konvolusi (menggunakan 
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bottleneck: 1x1, 3x3, 1x1). Tahap-tahap berikutnya (Stage 2 hingga Stage 5) terdiri 

dari blok-blok konvolusi yang lebih dalam, yakni Convolutional block dan Identity 

block, yang masing-masing menggunakan lapisan konvolusi berurutan dengan filter 

1x1, 3x3, dan 1x1 serta Batch Normalization. Dalam setiap blok, shortcut 

connection memungkinkan input asli untuk ditambahkan langsung ke output blok, 

menjaga stabilitas aliran informasi. Setelah melalui lima tahap ini, jaringan ditutup 

dengan fully connected  dan fungsi aktivasi softmax untuk menghasilkan output 

akhir (Faiz Nashrullah et al., 2020). Rumus fungsi aktivasi softmax yang digunakan 

sebagai berikut:  

         𝑺𝒐𝒇𝒕𝒎𝒂𝒙 𝒇𝒊(𝒙) =  
𝒆𝒙𝒑( 𝒙𝒊)

∑ 𝒋  𝒆𝒙𝒑 (𝒙𝒋)
       ( 1) 

• 𝑓𝑖 (𝑥) : output dari fungsi softmax untuk kelas ke-i. 

• 𝑥𝑖 : nilai input untuk kelas ke-i. 

• 𝑒𝑥𝑝 (𝑥𝑖): Menghitung eksponensial dari nilai input untuk kelas ke-i. 

Ini memberikan bobot positif untuk nilai tersebut. 

• ∑ 𝑗  𝑒𝑥𝑝 (𝑥𝑖): Ini adalah jumlah dari eksponensial semua nilai input 

untuk semua kelas. Ini berfungsi sebagai normalisasi, memastikan 

bahwa semua output dari fungsi softmax berada dalam rentang 0 

hingga 1 dan jumlahnya sama dengan 1. 

2.1.5 Hyperparameter Optimization 

Hyperparameter adalah parameter yang ditetapkan sebelum proses pelatihan 

model dan tidak diperbarui selama pelatihan. Hyperparameter mengendalikan 

perilaku pelatihan dan performa model, termasuk kecepatan konvergensi dan 

stabilitas, sehingga pemilihan nilai yang tepat dapat sangat memengaruhi hasil akhir 

model (Yu dan Zhu, 2020). Beberapa hyperparameter yang digunakan dalam 

optimizer pada penelitian ini meliputi:  

1) Larning rate, menentukan besar langkah pembaruan bobot dan 

memengaruhi kestabilan serta kecepatan pelatihan. 
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2) Batch size, berpengaruh pada frekuensi pembaruan bobot dan stabilitas 

model. 

3) Epoch, menentukan jumlah siklus penuh yang dilakukan model melalui 

dataset. 

Sementara itu, menurut Yani Parti (Yani Parti Astuti1, 2023), optimization 

adalah algoritma yang menentukan cara model memperbarui bobot selama 

pelatihan untuk meminimalkan kesalahan. Beberapa algoritme optimasi yang 

sering digunakan dalam deep learning meliputi:  

• SGD (Stochastic Gradient Descent): Optimizer klasik yang menggunakan 

langkah kecil untuk memperbarui bobot model. 

• Adam (Adaptive Moment Estimation): Optimizer yang mengadaptasi 

kecepatan pembelajaran berdasarkan rata-rata momentum dan gradien. 

• RMSProp (Root Mean Square Propagation): Optimizer yang mengatasi 

masalah vanishing learning rate dengan mengatur langkah pembaruan 

berdasarkan rata-rata kuadrat gradien. 

Masing-masing memiliki keunggulan dan kelemahan dalam hal stabilitas, 

kecepatan konvergensi, dan sensitivitas terhadap hyperparameter. Pemilihan 

algoritma optimasi tergantung pada kompleksitas model, jenis data, dan sumber 

daya komputasi yang tersedia (Wu et al., 2019).  

2.1.6 Evaluasi dengan Confusion Matrix 

Confusion matrix adalah metode evaluasi yang digunakan untuk menilai 

performa model klasifikasi dengan membandingkan hasil prediksi model dengan 

nilai aktualnya. Matriks ini memetakan hasil prediksi ke dalam empat kategori 

seperti tabel 2.3 berikut: 
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   Tabel 2. 3 Tabel pemetaan confusion matrix 

Prediksi Keterangan 

True Positive (TP) Jumlah data positif yang 

diklasifikasikan benar oleh model 

True Negative (TN) Jumlah data negatif yang 

diklasifikasikan benar 

False Positive (FP) Jumlah data positif yang 

diklasifikasikan salah 

False Negative (FN) Jumlah data negatif yang 

diklasifikasikan salah 

 

Tabel 2.4 berikut merupakan confusion matrix secara umum yang 

digunakan untuk menggambarkan hasil evaluasi performa model klasifikasi : 

Tabel 2. 4 Confusion matrix 

Confusion 

Matrix 

Predicted Class 

Positive Negative 

Positive TP (True Positive) FP (False Positive) 

Negatif FN (False Negative) TN (True Negative) 

Confusion matrix berguna untuk menghitung berbagai metrik evaluasi seperti 

accuracy, precision, recall dan f1-score. Adapun rumus yang digunakan sebagai 

berikut: 

1. Accuracy 

Accuracy menunjukkan seberapa sering model mengklasifikasikan data 

dengan benar. Rumusnya adalah: 

         𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =  
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
         ( 2) 
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2. Precision 

Precision adalah rasio data yang benar-benar positif dari semua data yang 

diprediksi positif oleh model. Nilai ini penting untuk menilai keakuratan 

prediksi positif. Rumusnya adalah: 

                    𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =  
𝑻𝑷

𝑻𝑷+𝑭𝑷
        ( 3) 

3. Recall 

Recall menunjukkan seberapa baik model dapat menemukan semua data 

positif dalam dataset. Ini penting untuk mengukur sensitivitas model 

terhadap data positif. Rumusnya adalah: 

𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝑻𝑷

𝑻𝑷+𝑭𝑵
                ( 4) 

4. F1-Score 

F1-Score adalah nilai harmonis antara Precision dan Recall. Nilai ini sangat 

berguna ketika terdapat ketidakseimbangan antara FP dan FN, atau ketika 

model perlu seimbang dalam mengklasifikasikan data positif dan negatif. 

Rumusnya adalah: 

                       𝑭𝟏 𝑺𝒄𝒐𝒓𝒆 =  
𝟐 𝒙 𝑻𝑷

𝟐 𝒙 𝑻𝑷+𝑭𝑷+𝑭𝑵
                                ( 5) 

Dengan confusion matrix, kita dapat mengukur akurasi model dalam 

mengklasifikasikan berbagai kelas target dan menentukan di mana model 

cenderung membuat kesalahan. Analisis dari confusion matrix ini memberikan 

wawasan tentang aspek mana yang perlu ditingkatkan, seperti meningkatkan recall 

jika model terlalu sering kehilangan data positif, atau meningkatkan precision untuk 

mengurangi kesalahan klasifikasi positif (Kurniawan et al., 2023). 

2.2 Penelitian Terkait 

2.2.1 Perbandingan Machine Learning dan Deep Learning 

Penelitian mengenai perbandingan metode machine learning dan deep 

learning telah dilakukan oleh Yunfei Lai (Lai, 2019)menggunakan dataset Mnist 
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untuk pengenalan citra. Tujuan dari penelitian ini adalah untuk mengevaluasi 

perbedaan stabilitas dan akurasi antara metode-metode tersebut, di mana hasilnya 

menunjukkan bahwa metode deep learning lebih unggul dalam hal akurasi dan 

stabilitas dibandingkan metode machine learning tradisional seperti SVM.  

Selanjutnya, Mohammad Farid Naufal dan Selvia Ferdiana Kusuma (Farid 

Naufal et al., 2019)melakukan penelitian tentang klasifikasi Sistem Isyarat Bahasa 

Indonesia (SIBI) menggunakan beberapa algoritma machine learning dan deep 

learning, yaitu KNN, SVM, serta CNN dengan transfer learning yang melibatkan 

arsitektur Xception, ResNet50, VGG16, dan MobileNetV2. Dataset yang 

digunakan terdiri dari citra huruf A hingga Z dalam bahasa isyarat. Dari hasil 

penelitian, CNN dengan arsitektur Xception memberikan nilai F1 Score tertinggi 

sebesar 99,57%, sementara algoritma KNN dengan K=1 menunjukkan waktu 

training tercepat meskipun akurasinya lebih rendah. 

Di penelitian serupa, Mohammad Farid Naufal (Naufal, 2019)menganalisis 

algoritma SVM, KNN, dan CNN untuk klasifikasi citra cuaca dengan menggunakan 

dataset cuaca dari repositori Mendeley. Penelitian ini membandingkan performa 

ketiga algoritma tersebut, dan hasilnya menunjukkan bahwa CNN memiliki 

performa terbaik dengan akurasi 0.942, precision 0.943, recall 0.942, dan F1 Score 

0.942, meskipun membutuhkan waktu eksekusi lebih lama dibandingkan SVM dan 

KNN. 

2.2.2 Klasifikasi Citra Buah Pisang Menggunakan Mechine Learning 

Penelitian terkait klasifikasi citra buah pisang menggunakan metode 

machine learning telah dilakukan dengan berbagai metode. Adenugraha 

(Adenugraha et al., 2022)menggunakan metode K-Nearest Neighbor (KNN) dan 

Principal Component Analysis (PCA) untuk mengklasifikasikan tingkat 

kematangan buah pisang ambon berdasarkan fitur warna RGB dan HSV. Penelitian 

ini memanfaatkan 41 data gambar pisang yang terdiri dari 30 data latih dan 11 data 

uji, dengan nilai K=5 untuk algoritma KNN. Hasil klasifikasi menunjukkan akurasi 

sebesar 90,9%, di mana 10 dari 11 data uji diklasifikasikan dengan benar.  
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Penelitian lain dilakukan oleh Athallah Muhammad (Athallah Muhammad 

et al., 2021) menggunakan metode Support Vector Machine (SVM) untuk 

klasifikasi kematangan buah pisang. Data yang digunakan adalah 80 gambar pisang 

dengan variasi warna yang dikonversi menjadi grayscale, diikuti dengan ekstraksi 

nilai A dari LAB dan RGB sebagai ambang batas klasifikasi. Hasil penelitian 

menunjukkan akurasi sebesar 75% dalam menentukan kematangan bu(Yusuf Eka 

Yana & Nur Nafi’iyah, 2021)(Yusuf Eka Yana & Nur Nafi’iyah, 2021), melakukan 

penelitan dengan metode SVM dan KNN yang diterapkan untuk klasifikasi jenis 

pisang berdasarkan fitur warna, tekstur, dan bentuk citra. Dataset terdiri dari 399 

gambar pisang yang diklasifikasikan ke dalam tujuh jenis, termasuk pisang ambon 

dan cavendish. Pada pengujian, KNN dengan nilai K=2 menunjukkan akurasi 

tertinggi pada fitur tekstur sebesar 58,33%, sementara SVM mencapai akurasi 

terbaik 41,67% pada fitur warna.  

2.2.3 Klasifikasi Citra Buah Pisang Menggunakan Deep Learning 

Penelitian terkait klasifikasi citra kematangan buah pisang telah dilakukan 

dengan berbagai metode. Pangestu (Pangestu et al., 2024) menggunakan Vision 

Transformer (ViT) untuk mengklasifikasikan tingkat kematangan pisang menjadi 

empat kategori yaitu mentah, setengah matang, matang, dan terlalu matang. Dengan 

menggunakan model ViT yang dilatih pada dataset ImageNet, penelitian ini 

mencapai akurasi tertinggi 91,61% pada model ViT-L/16-in21k dalam klasifikasi 

citra pisang yang diuji menggunakan 5.068 gambar. 

Penelitian Arjun (Arjun, 2024)menggunakan algoritma Self-Organizing 

Maps (SOM) untuk mengklasifikasikan kematangan pisang berdasarkan 200 citra 

yang terbagi menjadi matang dan mentah. Dataset diproses melalui tahap pre-

processing untuk menghasilkan citra yang lebih jelas, dan pengujian dilakukan 

dengan data uji sebesar 20%. Hasil klasifikasi menggunakan SOM menunjukkan 

akurasi sebesar 82,5%. 

2.2.4 Penggunaan CNN dengan Arsitektur ResNet50 

Penelitian terkait klasifikasi menggunakan arsitektur ResNet-50 telah 

banyak diterapkan pada berbagai bidang. Suprihanto et al. (Awaludin et al., 2022) 



 

17 

 

memanfaatkan ResNet-50 untuk klasifikasi penyakit pada daun kopi robusta, 

menggunakan kasus binary class untuk membedakan daun sehat dan sakit, serta 

multiclass untuk identifikasi spesifik penyakit. Dalam kasus binary, model ini 

mencapai akurasi 92,68% dan F1-Score 92,88%, sementara pada kasus multiclass, 

akurasi turun menjadi 88,98% dengan F1-Score 88,44%. 

Penelitian oleh Novelita Miranda et al. (Miranda et al., 2020) menggunakan 

ResNet-50 untuk klasifikasi pola sidik jari berdasarkan sistem Henry dengan lima 

kelas berbeda. Dengan preprocessing menggunakan Contrast Limited Adaptive 

Histogram Equalization (CLAHE), hasil menunjukkan peningkatan akurasi 

validasi dari 83,26% menjadi 95,05%. Ibrahim et al. (IBRAHIM et al., 2022) juga 

melakukan klasifikasi tingkat kematangan pucuk daun teh menggunakan arsitektur 

ResNet-50 dan VGGNet19. Hasil terbaik diperoleh menggunakan VGGNet19 

dengan akurasi sebesar 97,5% pada parameter learning rate 0,01 dan batch size 32. 

Dian Anisa Agustina (Dian Anisa Agustina, 2024) menggunakan ResNet-

50 untuk klasifikasi jenis kulit wajah menjadi tiga kategori: normal, kering, dan 

berminyak. Penelitian ini mencapai akurasi sangat tinggi sebesar 99,86%, namun 

mengalami overfitting karena distribusi data yang tidak seimbang. Data dibagi 

menjadi 80% untuk pelatihan dan 20% untuk pengujian, hyperparameter dan 

metode optimizer yang digunakan tidak disebutkan secara rinci. Dalam kasus 

hewan, Joseph Alberto dan Dedy Hermanto (Joseph Alberto, 2023) memanfaatkan 

arsitektur ini untuk klasifikasi jenis burung Indonesia berdasarkan dataset 9.445 

citra dengan pembagian 87% data latih dan 13% data uji, menghasilkan akurasi 

sebesar 98% menggunakan optimizer SGD dengan learning rate 0,01 dan 10 epoch. 

Dalam bidang kesehatan, penelitian oleh Za’imatun Niswati (Niswati et al., 

2021)  menerapkan ResNet-50 untuk klasifikasi kanker serviks pada citra Pap 

smear. Model ini menunjukkan akurasi 91% pada pengujian data, membuktikan 

keunggulan ResNet-50 dalam analisis medis, meskipun informasi detail 

hyperparameter dan split data tidak dijelaskan. Penelitian lainnya oleh Sarah 

Lasniari (Lasniari et al., 2022) menggunakan arsitektur yang sama untuk 

membedakan citra daging sapi dan babi. Dengan pembagian data sebesar 90% 
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untuk latih dan validasi dan 10% untuk uji, penelitian ini menghasilkan akurasi rata-

rata sebesar 87,64% setelah proses augmentasi citra. 

Sementara itu, Umi Kulsum dan Anis Cherid (Kulsum & Cherid, 2023) 

menggunakan ResNet-50 untuk mengembangkan aplikasi klasifikasi daun apel 

menjadi sehat dan busuk. Aplikasi berbasis desktop ini mencapai akurasi 91% 

setelah 50 epoch pelatihan, dengan pembagian data 70% untuk latih, 15% validasi, 

dan 15% uji. Penelitian oleh Erwin Dhaniswara (Dhaniswara1 et al., 2021) 

memanfaatkan kombinasi VGG-19 dan ResNet-50 untuk deteksi kematangan 

pisang. Sistem ini mencapai akurasi hingga 100% dalam mendeteksi kematangan, 

dengan pembagian data sebesar 66.7% latih, 19.2% validasi, dan 14.1% uji. Faiz 

Nashrullah (Faiz Nashrullah et al., 2020) menggunakan ResNet-50 untuk klasifikasi 

konten citra pornografi. Dengan konfigurasi hyperparameter optimal pada 60 epoch 

dan learning rate 0,001, sistem ini berhasil mencapai akurasi 91,03%, meskipun 

pembagian data tidak dijelaskan secara eksplisit. 

2.2.5 Penggunaan Hyperparameter Optimization 

Penelitian tentang penggunaan metode optimisasi dilakukan oleh Armiady 

dan Muslem (Armiady & Muslem R, 2023) dengan mengimplementasikan 

algoritma Stochastic Gradient Descent (SGD) dalam klasifikasi kualitas buah 

pisang, berfokus pada berbagai tingkat kematangan. Penelitian ini mengoptimalkan 

hyperparameter untuk meningkatkan akurasi, mencapai 99,9% pada model SGD 

optimal dalam klasifikasi kualitas buah pisang. 

Peneitian lain menggunakan Bayesian Optimization untuk optimasi 

hyperparameter dalam model machine learning. Dengan mendasarkan pada 

Gaussian processes, Bayesian Optimization membuat model hubungan antara 

kinerja model dan hyperparameternya. Penulis mengimplementasikan metode ini 

pada algoritma umum seperti Random Forest, Neural Networks, dan Multi-grained 

Cascade Forest, dan melaporkan peningkatan efisiensi serta efektivitas. Data 

eksperimental menunjukkan bahwa pendekatan ini mampu secara efisien 

menentukan hyperparameter optimal, terutama dalam skenario dengan 

pertimbangan biaya waktu yang signifikan (Wu et al., 2019). 
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2.3 Penelitian Terkait Dalam Bentuk Tabel 

Tabel 2.5 merupakan rangkuman penelitian-penelitian yang relevan dengan 

topik penelitian ntuk memudahkan pemahaman dengan menyajikan informasi 

penting dari setiap penelitian, termasuk metode yang digunakan, hasil utama, dan 

kontribusi masing-masing studi dalam konteks penelitian ini. 

Tabel 2. 5 Penelitian terkait dalam bentuk tabel 

No Penelitian Terkait Judul (Tahun) Penulis Hasil 

1 Perbandingan 

Machine 

Learning dan 

Deep Learning 

A Comparison of 

Traditional Machine 

Learning and Deep 

Learning in Image 

Recognition 

Yunfei Lai 

(2019) 

Deep learning 

unggul dalam 

akurasi & 

stabilitas 

dibanding 

metode 

machine 

learning 

tradisional 

seperti SVM. 

Analisis Perbandingan 

Algoritma Machine 

Learning dan Deep 

Learning untuk 

Klasifikasi Citra 

Sistem Isyarat Bahasa 

Indonesia (SIBI) 

 

Mohammad 

Farid Naufal, 

Selvia Ferdiana 

Kusuma (2019). 

CNN dengan 

arsitektur 

Xception 

memberikan 

F1 Score 

tertinggi 

99,57%, KNN 

dengan K=1 

menunjukkan 

waktu training 

tercepat. 
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Analisis Perbandingan 

Algoritma SVM, 

KNN, dan CNN untuk 

Klasifikasi Citra 

Cuaca 

Mohammad 

Farid Naufal 

(2019). 

CNN unggul 

dengan 

akurasi 0,942, 

precision 

0,943, recall 

0,942, dan F1 

Score 0,942. 

2 Klasifikasi Citra 

Buah Pisang 

Menggunakan 

Machine 

Learning 

Klasifikasi 

Kematangan Buah 

Pisang Ambon 

Menggunakan Metode 

KNN dan PCA 

Berdasarkan Citra 

RGB dan HSV 

Setya Putra 

Adenugraha, 

Veri Arinal, 

Dadang Iskandar 

Mulyana (2022). 

KNN (K=5) 

mencapai 

akurasi 

sebesar 

90,9%. 

Klasifikasi 

Kematangan Buah 

Pisang Berdasarkan 

Fitur Warna dengan 

Metode SVM 

Abitdavy 

Athallah 

Muhammad, 

Arvi Arkadia, 

Sheva 

NaufalRifqi, 

Trianto, Desta 

Sandya Prasvita 

(2021) 

SVM 

menghasilkan 

akurasi 

sebesar 75%. 

Klasifikasi Jenis 

Pisang Berdasarkan 

Fitur 

Warna, Tekstur, 

Bentuk Citra 

Menggunakan 

SVM dan KNN 

Yusuf Eka Yana1, 

Nur Nafi’iyah 

(2021). 

KNN dengan 

nilai K=2 

menunjukkan 

akurasi 

tertinggi pada 

fitur tekstur 

sebesar 
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58,33%, SVM 

mencapai 

akurasi terbaik 

41,67% pada 

fitur warna. 

3 Klasifikasi Citra 

Buah Pisang 

Menggunakan 

Deep Learning 

Vision Transformer 

untuk Klasifikasi 

Kematangan Pisang 

Arya Pangestu, 

Bedy Purnama, 

Risnandar (2024 

) 

Model ViT-

L/16-in21k 

mencapai 

akurasi 

tertinggi 

91,61%. 

Klasifikasi Citra Pada 

Tingkat Kematangan 

Buah Pisang 

Menggunakan 

Algoritma Deep 

Learning 

Alfath Arjun 

(2024)  

SOM 

menghasilkan 

akurasi 

sebesar 

82,5%. 

4 Penggunaan 

Arsitektur 

ResNet-50 pada 

CNN 

Klasifikasi Citra Jenis 

Kulit Wajah Dengan 

Algoritma 

Convolutional Neuron 

Network (CNN) 

ResNet-50 

Dian Anisa 

Agustina (2024) 

Mencapai 

akurasi 

99,86%, tetapi 

mengalami 

overfitting 

karena 

distribusi data 

tidak 

seimbang. 
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Klasifikasi Jenis 

Burung Menggunakan 

Metode CNN Dan 

Arsitektur ResNet-50 

 

Joseph Alberto 

dan Dedy 

Hermanto (2024) 

Menghasilkan 

akurasi 98% 

menggunakan 

optimizer 

SGD dengan 

10 epoch dan 

learning rate 

0,01. 

Penerapan 

Convolution Neural 

Network Pada 

Klasifikasi Tanaman 

Menggunakan 

ResNet50 

Umi Kulsum dan 

Anis Cherid 

(2024) 

Mencapai 

akurasi 91% 

setelah 50 

epoch 

pelatihan, 

dengan 

pembagian 

data 70% latih, 

15% validasi, 

dan 15% uji. 

Klasifikasi Tingkat 

Kematangan Pucuk 

Daun Teh 

Menggunakan Metode 

Convolutional Neural 

Network 

Nur Ibrahim, 

Gita Ayu 

Lestary, Faniesa 

Saufana Hanafi, 

Khaerudin Saleh, 

Nor Kumalasari 

Caecar Pratiwi, 

Muthia Syafika 

VGGNet19 

menghasilkan 

akurasi terbaik 

sebesar 97,5% 

pada learning 

rate 0,01 dan 

batch size 32. 
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Haq, Adhi Irianto 

Mastur (2022) 

Analisis Kinerja 

ResNet-50 dalam 

Klasifikasi Penyakit 

pada Daun Kopi 

Robusta 

Suprihanto, Iwan 

Awaludin, 

Muhammad 

Fadhil, M. 

Andhika Zaini 

Zulfikor (2022) 

Pada binary 

class akurasi 

mencapai 

92,68% dan 

F1-Score 

92,88%; pada 

multiclass, 

akurasi turun 

menjadi 

88,98% 

dengan F1-

Score 88,44%. 

Klasifikasi Citra 

Daging Babi dan 

Daging Sapi 

Menggunakan Deep 

Learning Arsitektur 

ResNet-50 dengan 

Augmentasi Citra 

Sarah Lasniari, 

Jasril, Suwanto 

Sanjaya, Febi 

Yanto, 

Muhammad 

Affandes (2022) 

Menghasilkan 

akurasi rata-

rata 87,64% 

setelah 

augmentasi 

data, dengan 

pembagian 

data 90% latih 

dan validasi, 

10% uji. 

Perbandingan 

Arsitektur ResNet-50 

dan ResNet101 dalam 

Klasifikasi Kanker 

Serviks pada Citra Pap 

Smear 

Za’imatun 

Niswati, 

Rahayuning 

Hardatin, Meia 

Noer Muslimah, 

Arsitektur 

ResNet-50 

mendapatkan 

akurasi 91% 

sedangkan 

arsitektur 
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Siti Nur Hasanah 

(2021) 

ResNet101 

89%. Hasil 

loss dan 

akurasi 

menunjukkan 

bahwa Model-

1 (ResNet50) 

memiliki 

kinerja lebih 

baik 

dibandingkan 

Model-2 

(ResNet101), 

dengan 

akurasi data 

latih dan 

validasi yang 

lebih tinggi 

serta loss yang 

lebih rendah. 

Detection of Banana 

and Its Ripeness Using 

Residual Neural 

Network 

Erwin 

Dhaniswara, 

Yosi Kristian, 

Esther Irawati 

Setiawan (2021) 

Mencapai 

akurasi hingga 

100% dalam 

deteksi 

kematangan 

pisang, 

dengan 

pembagian 

data 66.7% 

latih, 19.2% 
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validasi, 

14.1% uji. 

Investigasi Parameter 

Epoch Pada Arsitektur 

ResNet-50 Untuk 

Klasifikasi Pornografi 

Faiz Nashrullah 

et al. (2020) 

Mencapai 

akurasi 

91,03% 

menggunakan 

konfigurasi 

hyperparamet

er optimal 

pada 60 epoch 

dan learning 

rate 0,001. 

Convolutional Neural 

Network pada 

Klasifikasi Sidik Jari 

Menggunakan 

ResNet-50 

Novelita Dwi 

Miranda , Ledya 

Novamizanti, 

Syamsul Rizal 

(2020) 

Dengan 

preprocessing 

menggunakan 

CLAHE, 

akurasi 

validasi 

meningkat 

dari 83,26% 

menjadi 

95,05%. 

5  

Penggunaan 

Hyperparameter 

Optimization 

 

Klasifikasi Kualitas 

Buah Pisang 

Berdasarkan Citra 

Buah Menggunakan 

Stochastic Gradient 

Descent 

 

Dedy Armiady, 

Imam Muslem R 

(2023) 

Model SGD 

optimal 

berhasil 

mencapai 

akurasi 99,9% 

dalam 

klasifikasi 
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kualitas buah 

pisang. 

Hyperparameter 

Optimization for 

Machine Learning 

Models Based on 

Bayesian 

Optimization 

Jia Wu, Xiu-Yun 

Chen, Hao 

Zhang, Li-Dong 

Xiong, Hang Lei, 

Si-Hao Deng 

(2019) 

Bayesian 

Optimization 

mampu secara 

efisien 

menentukan 

hyperparamet

er optimal, 

terutama 

dalam 

skenario 

dengan biaya 

waktu tinggi. 
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BAB 3 

METODOLOGI PENELITIAN 

 

3.1 Tahapan Penelitian 

Tahapan penelitian adalah serangkaian langkah sistematis yang dilakukan 

untuk menjawab permasalahan dalam penelitian. Proses ini dimulai dengan 

identifikasi masalah, diikuti pengumpulan data, pengolahan data, hingga ke tahap 

kesimpulan. Dalam penelitian ini tahapan penelitian yang dilaksanakan seperti 

Gambar 3.1 berikut: 

 

Gambar 3. 1 Tahapan Penelitian 

3.1.1 Studi Literatur 

Studi literatur dilakukan ditahap awal untuk menemukan permasalahan 

penelitian serta menentukan arah penelitian yang akan dilakukan. Selain itu studi 

literatur juga dilakukan untuk mengumpulkan informasi dari jurnal dan buku yang 

mempunyai keterkaitan dengan penelitian klasifikasi deep learning, terutama 
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menggunakan CNN arsitektur ResNet-50 untuk tugas pengenalan citra pisang. 

Selain itu, penelitian mengenai pengaruh hyperparameter, seperti batch size, 

learning rate, dan optimizer (Adam, RMSProp, dan SGD), juga menjadi dasar untuk 

menetapkan pendekatan yang sesuai pada penelitian ini.  

Berdasarkan studi literatur yang dilakukan, diketahui bahwa ResNet-50 

telah banyak digunakan dalam berbagai tugas klasifikasi citra dengan hasil yang 

akurat. Namun, metode ResNet-50 dengan augmentasi data dan menggunakan 

pengoptimalan hyperparameter optimization belum diaplikasikan secara spesifik 

untuk klasifikasi tingkat kematangan pisang dengan empat kelas yaitu mentah, 

setengah matang, matang dan terlalu matang. 

3.1.2 Pengumpulan Data 

Data pada penelitian ini merupakan data yang diambil langsung dari 

beberapa penjual pisang dipasar tradisional sebanyak 1.200 gambar yang terbagi 

menjadi empat kelas yaitu mentah, setengah matang, matang dan terlalu matang. 

Pengambilan gambar dilakukan menggunakan kamera belakang handphone iPhone 

12 dengan resolusi 12 MP pada kondisi cahaya pagi hari. Jarak pengambilan 

gambar yaitu 15 cm - 20 cm dengan latar belakang berupa triplek melamin berwarna 

putih untuk memperjelas objek yang akan difoto. Pengambilan foto dilakukan pada 

setiap buah pisang secara satuan (per biji), dengan total buah pisang yang digunakan 

melebihi satu tandan. Setiap buah dipotret sebanyak 5 hingga 8 kali dengan 

berbagai variasi sudut pandang dan posisi, seperti memiringkan, membalikkan, dan 

mengubah arah hadap pisang, guna menghasilkan dataset yang beragam dari sisi 

visual. Gambar 3.2 di bawah adalah data citra pisang yang digunakan untuk 

penelitian ini:  
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Gambar 3. 2 Dataset Penelitian 

3.1.3 Preprocessing 

Preprocessing dilakukan setelah data dikumpulkan untuk memastikan 

kualitas data sebelum digunakan dalam pelatihan model. Tahapan preprocessing 

ini meliputi proses resizing dengan mengubah ukuran dimensi citra pisang diubah 

menjadi 224 x 224 piksel, sesuai dengan kebutuhan arsitektur ResNet-50. Proses 

resizing dilakukan menggunakan kodingan python. 

3.1.4 Augmentation Data 

Tujuan utama dari teknik augmentasi dalam penelitian ini adalah untuk 

menduplikasi jumlah data menjadi dua kali lipat. Augmentasi Gaussian Blur 

diterapkan untuk meningkatkan jumlah dataset dari 1.200 gambar menjadi 2.400 

gambar, dengan menciptakan variasi baru dari citra asli. 

3.1.5 Split Data 

Data dibagi berdasarkan tiga rasio pembagian data untuk menghasilkan data 

latih, data uji, dan data validasi. Sebanyak 20% dari total citra pisang, yang terdiri 

dari empat kelas akan dialokasikan untuk data validasi. Kemudian sisa data tersebut 

dibagi untuk data latih dan data uji dengan perbandingan (90:10), (80:20), dan 

(70:30). Pembagian rasio data dapat dilihat pada Tabel 3.1 berikut: 

Tabel 3. 1 Pembagian data 

Rasio Data Data Latih Data Uji Data Validasi 

Data setelah augmentasi ((90:10);20) 1.728 192 480 

Data setelah augmentasi ((20:80);20) 1.536 384 480 

Data setelah augmentasi ((70:30);20) 1.334 576 480 
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3.1.6 Data Generator 

Dalam penelitian ini, Data Generator digunakan untuk memproses data 

secara dinamis (on-the-fly) dengan menggunakan ImageDataGenerator dari 

TensorFlow/Keras. Pada penelitian ini Data Generator memiliki beberapa fungsi 

utama yaitu: 

1. Rescale (Normalisasi) 

Normalisasi dilakukan dengan membagi semua nilai piksel gambar 

dengan 255, sehingga rentangnya menjadi 0-1. Hal ini bertujuan untuk 

meningkatkan kestabilan model dalam mempelajari dataset dan 

mempercepat konvergensi selama pelatihan. 

2. Augmentasi Tambahan (Hanya pada Data Latih) 

Untuk mengatasi overfitting dan meningkatkan generalisasi model, 

augmentasi diterapkan pada data latih saja. Augmentasi yang 

diimplementasikan pada data latih ini cukup beragam seperti 

penambahan rotasi, pergeseran posisi, memberikan efek zoom in dan 

zoom out serta melakukan flip gambar. Tujuannya agar model lebih 

mampu mengenali variasi gambar dan meningkatkan generalisasi model 

terhadap data baru tanpa menambah ataupun mengubah jumlah dataset.  

3. Batch Processing 

Pada penelitian ini, batch processing digunakan dalam Data Generator 

untuk memproses gambar dalam kelompok kecil (batch) yang sudah 

ditetntukan sebelumnya sebelum diberikan ke model. Tujuannya adalah 

untuk menghemat memori, mempercepat pelatihan, serta memastikan 

model dapat belajar dari dataset secara bertahap tanpa perlu memuat 

seluruh data sekaligus. 

3.1.7 Deep Learning dengan Arsitektur ResNet-50 

Setelah data dibagi, tahap selanjutnya adalah deep learning dengan 

menggunakan arsitektur ResNet-50. Pada tahap pelatihan ini, Hyperparameter 

yang diterapkan dalam penelitian ini learning rate, batch size , dropout, epoch dan 
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tiga metode optimizer yang berbeda yaitu Adam, SGD dan RMSprop. Gambar 3.2 

berikut adalah tahapan dari arsitektur ResNet-50: 

 

Gambar 3. 3 Tahapan Arsitektur ResNet-50 

Berdasarkan Gambar 3.3 di atas, tahapan arsitektur ResNet-50 yang digunakan 

dalam penelitian ini melibatkan beberapa proses seperti berikut: 
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1. Inputan merupakan citra yang sudah melalui tahap preprocessing dan 

augmentasi dengan ukuran 224x224 piksel. 

2. Citra kemudian diproses melalui lapisan konvolusi pertama (stage 1) 

dengan proses yang meliputi: 

a. Citra diproses dengan operasi convolutional filter 7x7 dan stride 2 

untuk mengekstraksi fitur dasar citra. 

b.  Kemudian diterapkan batch normalization. 

c. Digunakan ReLU Activation dan menghasilkan feature maps 

dengan dimensi yang lebih kecil. 

d. Dilakukan operasi max pooling dengan filter 3x3 dan stride 2 untuk 

mereduksi dimensi spasial lebih lanjut. 

3. Feature maps yang sudah dihasilkan akan diproses dalam stage 2 dengan 

melalui tahap sebagai berikut: 

a. Diterapkan 1 convolution block mencakup 3 lapisan operasi 

convolution dengan menggunakan filter 1x1, 3x3 dan 1x1, stride 1 

dengan channel 64, 64 dan 256.  

b. Diterapkan 2 identity block, untuk setiap block mencakup 3 lapisan 

dengan menggunakan filter 1x1, 3x3 dan 1x1. 

4. Output dari stage 2 akan memasuki stage 3 dengan tahap sebagai berikut: 

a. Diterapkan 1 convolution block mencakup 3 lapisan operasi 

convolution dengan menggunakan filter 1x1, 3x3 dan 1x1, stride 2 

dengan channel 256, 256 dan 512.  

b. Diterapkan 3 identity block, untuk setiap block mencakup 3 lapisan 

dengan menggunakan filter 1x1, 3x3 dan 1x1. 

5. Output dari stage 3 akan memasuki stage 4 dengan tahapan sebagai 

berikut: 

a. Diterapkan 1 convolution block mencakup 3 lapisan operasi 

convolution dengan menggunakan filter 1x1, 3x3 dan 1x1, stride 2 

dengan channel 512, 512 dan 1024.  

b. Diterapkan 5 identity block, untuk setiap block mencakup 3 lapisan 

dengan menggunakan filter 1x1, 3x3 dan 1x1. 
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6. Output dari stage 4 akan memasuki stage 5 dengan tahapan sebagai 

berikut: 

a. Diterapkan 1 convolution block mencakup 3 lapisan operasi 

convolution dengan menggunakan filter 1x1, 3x3 dan 1x1, stride 2 

dengan channel 1024, 1024 dan 2048.  

b. Diterapkan 2 identity block, untuk setiap block mencakup 3 lapisan 

dengan menggunakan filter 1x1, 3x3 dan 1x1. 

7. Setelah melalui 5 stage, kemudian digunakan Global Average Pooling  

(GAP) untuk mereduksi dimensi output dengan menghitung rata-rata dari 

seluruh fitur dalam satu channel. Proses ini menggantikan flatten dan 

menghasilkan vektor satu dimensi (1D). 

8. Output dari GAP akan memasuki blok klasifikasi baru, yang terdiri dari 

Batch Normalization untuk stabilisasi distribusi nilai fitur, Dense 256 

dengan aktivasi ReLU untuk memahami pola spesifik dataset, serta 

Dropout 0.5 untuk mengurangi overfitting. 

9. Lapisan terakhir menggunakan fungsi aktivasi softmax untuk menghitung 

probabilitas setiap kelas berdasarkan Rumus (1). Kelas dengan probabilitas 

tertinggi dipilih sebagai output akhir. 

3.1.8 Evaluasi Confusion matrix 

Pada tahap evaluasi digunakan confusion matrix berukuran 4x4 karna 

disesuaikan dengan data kelas yang dilakukan dipenelitian. Confusion matrix 

digunakan untuk memberikan gambaran tentang keakuratan prediksi model, dan 

dengan menghitung matriks lainnya seperti accuracy dengan Rumus (2), precision 

dengan Rumus (3), recall dengan Rumus (4), dan F1-score dengan Rumus (5). 

Tabel 3.3 adalah confusion matrix yang digunakan dalam penelitian ini disesuaikan 

dengan empat kelas yang ada pada kasusu penelitian: 
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Tabel 3. 1 Confusion matrix yang digunakan untuk penelitian 

  Predicted Classification   

Class Mentah Setengah 

Matang 

Matang Terlalu 

Matang 

Actual 

Classification  

Mentah TP FN FN FN 

Setengah 

matang 

FP TP FN FN 

Matang FP FP TP FN 

Terlalu 

Matang 

FP FP FP TP 

3.1.9 Kesimpulan 

Kesimpulan adalah tahapan akhir dari penelitian yang dilakukan. Pada tahap 

kesimpulan ini, arsitektur ResNet-50 akan diketahui kemampuannya dalam 

mengklasifikasikan tingkat kematangan pisang menjadi empat kelas utama, yaitu 

mentah, setengah matang, matang, dan terlalu matang, dengan nilai akurasi 

berdasarkan hasil pengujian. Selain itu, pengaruh pengoptimalan hyperparameter 

serta pemilihan metode optimizer, seperti Adam, SGD, dan RMSprop, terhadap 

akurasi model juga dapat dianalisis untuk mendapatkan konfigurasi terbaik dalam 

tugas klasifikasi citra pisang. 
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BAB 5 

PENUTUP 

5.1 Kesimpulan 

Sesuai dengan tujuan dari penelitian ini, maka kesimpulan yang diperoleh 

sebagai berikut: 

1. Arsitektur ResNet-50 terbukti mampu mengklasifikasikan tingkat 

kematangan pisang dengan baik ke dalam empat kelas (mentah, setengah 

matang, matang, dan terlalu matang), dengan akurasi tertinggi sebesar 93% 

pada skenario terbaik. Selain itu, model juga menunjukkan kemampuan 

generalisasi yang baik karena tetap dapat mendeteksi tingkat kematangan 

pada jenis pisang lain, tidak terbatas hanya pada pisang susu, meskipun 

proses pelatihan model dilakukan dengan menggunakan data dari jenis 

tersebut. 

2. Pemilihan kombinasi hyperparameter dan metode optimizer sangat 

berpengaruh terhadap performa model klasifikasi. Dari 27 skenario 

pengujian, kombinasi optimizer RMSprop, learning rate 0.001, dan rasio 

data latih-uji 90:10 menghasilkan performa terbaik, dengan akurasi, 

precision, recall, dan f1-score masing-masing sebesar 93%. Penggunaan 

teknik augmentasi data juga terbukti meningkatkan generalisasi model 

terhadap citra uji dengan berbagai kondisi pencahayaan dan orientasi. 

5.2 Saran 

Untuk penelitian selanjutnya disarankan untuk melakukan beberapa perbaikan 

dan pengembangan agar model bekerja lebih optimal dalam berbagai kondisi : 

1. Menambahkan variasi dataset dengan menambahkan gambar pisang dalam 

bentuk kelompok, tandan atau pisang persisir. Hal ini bertujuan agar model 

dapat belajar mengenali pola yang lebih luas dan tidak hanya terbatas pada 

klasifikasi pisang satuan. 
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2. Memperbanyak variasi dataset dari segi pencahayaan, posisi, latar belakang, 

dan sudut pengambilan gambar. Dengan adanya variasi ini, model tidak 

perlu bergantung pada augmentasi tambahan untuk proses klasifikasi 

gambar diluar dataset. 

3. Penggunaan K-Fold Cross Validation direkomendasikan agar evaluasi 

performa model menjadi lebih akurat dan minim bias akibat pembagian 

dataset yang statis. 
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