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Q,Al:)strg( Indone51a merupakan salah satu negara dengan tingkat kerentanan tinggi terhadap gempa bumi karena berada di pertemuan
ctl&legapeng tektonik utama: Indo-Australia, Eurasia, dan Pasifik. Akibat interaksi lempeng ini, frekuensi aktivitas seismik di berbagai
EW ygl sangat tinggi. Pemahaman pola distribusi gempa menjadi penting untuk mitigasi risiko bencana. Salah satu pendekatan yang

ngkan untuk menganalisis pola tersebut adalah metode klasterisasi, khususnya algoritma DBSCAN dan Meanshift yang mampu
@n%‘lggompokkan data spasial tanpa menentukan jumlah klaster di awal. Penelitian ini bertujuan membandingkan efektivitas kedua
“Falgoritina dalam mengelompokkan data gempa bumi berdasarkan parameter spasial, yaitu latitude dan longitude. Evaluasi dilakukan
=me¢lalti visualisasi klaster dan nilai Silhouette Score sebagai metrik validitas klaster. Hasil penelitian menunjukkan bahwa DBSCAN
gnmghasilkan klasterisasi lebih optimal dengan nilai Silhouette Score sebesar 0.930028, lebih tinggi dibandingkan Meanshift sebesar
0. @103 DBSCAN juga mampu mendeteksi outlier yang relevan dalam analisis gempa, sedangkan Meanshift menghasilkan lebih
T)bansyak klaster namun kurang terpisah. Dengan menggunakan parameter spasial /atitude dan longitude, DBSCAN dinilai lebih efektif
gdaﬁm mengldentlﬁkas1 pola distribusi spasial aktivitas seismik di Indonesia berdasarkan data gempa. Penelitian ini mendukung
Opelgembangansistem pendukung keputusan untuk mitigasi bencana gempa bumi serta menjadi referensi dalam pemilihan metode

l@é_terlsam yang sesuai untuk data spasial.
=
“Kata Kunci: Data Mining; DBSCAN; Gempa Bumi; Meanshift; Silhouette Score

§Al§tract—lndonesia is one of the countries with a high vulnerability to earthquakes due to its location at the convergence of three
®major tectonic plates: the Indo-Australian, Eurasian, and Pacific plates. As a result of this interaction, seismic activity is highly frequent
gac'g)ss various regions. Understanding the distribution patterns of earthquakes is essential for disaster risk mitigation. One approach
;’usﬁ to analyze these patterns is clustering, particularly using the DBSCAN and Meanshift algorithms, which can group spatial data
owithout predefining the number of clusters. This study aims to compare the effectiveness of both algorithms in clustering earthquake
“dafa based on spatial parameters, namely latitude and longitude. Evaluation was conducted using cluster visualization and the Silhouette
SScdre as the clustering validity metric. The results show that DBSCAN produces more optimal clustering with a Silhouette Score of
0. 930028, higher than Meanshift's score of 0.90103. DBSCAN is also capable of detecting relevant outliers in earthquake analysis,
?\_wlile Meanshift generates more clusters but with less separation. Using spatial parameters such as latitude and longitude, DBSCAN
Dis onsidered more effective in identifying the spatial distribution patterns of seismic activity in Indonesia based on earthquake data.
‘SThis research supports the development of decision support systems for earthquake disaster mitigation and serves as a reference for

=sefcting appropriate clustering methods for spatial data analysis.

a:;i(é'words: Data Mining; DBSCAN; Earthquake; Meanshift; Silhouette Score
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1. PENDAHULUAN

C:Indonesm merupakan salah satu negara dengan tingkat kerentanan tinggi terhadap bencana gempa bumi karena terletak
%dl wilayah pertemuan tiga lempeng tektonik utama, yaitu Lempeng Indo-Australia, Lempeng Eurasia, dan Lempeng
QPasiﬁk Ketiga lempeng ini terus berinteraksi dan menimbulkan tekanan geologis yang signifikan, sehingga menyebabkan
ctmggmya frekuensi aktivitas seismik di berbagal wilayah nusantara[1]. Interaksi antar-lempeng tersebut tidak hanya
Smemicu gempa bumi berskala kecil, tetapi juga gempa besar yang berpotensi menimbulkan tsunami dan kerusakan
_Cmfrastruktur secara luas[2]. Pemahaman terhadap pola distribusi gempa bumi menjadi sangat penting dalam upaya
Emitigasi risiko bencana dan perencanaan pembangunan infrastruktur yang lebih tangguh. Analisis data spasial gempa
Sbumi dapat memberikan wawasan yang berharga dalam mengidentifikasi wilayah dengan tingkat kerentanan tinggi[3],
gSalah satu pendekatan yang umum digunakan dalam analisis eksploratif data spasial adalah metode klasterisasi.
>Klasterisasi atau Clustering memungkinkan pengelompokan kejadian gempa berdasarkan karakteristik tertentu seperti
=lokasi geografis, kedalaman, dan magnitudo. Melalui proses ini, pola-pola tersembunyi dalam data dapat diidentifikasi,
;sehingga memberikan pemahaman yang lebih mendalam terhadap sebaran dan intensitas aktivitas seismik di suatu
uw1layah[4]
= Klasterlsa51 (Clustering) merupakan salah satu teknik dalam data mining yang bertujuan untuk mengidentifikasi
Ekelompok objek dengan kemiripan karakteristik, yang secara alami terbagi dari kelompok lain yang memiliki karakteristik
Sberbeda[5]. Objek-objek dalam satu klaster cenderung lebih homogen dlbandlngkan dengan objek di klaster lain. Jumlah
~klaster yang terbentuk sangat bergantung pada banyaknya data serta variasi karakteristik objek yang dianalisis. Melalui
ghasﬂ klasterisasi ini, informasi yang diperoleh dapat digunakan untuk mengungkap pola distribusi gempa bumi yang
=signifikan dan mendukung pengambilan keputusan dalam mitigasi bencana maupun perencanaan pembangunan wilayah
Srawan gempa[6]. Berbagai algoritma klasterisasi telah dikembangkan, namun tidak semua algoritma cocok diterapkan
%untuk jenis data spasial atau geografis. Dua metode yang banyak digunakan untuk data spasial adalah DBSCAN (Density-
QBased Spatial Clustering of Applications with Noise) dan Meanshift. Kedua algoritma ini merupakan metode klasterisasi
“non-hierarkis yang tidak memerlukan penentuan jumlah klaster di awal proses, menjadikannya fleksibel untuk diterapkan
pada data yang tidak diketahui struktur klasternya[7][8]. DBSCAN bekerja berdasarkan kepadatan data dan mampu
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mengidentifikasi outlier (noise), sedangkan Meanshift memindahkan pusat klaster secara iteratif ke daerah dengan
kegadatan data tertinggi, sehingga efektif untuk data dengan distribusi yang tidak beraturan[9].

< ZPermasalahan utama dalam penelitian ini adalah bagaimana membandingkan efektivitas algoritma DBSCAN dan
q:Meanshlft dalam mengelompokkan data gempa bumi berdasarkan parameter spasial yaitu latitude dan longitude.
%DBSCAN memiliki keunggulan dibandingkan Meanshifi karena mampu mengidentifikasi noise atau outlier secara
=eksplisit, serta lebih efektif digunakan pada jumlah data yang besar, sementara Meanshift dapat menjadi lebih unggul
Sdalam kondisi data yang lebih sedikit dengan kepadatan titik yang tinggi, maka pada penelitian ini menganalisis dengan
—parameter latitude dan longitude saja. Perbandingan ini penting mengingat masing-masing algoritma memiliki
%karakterlstlk yang berbeda dalam menangani struktur data dan sebaran spasial. Silhouette Score digunakan sebagai
cxtahapan evaluasi dalam analisis klaster karena mampu memberikan ukuran kuantitatif terhadap kualitas dan validitas
Sklaster yang terbentuk. Metode ini mengukur seberapa baik suatu data cocok dengan klasternya sendiri (intra-cluster
gsimilarity) dibandingkan dengan klaster lainnya (inter-cluster difference), sehingga dapat menunjukkan seberapa jelas
ébatas antar klaster yang dihasilkan. Semakin tinggi nilai Silhouette Score, semakin baik objek-objek dalam satu klaster
gberkumpul dan semakin terpisah dari klaster lain. Selain itu, Silhouette Score tidak bergantung pada jenis algoritma klaster
Stertentu, sehingga fleksibel digunakan pada berbagai pendekatan seperti K-Means, DBSCAN , atau hierarchical clustering.
(EEvaluasi ini juga berguna dalam membantu menentukan jumlah klaster yang optimal, dengan memilih jumlah klaster
Syang menghasilkan nilai Silhouette Score tertinggi. Dengan demikian, penggunaan Silhouette Score memberikan validasi
gstatistik yang kuat yang melengkapi analisis visualisasi klaster, sehingga menghasilkan evaluasi yang lebih menyeluruh
adat} objektif[10].
& &  Penelitian ini bertujuan untuk memberikan gambaran yang lebih komprehensif mengenai penerapan algoritma
éklasterisasi DBSCAN dan Meanshift pada data gempa bumi di Indonesia. Dengan membandingkan hasil klasterisasi dari
“kedua algoritma tersebut, diharapkan dapat diperoleh informasi yang lebih objektif mengenai distribusi spasial aktivitas
Gseismik. Ruang lingkup analisis dalam penelitian ini difokuskan pada parameter spasial berupa atribut latitude dan
Glongitude, yang merepresentasikan lokasi geografis dari setiap kejadian gempa bumi. Hasil penelitian ini diharapkan dapat
=berkontribusi dalam pengembangan sistem pendukung keputusan untuk mitigasi bencana gempa bumi di Indonesia, serta
“menjadi referensi dalam pemilihan algoritma klasterisasi yang tepat untuk data spasial serupa.
o co Penelitian sebelumnya oleh Taufiq et al. (2024) memanfaatkan metode DBSCAN untuk memetakan daerah rawan
ggeg)npa di wilayah Sumatera Barat dan berhasil mengidentifikasi klaster signifikan berdasarkan kepadatan data spasial[4].
7Sementara itu, penelitian oleh Cinderatama dan Alhamri (2022) membandingkan K-Means, DBSCAN, dan Meanshift
Qﬁda@am klasifikasi jenis ancaman, dan menyimpulkan bahwa DBSCAN dan Meanshift lebih unggul dalam menangani
Zdigiribusi data tidak teratur[11]. Selain itu, Rianti et al. (2024) menerapkan PCA dan algoritma klasterisasi, termasuk
~<M?anshlft untuk analisis mutu data spasial dan menunjukkan bahwa pendekatan berbasis densitas memberikan hasil
_se%tnenta51 yang lebih akurat[12]. Berbeda dari penelitian sebelumnya yang lebih menitikberatkan pada satu algoritma
3at menggunakan kombinasi atribut non-spasial, penelitian ini secara spesifik berfokus pada perbandingan dua algoritma
:xnog -hierarkis (DBSCAN dan Meanshift) menggunakan parameter spasial murni (/atitude dan longitude) pada data gempa
Tbifi Indonesm Kontribusi utama dari penelitian ini adalah memberikan evaluasi empiris berbasis metrik Silhouette
SSdere, sertar rmenyajikan analisis visual terhadap distribusi spasial klaster gempa, yang diharapkan dapat memperkuat
Cdagar pengamibilan keputusan dalam mitigasi bencana.

nspAus

aquins u

2. METODOLOGI PENELITIAN

SMetodologi penelitian merupakan suatu kerangka sistematis yang disusun untuk mengarahkan jalannya penelitian guna
Smencapai tujuan yang telah ditetapkan. Pada penelitian ini, metodologi dirancang secara runtut dan terstruktur untuk
-omendukung proses analisis data gempa bumi di Indonesia menggunakan algoritma klasterisasi DBSCAN dan Meanshift.
DAdapun tahapan metodologi dalam penelitian ini dijelaskan sebagai berikut:

de| ueu

5

&

= Pra-pemrosesan Data
= Perumusan Pengumpulan Data Gempa - Pembersihan Data
= —> - — .
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c

: l‘
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Gambar 1. Metodologi Penelitian
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Adapun penjelasan dari alur kerja penelitian yang ditampilkan pada Gambar 1 adalah sebagai berikut:
a.” Miilai ©
® %@elitia’ﬁ"diawali dengan menetapkan tujuan dan arah penelitian secara umum, yang menjadi dasar bagi seluruh
QJprl;')ses se”lanjutnya
ZP¢tumusan Masalah
- 3Tahap iniberfokus pada identifikasi permasalahan utama yang ingin diselesaikan, yakni bagaimana mengelompokkan

gdﬁa gempa bumi berdasarkan karakteristik spasial dan parameter lainnya untuk memahami pola distribusinya.

.‘Sngumpulan Data Gempa

SData yang digunakan dalam penelitian ini berasal dari sumber sekunder, yaitu Badan Meteorologi, Klimatologi, dan
U’Gg_oﬁs1k&(BMKG) Data tersebut mencakup informasi lokasi (lintang, bujur), kedalaman, dan magnitudo gempa bumi
myz;l%ng terjadl di wilayah Indonesia.

SPfa-pemrosesan Data

3Pe§1a tahap ini dilakukan beberapa proses penting untuk mempersiapkan data sebelum dianalisis, yaitu:

~*1 2 & Pembersihan Data: Menghilangkan data duplikat, data kosong, atau data tidak relevan.

52@ Seleksi Atribut: Memilih atribut-atribut penting yang akan digunakan dalam proses klasterisasi.

®3. Normalisasi: Melakukan skala ulang data numerik agar berada dalam rentang yang seragam, sehingga menghindari
5 dominasi atribut tertentu dalam proses pengelompokan.

. SPenerapan Algoritma DBSCAN dan Meanshift

§Setelah data siap, dua algoritma klasterisasi non-hierarkis, yaitu DBSCAN dan Meanshift, diterapkan untuk
‘smengelompokkan data berdasarkan pola distribusi spasial. DBSCAN mengelompokkan data berdasarkan kepadatan,
E’sedangkéﬁ Meanshift mencari pusat-pusat kepadatan data untuk membentuk klaster.

®Evaluasi (Silhouette Score)

SHasil dari masing-masing metode klasterisasi dievaluasi menggunakan Silhouette Score, yaitu metrik evaluasi yang
wmengukur seberapa baik suatu data cocok dengan klasternya sendiri dibandingkan dengan klaster lainnya. Nilai ini
-Smenjadi indikator kualitas klaster yang terbentuk.

cl>Kesimpulan

o gBerdasarkan hasil evaluasi, diambil kesimpulan mengenai metode yang memberikan hasil klasterisasi terbaik serta
Oimplikasi dari distribusi klaster gempa bumi terhadap pemetaan risiko dan mitigasi bencana.

6
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" 7h.=Selesai

c . . o —
S 5Tahapan akhir menandai selesainya proses penelitian secara menyeluruh.

> S
3&@ Clustering

E’K@sterisasi merupakan salah satu teknik dalam data mining yang bertujuan untuk mengelompokkan sekumpulan data ke
3da:_})am kelompok (klaster) berdasarkan kemiripan atau kedekatan karakteristik antar data. Objek dalam satu klaster
Dm@mhkl kafakteristik yang lebih mirip dibandingkan dengan objek pada klaster lain[13]. Metode ini bersifat
quﬁuperwsed learmng, karena tidak memerlukan label kelas untuk proses pelatihan, sehingga sangat cocok digunakan
3u1@1k eksplorasi pola tersembunyi dalam data[14].

g g Dalam konteks data spasial gempa bumi, klasterisasi memungkinkan identifikasi pola distribusi lokasi kejadian
jgeﬁlpa berdasarkan atribut seperti koordinat geografis (lintang dan bujur), magnitudo, dan kedalaman. Melalui penerapan
%mctode klasterisasi, wilayah dengan intensitas seismik yang tinggi dapat dipetakan secara lebih akurat, yang berguna
adafam penyusunan strategi mitigasi bencana[15]. Beberapa algoritma yang umum digunakan dalam klasterisasi antara
-Slaﬂi K-Means; DBSCAN , Meanshift, dan Agglomerative Clustering[16]. Namun, tidak semua algoritma cocok untuk data
0>spa51al Algorltma berbasis kepadatan seperti DBSCAN dan Meanshift lebih unggul dalam menangani bentuk klaster
Uyang tidak beraturan serta outlier[17][18].

32 2 Algorltma DBSCAN

SDBSCAN (Density-Based Spatial Clustering of Applications with Noise) adalah algoritma klasterisasi berbasis kepadatan
~yang mampu-membentuk klaster berdasarkan area yang memiliki kepadatan tinggi, serta mengidentifikasi outlier sebagai
=noise[19]. DBSCAN memerlukan dua parameter utama, yaitu € (epsilon) yang merepresentasikan radius atau jarak
gmaksimum antar titik, dan MinPts sebagai jumlah minimum titik dalam radius tersebut untuk membentuk sebuah klaster.
6C>Titik—titik yang berada dalam kepadatan cukup akan diklasifikasikan sebagai core point, sedangkan titik-titik lain bisa
—menjadi border point atau outlier[20].

= Dalam,penerapan algoritma DBSCAN, penentuan parameter € (epsilon) dan MinPts sangat krusial karena akan

%memengaru‘hi jumlah dan bentuk klaster yang terbentuk. Untuk menentukan nilai € yang optimal, penelitian ini
3menggunakan metode k-distance graph, di mana jarak ke tetangga ke-k untuk setiap titik dihitung dan diurutkan.
ZKemudian grafik jarak tersebut diplot dan titik ‘e/bow’ atau belokan tajam digunakan sebagai nilai estimasi terbaik untuk
. Nilai MinPts ditentukan berdasarkan rekomendasi umum, yaitu minimal sebesar In(n) dengan n adalah jumlah data,
Batau ditentukan melalui eksperimen beberapa nilai dan evaluasi berdasarkan nilai Silhouette Score. Pendekatan ini
mmemungklnkan pengujian sensitivitas hasil terhadap kombinasi parameter yang digunakan, sehingga dapat diperoleh hasil
lasterisasi yang optimal.

Salah-satu keunggulan utama DBSCAN adalah kemampuannya membentuk klaster dengan bentuk arbitrer serta
tidak perlu menentukan jumlah klaster di awal seperti pada K-Means. Hal ini membuat DBSCAN sangat efektif untuk

u

=
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data spasial seperti data gempa bumi yang tidak selalu memiliki pola sebaran yang simetris[21]. Secara lebih detail konsep

dagﬁr%ari algoritma Clustering DBSCAN adalah sebagai berikut[22]:
"a. g\/lgnentukan parameter Eps dan MinPts .
ﬂEg;llon &) dan MinPts perlu ditentukan berdasarkan data. Nilai yang terlalu kecil untuk & mungkin menghasilkan
gtegalu banyak cluster kecil, sementara nilai yang terlalu besar bisa menggabungkan kluster yang berbeda menjadi
gsaﬁl 9

put dafa yang akan dianalisis.

]\gnghltung jumlah data yang ditentukan oleh parameter radius (Eps). Jika jumlahnya mencukupi (lebih dari atau
sama dengan ¢), data akan ditandai sebagai inti (core point).
Ngnghltung jarak core point dengan point yang lain menggunakan jarak Euclidean.

1n6u
B

as di

éB%lkut adalah rumus jarak Euclidean yang ditujukan pada persamaan sebagai berikut.
=. Q
S Sd(P.©) = I, Gopl = xcD)” (1)

1e

a%k Euclzdean antara dua titik data, misalnya titik P dan titik pusat klaster C, dihitung sebagai d(P,C), yang
merepresehtamkan jarak langsung di ruang berdimensi n. Dalam perhitungan ini, xpi menyatakan nilai fitur ke-i pada
itik P, sedangkan xci merupakan nilai fitur ke-i pada titik pusat klaster C. Jumlah dimensi data yang digunakan dalam
erhitungan dilambangkan dengan n, sehingga setiap komponen fitur dibandingkan satu per satu untuk menghasilkan
otal jarak antara kedua titik tersebut.

Buat clustér baru dengan menambahkan data ke dalam cluster.

Melakukan identifikasi pada data yang ditandai sebagai core point

elanjutkan proses sampai semua point telah diproses.

Jlka ada data yang tidak masuk ke dalam c/uster manapun akan ditandai sebagai noise.

£1 eliey gcrur_u

ul s

Algorltma Meanshift

I|§)U8Q‘L,§%}Qpl&ued uebunuaday ynun g/(ueg_ugdunﬁugd e
as ne

uBs |

el

DA/I—ganshzft adalah algoritma klasterisasi berbasis kepadatan yang bekerja dengan cara menggeser titik pusat (centroid) ke
ar% area dengan densitas tertinggi berdasarkan kernel density estimation (KDE)[11]. Proses ini dilakukan secara iteratif
Thiggga pusat klaster stabil. Tidak seperti K-Means, Meanshift tidak memerlukan penentuan jumlah klaster di awal dan

ad ‘

" Ssaf¥gat fleksibel dalam menemukan jumlah klaster secara otomatis berdasarkan distribusi data[12].

€  Sementara itu, untuk algoritma Meanshift, penentuan nilai bandwidth (h) dilakukan secara otomatis dengan
xméqggunakan fungsi estimate bandwidth() dari pustaka Scikit-learn. Fungsi ini menghitung bandwidth berdasarkan
Yestimasi distribusi data dan menggunakan parameter kuantil tertentu untuk mengatur sensitivitas pencarian tetangga.
©Selain estimasi otomatis, penelitian ini juga melakukan pengujian beberapa nilai bandwidth untuk melihat pengaruhnya
Sterhadap hasil klasterisasi dan nilai Silhouette Score. Dengan demikian, pemilihan parameter pada kedua algoritma tidak
;ha%ya berdasarkan nilai default, tetapi melalui proses eksplorasi dan evaluasi sistematis agar hasil yang diperoleh lebih
vaﬂd dan representatlf

gorltma Mean shift bekerja dengan cara berikut:

.;Tentukan jenis kernel yang akan digunakan serta lebar bandwidth (h) yang akan mengatur jangkauan pencarian
gtetangga Fungs1 kernel.

£ weD=(®)e® @

©di mana~h merupakan bandwidth yang mempengaruhi jarak atau radius dari pusat cluster saat menghitung
perpindahanrata-rata. Fungsi Gaussian atau Epanechnikov (¢) memungkinkan penentuan bobot pada setiap titik data
Sesuai denganjaraknya dari pusat cluster.
Lakukan-inisialisasi pusat-pusat massa awal yang akan menjadi centroid
Pada setlap centroid, hitung ulang titik pusat massa baru denganrumus Mean-Shift.

ues

Y (K (x—xi)xi (3)

m(x)_. =)

Perhitungan pusat massa baru (x) dihitung berdasarkan total dari fungsi kernel ((x —)) dibagi dengan total dari nilai
fungsi ketnel (K (x — xi)) di dalam radius kernel yang diberikan, di mana x adalah pusat massa saat ini dan xi adalah
titik dataig‘lalam radius kernel.

Ulangi langkah perhitungan pusat massa baru untuk setiap centroid sampai centroid tidak berubah lagi atau memenuhi
kriteria ‘berhenti yang telah ditetapkan, seperti mencapai batas jumlah iterasi yang ditentukan.

Setelah proses konvergensi, tiap centroid akan merepresentasikan mode atau pusat dari kelompok data yang
diidentiftkasi.

1ens genegu neje Y1y uesgmégd ‘ueJode| ueunsry}(u}

;2 4 Evaluas1 Klasterlsas1

&Dalam penehﬁan ini, evaluasi kualitas hasil klasterisasi dilakukan menggunakan metode Silhouette Score. Silhouette
%”core merupakan metrik evaluasi yang digunakan untuk mengukur seberapa baik suatu objek data ditempatkan dalam
“klaster yanglé"esuai, dengan mempertimbangkan kedekatan objek tersebut dengan klaster lain[23]. Nilai Silhouette Score
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wd
\

berkisar antara -1 hingga 1, di mana nilai mendekati 1 menunjukkan bahwa objek data sangat cocok dengan klaster yang
dltenﬁkan dan kurang cocok dengan klaster lainnya[24]. Berikut adalah rumus Silhoutte Score:

QO

- (') “b-a

o $c _

3 § 2= Bam @
D

«Q

=

OSilhoiiette Score, yang disimbolkan dengan S, merupakan metrik evaluasi yang digunakan untuk menilai kualitas
“Shasil g_lastensam Dalam perhitungan ini, nilai a merepresentasikan jarak rata-rata antara suatu sampel dengan seluruh
gtlta( Igin yahg berada dalam klaster yang sama. Sementara itu, b menunjukkan jarak rata-rata antara sampel tersebut
md@gé&l seluruh titik yang berada di klaster terdekat namun berbeda. Nilai S kemudian dihitung berdasarkan selisih dan
Srasio @ari kedua nilai tersebut, sehingga dapat menggambarkan seberapa baik suatu data cocok berada dalam klasternya
cdam sﬁaerapa terplsah data tersebut dari klaster lain.

w 6UE‘J€|!

Au

-NIN Y

> 3. HASIL DAN PEMBAHASAN

elitian inh menguraikan proses perbandingan dua algoritma klasterisasi, yaitu DBSCAN dan Meanshift, dalam
&n@agldentlﬁkam pola konsentrasi aktivitas gempa bumi di Indonesia. Dataset yang digunakan terdiri dari 600 entri data
=gempa dengan atribut spasial utama, yaitu latitude dan longitude. Proses klasterisasi dilakukan setelah data mentah
gmaalul tahap seleksi dan praproses. Algoritma DBSCAN digunakan untuk membentuk klaster berdasarkan kepadatan
atm!k data, dengan mempertimbangkan parameter epsilon (¢) dan jumlah minimum tetangga (MinPts). Sementara itu,
calgoritma Meanshzft membentuk klaster secara otomatis berdasarkan puncak kepadatan data melalui pendekatan kernel
adeisity estimation dan parameter bandwidth.

= @  Setelah proses klasterisasi selesai, hasil dari kedua algoritma dibandingkan berdasarkan struktur dan jumlah klaster
‘Gyatig terbentuk, serta dievaluasi menggunakan Silhouette Score untuk mengukur kualitas masing-masing hasil. Meskipun
akeﬁfuanya menggunakan data dan parameter spasial yang sama, hasil yang diperoleh menunjukkan perbedaan dalam
Q—):‘begtuk, kepadatan, dan pemisahan klaster. Temuan ini menunjukkan bahwa karakteristik masing-masing algoritma
~berpengaruh terhadap interpretasi data spasial gempa bumi.

B ¢ Secaraumum, DBSCAN lebih unggul dalam menangani dataset besar dan kompleks karena kemampuannya dalam
é’m@lgidentiﬁkasi klaster dengan bentuk tidak beraturan serta mendeteksi outlier secara otomatis. Sementara itu, Meanshift
ZleEih sesuai untuk dataset yang relatif kecil dan terdistribusi merata, karena mampu membentuk klaster tanpa perlu
Q:?mg;lentukan jumlah klaster di awal. Oleh karena itu, dalam penelitian ini dilakukan pengukuran dan evaluasi performa
Zkedua algoritma berdasarkan atribut spasial, untuk menilai efektivitas masing-masing metode dalam mendeteksi
Toﬁsentrasi wilayah aktivitas gempa di Indonesia.

331912 uelbedo
uepun-6u

nuaday ynu

e

§3 P Lingkungan dan Alat Pengujian

3Pe@elman ini dilaksanakan menggunakan platform Google colaboratory (Google colab), yaitu layanan komputasi awan
Ub@oasw Jupyter Notebook yang disediakan oleh Google. Google colab dipilih karena mendukung pemrosesan data secara
Qefclen memiliki akses ke GPU/TPU secara gratis, serta mendukung integrasi langsung dengan Google Drive, tempat
@e@ylmpanan dataset penelitian.

C::;Bszlasa pemrograrnan yang digunakan adalah Python versi 3.10, dengan pustaka-pustaka pendukung sebagai berikut:

3 r‘Pandas Bntuk membaca, membersihkan, dan memanipulasi data dalam bentuk tabel.

—b cN umPy: &ntuk perhitungan numerik dan manipulasi array.

Se. BScikit-learn: Untuk implementasi algoritma klasterisasi seperti DBSCAN dan Meanshift, serta evaluasi hasil

§ menggunakan Silhouette Score.

—d. Matplotlib dan Seaborn: Untuk visualisasi data dan hasil klasterisasi dalam bentuk grafik dua dimensi.

8 Dataset penehtlan disimpan dan diakses melalui Google Drive, yang di-mount langsung ke lingkungan Google
=

=colab. Pendekatan ini memungkinkan proses pengolahan data secara efisien dan aman di lingkungan berbasis cloud, tanpa
Sbergantung’ pada kapasitas lokal perangkat keras.

Sl

Z3.2 Implementasi

gProses impleémentasi pada penelitian ini dilakukan dalam beberapa tahapan utama mulai dari pemrosesan awal data,
g;penerapan él,i_z;oritma klasterisasi, hingga evaluasi performa model. Seluruh tahapan dilakukan menggunakan bahasa
=pemrograman Python di lingkungan Google colaboratory.
. Import dan Pemanggilan Dataset
Langkah pertama yang dilakukan adalah mengimpor seluruh pustaka yang dibutuhkan, seperti pandas, numpy,
matplotlib, seaborn, dan Scikit-learn.

‘yejesew njens uen%[
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import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

from sklearn.cluster import DBSCAN, MeanShift
from sklearn.preprocessing import MinMaxScaler
from sklearn.metrics import silhouette score

diynbuaw Buelse|iq |
n 1Bunpuijig eydio yeH

Gambar 2. Import Library

S

oDataset diunggah ke Google Drive, kemudian diakses melalui Colab dengan teknik mount menggunakan
gd@ve.mqunt() dari pustaka google colab.

|

from google.colab import drive

Buepun-6

Gambar 3. Mount Google Drive

1By yninjes neje ue

‘SDataset yang digunakan dibaca menggunakan pustaka pandas dan ditampilkan dengan fungsi head() dan info() untuk
=eksplorasi awal terhadap struktur dan isi data.

.Pra-Pemrosesan Data

STahap pra-pemrosesan data dilakukan untuk membersihkan dan menyesuaikan format data agar dapat digunakan oleh
malgoritma Clustering. Proses ini meliputi konversi seluruh data menjadi tipe string, penghapusan karakter non-
Snumerik, transformasi ke tipe numerik, serta penanganan nilai hilang (Na/N) dengan menghapus kolom dan baris yang

tidak relevan.

we

df_clean = df.copy()
for col in df clean.columns:
df_clean[col] = (

gka,| minus, titik

n.dropna()

;Jaquuns ueyngaAusw uep ueyWwnNueduS

print (df_clean.dtypes)
print(df_clean.head())

Gambar 4. Proses Cleaning

Setelah proses pembersihan selesai, data dinormalisasi menggunakan metode Min-Max Scaling. Tujuan dari
normalisasi adalah untuk menyamakan skala antar fitur numerik, sehingga algoritma Clustering dapat bekerja secara
optimal tanpa dipengaruhi oleh perbedaan skala nilai antar kolom.

Proses normalisasi ini dilakukan menggunakan pustaka MinMaxScaler dari Scikit-learn. Gambar berikut
menunjukkan potongan kode yang digunakan dalam proses normalisasi data:

scaler = MinMaxScaler()

X_scaled = scaler.fit_transform(df_clean)

Gambar 5. Proses Normalisasi

Klasterisasi Menggunakan DBSCAN

Sebelum”menerapkan algoritma DBSCAN, terlebih dahulu dilakukan penentuan nilai parameter & (epsilon)
menggunakan metode k-distance graph. Metode ini bertujuan untuk menentukan nilai ambang batas jarak yang
optimal antara titik-titik data berdasarkan kepadatan lokal. Dalam penerapannya, jarak ke tetangga ke-k dari setiap
titik datazdihitung dan diurutkan. Hasil pengurutan ini kemudian diplot ke dalam bentuk grafik, yang dikenal sebagai
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h

grafik k-distance. Titik elbow atau belokan tajam pada grafik menunjukkan perubahan signifikan pada gradien, yang
~sefara visal menunjukkan batas antara area dengan kepadatan tinggi dan rendah. Titik ini digunakan sebagai acuan
_da@m memilih nilai € karena dianggap paling tepat untuk memisahkan klaster padat dari noise.
ﬂG‘a:mbar ©® berikut menunjukkan hasil visualisasi grafik k-distance yang digunakan untuk menentukan nilai parameter
88 @lam penehtlan ini:

3 = .
@ = K-Distance Plot (Jarak ke-5 Tetangga Terdekat)
c
e s
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el
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= Gambar 6. Grafik K-distance
QO

u

©Berdasarkan grafik tersebut, nilai € (epsilon) ditentukan sebesar 0.2, yaitu tepat sebelum terjadi kenaikan tajam pada
grafik. Parameter MinPts (minimum samples) ditentukan menggunakan pendekatan logaritmik In(n), di mana n = 600,
gmenghasilkan nilai mendekati 6. Namun, untuk menjaga sensitivitas terhadap data spasial, nilai MinPts disesuaikan
gmenj adi 5. Setelah parameter ditetapkan, proses klasterisasi dilakukan menggunakan algoritma Density-Based Spatial
SClustering of Applications with Noise (DBSCAN). Implementasi dilakukan menggunakan pustaka sklearn.cluster dari
%Python, dengan nilai eps = 0.2 dan min_samples = 5. DBSCAN akan mengelompokkan titik-titik data yang memiliki
Zkepadatan tinggi dan secara otomatis mendeteksi outlier (noise), yaitu titik yang tidak memiliki cukup tetangga dalam
Zradius €.

©Gambar berikut menampilkan cuplikan kode program dalam proses implementasi DBSCAN menggunakan Python:

we

2 dbscan = DBSCAN(eps=0.2, min_samples=5)

dbscan labels = dbscan.fit predict(X scaled)

Gambar 7. Proses DBSCAN

ueyIngaAuaw uep

.rU’_Klasterlsam Menggunakan Meanshift

g_Meanshzft -merupakan algoritma klasterisasi berbasis kepadatan yang tidak memerlukan penentuan jumlah klaster di

goawal Algorltma ini bekerja dengan cara menggeser pusat data (centroid) secara iteratif menuju area dengan kepadatan
‘tertinggizmenggunakan pendekatan Kernel Density Estimation (KDE). Proses ini berlangsung hingga posisi pusat
klaster nighcapai kondisi konvergen, yaitu ketika tidak ada lagi perubahan signifikan pada lokasi pusat. Karakteristik
ini menjadikan Meanshift sangat fleksibel dalam mengelompokkan data yang memiliki distribusi tidak seragam.
Dalam penelitian ini, algoritma Meanshift diimplementasikan menggunakan pustaka sklearn.cluster dari Python. Nilai
bandwidth, yang merupakan parameter utama dalam algoritma ini, dihitung secara otomatis menggunakan fungsi
estimate -bandwidth() dari Scikit-learn. Berdasarkan hasil estimasi, diperoleh nilai bandwidth sebesar 0.2, yang
kemudian~digunakan langsung dalam proses klasterisasi tanpa dilakukan pengujian nilai alternatif lainnya. Nilai ini
merepreséntasikan radius pencarian tetangga dan sangat berpengaruh terhadap jumlah serta bentuk klaster yang
terbentulk:-
Gambar berikut menampilkan cuplikan kode program dalam proses implementasi algoritma Meanshift menggunakan
Python:

meanshift = MeanShift(bandwidth=0.2) # bandwidth=0.2

meanshift labels = meanshift.fit predict(X scaled)

Gambar 8. Proses Meanshift

Evaluasi;Klasterisasi dengan Silhouette Score
Untuk mengevaluasi kualitas hasil klasterisasi, digunakan metrik Silhouette Score. Berikut adalah implementasi
perhitungéin nilai Silhouette Score menggunakan Python:
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(dbscan_labels)) > 1 and len(set(dbscan_labels)) - (1 if
silhouette_dbscan = silhouette score(X scaled, dbscan_labels)
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if len(set(meanshift_labels)) > 1:

silhouette_meanshift = silhouette_score(X_scaled,

meanshift_labels)

ya 1 klaster)"

Gambar 10. Silhoutte Score Meanshift
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rll berlkut menunjukkan hasil visualisasi klaster yang dibentuk oleh dua metode klasterisasi yang berbeda, yaitu
SCAN dan Meanshift. Visualisasi ini memberikan gambaran mengenai bagaimana masing-masing metode
gelomp@kkan data ke dalam klaster yang berbeda berdasarkan distribusi data.
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Gambar 11. Hasil Klaster DBSCAN dan Meanshift
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< Hasil\klasterisasi menggunakan algoritma DBSCAN menunjukkan terbentuknya dua klaster utama, serta sejumlah
gdaga yang terdetekSI sebagai outlier. Secara geografis, Klaster 0 mengelompokkan titik-titik gempa yang terkonsentrasi
Edl;sepanjang zona subduksi Sumatera dan Jawa, wilayah yang memang dikenal memiliki aktivitas seismik tinggi.
cSé_iilentara itu; Klaster 1 merepresentasikan area aktivitas gempa di wilayah Maluku dan Sulawesi, yang juga merupakan
mzogna kompleks pertemuan lempeng aktif. Data yang dikategorikan sebagai outlier (label -1) sebagian besar merupakan
_geﬁlpa bumi-terisolasi, yang muncul di wilayah seperti Kalimantan atau perairan terpencil. Titik-titik ini menarik untuk
QO
'Sdlanahsls 1eb1h lanjut karena menyimpang dari pola utama dan tidak tergabung dalam klaster manapun.
o Sementara itu, hasil klasterisasi menggunakan algoritma Meanshift menunjukkan terbentuknya tiga klaster, tanpa
“adanya deteksi outlier. Secara spasial, Klaster 0 mencakup wilayah Sumatera bagian selatan dan barat Jawa, Klaster 1
8mencakup aktivitas di wilayah timur Indonesia seperti Maluku dan Papua, dan Klaster 2 mengelompokkan titik-titik di
Cwilayah Sulawesi dan sekitarnya. Meskipun menghasilkan jumlah klaster yang lebih banyak dibandingkan DBSCAN,
_has11 Meanshift menunjukkan bahwa pemisahan antar klaster kurang jelas secara visual, dengan beberapa klaster tampak
Dtumpang t1nd1h terutama di wilayah peralihan zona lempeng.
Dari ~sisi evaluasi kuantitatif, Meanshift menghasilkan nilai Silhouette Score sebesar 0.901038, yang
xmengmdlkasﬂ(an bahwa hasil klasterisasi tergolong baik. Namun, pemisahan antar klaster tidak sejelas DBSCAN,
6sterutama kar«:_na algoritma ini memindahkan centroid berdasarkan kepadatan lokal, tanpa mempertimbangkan batasan
Snoise. Akibatnya, Meanshifi cenderung membentuk lebih banyak klaster pada area dengan variasi kepadatan kecil,
3mesk1pun secara visual hasilnya kurang terstruktur.
~ Sebahknya DBSCAN menghasilkan Silhouette Score lebih tinggi, yaitu sebesar 0.930028, yang menandakan
©bahwa pemiSahan antar klaster sangat jelas dan klaster yang terbentuk memiliki kepadatan internal yang tinggi.
“Keunggulan ini sesuai dengan karakteristik DBSCAN yang mampu menangani noise, mengenali bentuk klaster arbitrer,
2dan tidak terpengaruh oleh distribusi non-linear. Dengan membentuk klaster berdasarkan kepadatan lokal dan
engabaikaty titik-titik outlier, DBSCAN mampu memisahkan wilayah-wilayah seismik aktif secara alami, tanpa
omemaksakan--bentuk atau jumlah Kklaster tertentu. Hasil ini menjadikan DBSCAN lebih representatif dalam
%nengelompokkan data spasial gempa bumi di Indonesia.
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'_U 50 L Jumlah Klaster MeanShift: 5
CDD s S (}\ Silhouette Score MeanShift: ©.901038317337865
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53 g— Gambar 12. Hasil Silhoutte Score
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Q)Hasﬂ%valuam menunjukkan bahwa:

u
S afI

a. DgSCAZ\F menghasilkan Silhouette Score sebesar 0.930028, yang menandakan bahwa kualitas pemisahan klaster
= UCLgup baik, dengan jarak antar klaster yang cukup jelas.

g'bxo]l@anshzﬁ menghasilkan Silhouette Score sebesar 0.901038, yang juga menunjukkan pemisahan klaster yang cukup
2 %ba::k megklpun sedikit lebih rendah dibandingkan DBSCAN.

.gDarl hasil ini, dapat disimpulkan bahwa kedua metode memiliki performa yang cukup sebanding dalam
gn}gngel ’glpokkan data, namun DBSCAN sedikit lebih unggul dalam hal kualitas klasterisasi berdasarkan nilai
$Silhouette Score

c Berdasarkan nilai evaluasi tersebut, DBSCAN unggul dengan Silhouette Score lebih tinggi sebesar 0.930028
gdlg;andmgkaﬁ) Meanshift yang memperoleh 0.901038. Selisih sebesar 0.029 atau hampir 3% ini dapat dianggap signifikan
@datam konteks data spasial, terutama ketika hasil klasterisasi digunakan untuk keperluan penting seperti pengambilan
Skeputusan mitigasi bencana. DBSCAN mampu menghasilkan klaster yang lebih kompak, terpisah dengan jelas, dan secara
sefektif mengabaikan noise, sehingga hasil analisis lebih mudah untuk diinterpretasikan.

g % Di sist lain, Meanshift tetap menjadi pilihan yang baik untuk data dengan struktur yang lebih halus dan sedikit
500151-ier. Namun, untuk jenis data seperti aktivitas gempa bumi yang memiliki distribusi tidak merata dan kemungkinan
Snoise tinggi, DBSCAN terbukti lebih efektif. Dengan demikian, perbedaan nilai evaluasi ini memperkuat klaim bahwa

%D BSCAN lebih cocok diterapkan pada data spasial gempa bumi di Indonesia.

e
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4. KESIMPULAN

%Badasarkan hasil implementasi dan evaluasi metode klasterisasi DBSCAN dan Meanshift, dapat disimpulkan bahwa
%kegua algoritma mampu mengelompokkan data dengan cukup baik. Visualisasi hasil klasterisasi menunjukkan bahwa
Zkedua metode berhasil membentuk klaster yang cukup jelas dan terpisah. Evaluasi menggunakan Silhouette Score
~<m§_1unjukkan bahwa metode DBSCAN memiliki nilai skor sebesar 0.930028, sedikit lebih tinggi dibandingkan dengan
—M%Unshlft yang memiliki nilai 0.901038. Hal ini mengindikasikan bahwa hasil klasterisasi DBSCAN memiliki kualitas
=pemisahan antar klaster yang lebih baik. Selain itu, DBSCAN juga memiliki keunggulan dalam mendeteksi outlier atau
=dafa yang tidak termasuk dalam klaster manapun, yang dapat berguna dalam proses analisis lebih lanjut. Sementara itu,
UMéanshlft nfenghasﬂkan klaster yang lebih banyak tanpa adanya deteksi outlier, sehingga lebih cocok digunakan pada
Jdaﬁé_ﬁ yang cehderung bersih dan terdistribusi secara merata. Secara keseluruhan, DBSCAN lebih unggul dalam konteks
Cda@set ini, baik dari segi nilai evaluasi maupun kemampuan identifikasi outlier, meskipun perbedaan performanya tidak
Cteﬂ’alu 31gn1ﬁkan
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