PENERAPAN ALGORITMA DEEP LEARNING UNTUK
PREDIKSI HARGA INDEKS KONSUMEN

TUGAS AKHIR

Diajukan Sebagai Salah Satu Syarat
untuk Memperoleh Gelar Sarjana Komputer pada
Program Studi Sistem Informasi

Oleh:

YULIA SYARIF
12150321439

IV
o [ —

UIN SUSKA RIAU

FAKULTAS SAINS DAN TEKNOLOGI
UNIVERSITAS ISLAM NEGERI SULTAN SYARIF KASIM RIAU
PEKANBARU
2025



UIN SUSKA RIAL

W

*
NIP. 198807022025211003

Pembimbing

12150321439

YULIA SYARIF

LEMBAR PERSETUJUAN
PREDIKSI HARGA INDEKS KONSUMEN
TUGAS AKHIR
Oleh
di Pekanbaru, pada tanggal 16 Juni 2025
ii

Telah diperiksa dan disetujui sebagai Laporan Tugas Akhir

PENERAPAN ALGORITMA DEEP LEARNING UNTUK

Eki Saputra, S.Komi., M.Kom.
NIP. 198307162011011008

Ketua Program Studi

© Hak cipta milik UIN Suska Riau $tofe Islamic University of Sultan Syarif Kasim Riau
Hak Cipta Dilindungi Undang-Undang
1. Dilarang mengutip sebagian atau seluruh karya tulis ini tanpa mencantumkan dan menyebutkan sumber:
a. Pengutipan hanya untuk kepentingan pendidikan, penelitian, penulisan karya ilmiah, penyusunan laporan, penulisan kritik atau tinjauan suatu masalah.
b. Pengutipan tidak merugikan kepentingan yang wajar UIN Suska Riau.
2. Dilarang mengumumkan dan memperbanyak sebagian atau seluruh karya tulis ini dalam bentuk apapun tanpa izin UIN Suska Riau.

S -



(V1N VASNS NIN

ﬂl=.§.

‘neny eysng Nin Jelem Bued ueBunguaday ueyiBrusw yepn uednynbuad -q

ey eXsns NN w2l edue) undede ymuaq wejep i sim efley yninjas neje ueibeqas yeAueqiadwal uep ueywnwnbuaw Gueleg g
‘Yejesew niens uenefun neje yiuy uesinuad ‘uelode| ueunsnAuad ‘yeiw) efiey uesinuad ‘ueysuad ‘ueyipipuad ueBunuaday ynun efuey uednynBuad ‘e

|
>
h

b )
\0id

: 2 LEMBAR PENGESAHAN
g o
S . PENERAPAN ALGORITMA DEEP LEARNING UNTUK
2 © PREDIKSI HARGA INDEKS KONSUMEN
e I
a = TUGAS AKHIR
gﬂ = Oleh:
YULIA SYARIF
12150321439

n e

Telah dipertahankan di depan sidang dewan penguji
sebagai salah satu syarat untuk memperoleh gelar Sarjana Komputer
Fakultas Sains dan Teknologi Universitas Islam Negeri Sultan Syarif Kasim Riau
di Pekanbaru, pada tanggal 20 Mei 2025

Pekanbaru, 16 Juni 2025
Mengesahkan,

Ketua Program Studi

Eki Saputra, S.Kofm., M.Kom.

Lagquins ueyingaAusw Uep ueywnmueausw edue) u sym efiey yninjes nele ueibeges dypnbusw Bueie|q 'L

5 NIP. 198307162011011

-5; DEWAN PENGUJI: 4

2 Ketua : Nesdi Evrilyan Rozanda, S.Kom., M.Sc. il
iSekretaris : Mustakim, ST., M.Kom. @/
:“Z’: : Inggih Permana, ST., M.Kom. ﬂ ;2 '

un

: Zarnelly, S.Kom., M.Sc. é % 1

g
[ 5] =

nery wisey jried




- : Nomor 25/2021
: 10 September 2021

2 LEMBAR PERNYATAAN
E 0 3
5' T S Saya yang bertandatangan di bawah ini:

SN : Yulia Syarif

B Er
ER NN S 12150321439
53 %’[gqg:am‘gl Lahir  : Batam, 18 Juli 2003
5 % ﬁkgltaslﬂéscasarjana Sains dan Teknologi
= E@a = - Sistem Informasi
e o
8 g 3Judul Brsertasi/ Fhesis/Skripsi/Karya llmiah leinaya*:
g % % §enerapan Algoritma Deep Learning untuk Prediksi Indeks Harga Konsumen
bl
E i Iz
8gxs o
s % = =
Qg5 - >
EERT
i i 5]
22 539
e
S503
E P g nyatakan dengan sebenar-benarnya bahwa:

=
3 5 B Penulisan Disertasi/Fhesis/Skripsi/Karya—llmih lainya* dengan judul sebagaimana
E 2 S tersebut di atas adalah hasil pemikiran dan penelitian saya sendiri.
= 2 @ Semua kutipan pada karya tulis saya ini sudah disebutkan sumbernya.
2 = 3 Oleh karena itu Disertasi/Fhesis/Skripsi/Kerya—Hmiah lainnya* saya ini, saya nyatakan
e 3 bebaé-'pdari plagiat.
S S4& Apaz bila dikemudian hari terbukti terdapat plagiat dalam  penulisan
= ::E ;:,f' Bmﬁ/’Fheﬁs/SknpsﬂK&Pfa—Ihmah lainnya* saya tersebut, maka saya bersedia menerima
E 5 2 sank% peraturan perundang-undangan.
1] ==
E § & Demikianlah Surat Penyataan ini saya buat dengan penuh kesadaran dan tanpa paksaan dari
g g pihak manapun juga.
& .o z _
g = Pekanbaru, 03 Juni 2025
E § lﬁ- £ % i Xang membuat pernyataan
=z =
() T = .
B = n EBD] " METE
5 o = . TEMPEL

& - o’ T1BAMX344215696

e B S ooosnYulia SYarif

NIM: 12150321439
h satu sesuai jenis karya tulis



LEMBAR HAK ATAS KEKAYAAN INTELEKTUAL

Tugas Akhir yang tidak diterbitkan ini terdaftar dan tersedia di Perpustakaan
Universitas Islam Negeri Sultan Syarif Kasim Riau adalah terbuka untuk umum, de-
ngan ketentuan bahwa hak cipta ada pada peneliti. Referensi kepustakaan diperke-
nankan dicatat, tetapi pengutipan atau ringkasan hanya dapat dilakukan atas izin
peneliti dan harus dilakukan mengikuti kaedah dan kebiasaan ilmiah serta menye-
butkan sumbernya.

Penggandaan atau penerbitan sebagian atau seluruh Tugas Akhir ini harus
memperoleh izin tertulis dari Dekan Fakultas Sains dan Teknologi Universitas Islam
Negeri Sultan Syarif Kasim Riau. Perpustakaan dapat meminjamkan Tugas Akhir
ini untuk anggotanya dengan mengisi nama, tanda peminjaman, dan tanggal pinjam

pada form peminjaman.

Y



LEMBAR PERNYATAAN

Dengan ini saya menyatakan bahwa dalam Tugas Akhir ini tidak terdapat
karya yang pernah diajukan untuk memperoleh gelar kesarjanaan di suatu Pergu-
ruan Tinggi, dan sepanjang pengetahuan saya juga tidak terdapat karya atau penda-
pat yang pernah ditulis atau diterbitkan oleh orang lain kecuali yang secara tertulis

diacu dalam naskah ini dan disebutkan di dalam daftar pustaka.

Pekanbaru, 16 Juni 2025
Yang membuat pernyataan,

YULIA SYARIF
NIM. 12150321439




LEMBAR PERSEMBAHAN

285 D0 1 .

Dengan menyebut nama Allah yang maha pengasih lagi maha penyayang

Assalamu’alaikum Warahmatullahi Wabarakaatuh.

Dengan penuh rasa syukur, peneliti ingin mengucapkan terima kasih kepada
Allah Subhanahu Wa Ta’ala atas segala kemudahan yang telah diberikan selama
proses penelitian ini. Shalawat beserta salam tak lupa pula kita ucapkan kepada
Nabi Muhammad Shallallahu ’Alaihi Wa Sallam dengan mengucapkan Allahumma
Sholli’ala Sayyidina Muhammad Wa’ala Ali Sayyidina Muhammad.

Peneliti juga ingin mengungkapkan rasa terima kasih yang mendalam
kepada kedua orang tua tercinta, ayahanda dan ibunda yang selalu memberikan
dukungan, cinta, dan doa yang tak terhingga. Peneliti sangat menghargai setiap per-
hatian dan kebaikan yang telah diberikan. Untuk kakak-kakak yang paling peneliti
banggakan, terima kasih atas semangat yang telah diberikan. Peneliti ingin men-
gucapkan terima kasih yang sebesar-besarnya kepada Dosen Pembimbing peneliti
yang telah memberikan bimbingan dengan penuh kesabaran, ilmu bermanfaat, serta
motivasi yang tak ternilai selama proses penyelesaian Tugas Akhir ini. Arahan dan
dukungan yang diberikan sangat berarti bagi peneliti dalam menghadapi setiap tan-
tangan.

Terima kasih juga peneliti ucapkan kepada Bapak dan Ibu Dosen Sistem In-
formasi yang selama ini sudah mewariskan ilmu, motivasi, dan arahan untuk menye-
lesaikan studi di Program Studi Sistem Informasi ini. Kemudian untuk teman-teman
seperjuangan yang selalu ada dengan kebersamaan, dukungan moral, serta bantuan
yang sangat berarti sepanjang masa perkuliahan hingga penyelesaian Tugas Akhir
ini.

Wassalamu’ alaikum Warahmatullahi Wabarakaatuh.

vi



KATA PENGANTAR

Alhamdulillahi Rabbil ’Alamin, bersyukur kehadirat Allah Subhanahu Wa

1a’ala atas segala rahmat dan karunia-Nya sehingga peneliti dapat menyelesaikan

Tugas Akhir ini. Shalawat serta salam kita ucapkan kepada Nabi Muhammad Shal-

lallahu °Alaihi Wa Sallam dengan mengucapkan Allahumma Sholli’Ala Sayyidina

Muhammad Wa’Ala Ali Sayyidina Muhammad. Tugas Akhir ini dibuat sebagai salah

satu syarat untuk mendapatkan gelar Sarjana Komputer di Program Studi Sistem

Informasi Universitas Islam Negeri Sultan Syarif Kasim Riau. Pada penulisan Tu-

gas Akhir ini, banyak pihak yang telah berperan dalam mendukung dan membantu

peneliti. Maka dari itu, ungkapan terima kasih peneliti ucapkan kepada:

1.

10.

Ibu Prof. Dr. Hj. Leny Nofianti MS, SE., M.Si., Ak., CA sebagai Rektor
Universitas Islam Negeri Sultan Syarif Kasim Riau.

Bapak Dr. Hartono, M.Pd sebagai Dekan Fakultas Sains dan Teknologi.
Bapak Dr. Kunaifi, ST., PgDipEnSt., M.Sc sebagai PLH. Dekan Fakultas
Sains dan Teknologi.

Bapak Eki Saputra, S.Kom., M.Kom sebagai Ketua Program Studi Sistem
Informasi yang telah memberikan arahan dan masukan kepada peneliti.

Ibu Siti Monalisa, ST., M.Kom sebagai Sekretaris Program Studi Sistem
Informasi yang telah memberikan arahan, nasihat, dan motivasi kepada
peneliti.

Bapak T. Khairil Ahsyar, S.Kom., M.Kom sebagai Kepala Laboratorium
Program Studi Sistem Informasi yang telah banyak meluangkan waktu dan
memberikan masukan dalam penyelesaian Tugas Akhir ini.

Bapak Muhammad Jazman, S.Kom., M.Infosys sebagai Dosen Pembimbing
Akademik yang telah banyak memberikan arahan, masukan, dan motivasi
baik dalam penyelesaian Tugas Akhir maupun juga dalam perkuliahan dan
kehidupan sehari-hari.

Bapak Mustakim, ST., M.Kom sebagai Dosen Pembimbing yang selalu
memberikan bimbingan serta masukan yang sangat berharga dalam menye-
lesaikan Tugas Akhir ini.

Bapak Nesdi Evrilyan Rozanda, S.Kom., M.Sc sebagai Ketua Sidang Tugas
Akhir yang telah memberikan kritik, arahan, dan saran yang bermanfaat
kepada peneliti sebagai penyelesaian Tugas Akhir.

Bapak Inggih Permana, ST., M.Kom sebagai Dosen Penguji I peneliti yang
telah banyak memberikan arahan dan masukan dalam penyelesaian Tugas
Akhir ini.

Vil



11.

12.

13.

14.

Ibu Zarnelly, S.Kom., M.Sc sebagai Dosen Penguji II peneliti yang telah
banyak memberikan arahan dan masukan dalam penyelesaian Tugas Akhir
ini.

Bapak dan Ibu Dosen Program Studi Sistem Informasi Fakultas Sains dan
Teknologi Universitas Islam Negeri Sultan Syarif Kasim Riau yang telah
berbagi ilmu bermanfaat serta memberikan motivasi sepanjang perkuliahan.
Kepada orang tua peneliti, Almarhum Ayah dan Mama yang selalu mem-
berikan dukungan moral, doa, dan semangat tanpa henti. Terima kasih atas
doa dan kasih sayang yang diberikan dalam menyelesaikan Tugas Akhir ini.
Semoga Mama selalu sehat, selalu bahagia, dan panjang umur. Semoga
Ayah ditempatkan di tempat terbaik-Nya.

Teman-teman Sistem Informasi Angkatan 2021 terkhusus teman seperjuan-
gan di Kelas C yang selalu mendukung, berbagi informasi, dan membantu
peneliti dalam menjalankan masa perkuliahan.

Semoga segala doa dan dorongan yang telah diberikan selama ini men-

jadi amal kebajikan dan mendapat balasan setimpal dari Allah Subhanahu Wa

Ta’ala. Peneliti menyadari bahwa penulisan Tugas Akhir ini masih banyak ter-

dapat kekurangan dan jauh dari kata sempurna. Untuk itu, kritik dan saran atau

pertanyaan dapat diajukan melalui e-mail 12150321439 @students.uin-suska.ac.id

atau yuliasyarif18@gmail.com. Semoga laporan ini bermanfaat bagi kita semua.

Akhir kata peneliti ucapkan terima kasih.

Pekanbaru, 16 Juni 2025

Peneliti,

YULIA SYARIF
NIM. 12150321439

viil



‘nery eysng NN uizi edue) undede ynjuaq wejep ul i} eAley ynings neje ueibegas yelueqiadwaw uep ueywnwnbusw Buele|q ‘'z

NVIE VASNS NIN
(0}
r

‘nery eysng NiN Jelfem Buek uebuuaday ueyiBnisw yepn uedinbuad 'q

‘yejesew niens uenelul] neje 3y uesinuad ‘uelode| ueunsniuad ‘yelw | efuey uesinuad ‘veniuad ‘ueyipipuad uebunuaday ynun eAuey uedinnbuad ‘e

Jequins ueyingaAusw uep ueyjwnuesusw edue) Ul sin) ARy ynines neje uelbeges dinbusw Buele|q |

Buepun-Buepun 16unpuing e3did ¥eH

PENERAPAN ALGORITMA DEEP LEARNING UNTUK
PREDIKSI INDEKS HARGA KONSUMEN

YULIA SARIF
NIM: 12150321439

Tanggal Sidang: 20 Mei 2025
Periode Wisuda:

Program Studi Sistem Informasi
Fakultas Sains dan Teknologi
Universitas Islam Negeri Sultan Syarif Kasim Riau
JI. Soebrantas, No. 155, Pekanbaru

nelry exsns NN J!iw eydio ey @

ABSTRAK

Studi ini mengimplementasikan berbagai model deep neural networks seperti RNN, LSTM,
BiLSTM, GRU, dan BiGRU untuk memprediksi Indeks Harga Konsumen (IHK) di Pekanbaru,
Dumai, dan Tembilahan, memanfaatkan data historis IHK dari 2010 hingga 2023. Model-model
dievaluasi berdasarkan metrik RMSE dan MAPE. Hasilnya menunjukkan bahwa BiGRU berkinerja
terbaik untuk Pekanbaru dan Dumai, dengan nilai RMSE masing-masing 0,8497 dan 00,8160,
sementara GRU menunjukkan performa optimal di Tembilahan dengan RMSE 0,4613. Optimizer
Nfdam efektif untuk Pekanbaru dan Dumai, sedangkan Adam untuk Tembilahan. Untuk mencegah
oielﬁtting, penelitian ini menerapkan early stopping dan walk-forward validation, menegaskan
kgefektifan model-model ini dalam memprediksi IHK.

Kata Kunci: BiGRU, BiLSTM, Deep Learning, GRU, Indeks Harga konsumen, Prediksi, RNN.
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ABSTRACT

TThis study implements various deep neural nerworks such as RNN, LSTM, BiLSTM, GRU, and
BiGRU to predict the Consumer Price Index (CPI) in Pekanbaru, Dumai, and Tembilahan, utilizing
historical CPI data from 2010 to 2023. The models were evaluated using RMSE and MAPE metrics.
The results indicate that BiGRU performed best for Pekanbaru and Dumai, achieving RMSE values
of 0.8497 and 0.8160 respectively, while GRU showed optimal performance in Tembilahan with an
RMSE of 0.4613. Nadam optimizer proved effective for Pekanbaru and Dumai, whereas Adam was
best for Tembilahan. To prevent overfitting, the research applied early stopping and walk-forward
validation, confirming the effectiveness of these models in CPI prediction.

KE.-'words: BiGRU, BiLSTM, Consiumer Price Index, Deep Learning, GRU, LSTM, Prediction,
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BAB 1
PENDAHULUAN

Latar Belakang

e1jdi@ yeH @

Indeks Harga Konsumen (IHK) adalah ukuran dasar yang umum digunakan
U§tuk menghitung inflasi. Indeks ini merupakan perkiraan perubahan biaya kon-
sainsi rumah tangga dan mengasumsikan utilitas konsumen yang konstan (Biatek,
2@20). Secara konseptual, IHK didasarkan pada teori indeks biaya hidup yang
r@ncerminkan biaya unik yang dihadapi individu berdasarkan preferensi terhadap
barang dan jasa, serta harga yang berlaku (Wynne dan Sigalla, 1994). Harga
h:arang dan jasa bersifat dinamis, berubah seiring berbagai faktor, termasuk kebi-
jaxkan ekonomi, perubahan pemerintahan, kebijakan nasional, dan bencana alam
(Bonarasinghe, 2022). Dengan perannya yang signifikan, IHK menjadi indikator
pgénting dalam sistem ekonomi suatu negara, terutama dalam memahami struktur
harga dan dinamika inflasi (Nguyen dkk., 2023).

Data yang digunakan dalam penelitian ini berdasarkan dokumen-dokumen
yang dihasilkan oleh Badan Pusat Statistik Riau melalui situs riau.bps.go.id. BPS
menghitung tingkat inflasi di Riau dengan memperhatikan Indeks Harga Konsumen
(IHK) di tiga kota, yakni Kota Pekanbaru, Dumai, dan Tembilahan. Indeks Harga
Konsumen (IHK) di Pekanbaru, Dumai, dan Tembilahan menunjukkan perbedaan
yang signifikan, yang mencerminkan struktur ekonomi yang berbeda di masing-
masing kota. Pada tahun 2022, Pekanbaru mencatat laju inflasi tertinggi sebesar
7&?)7%, melampaui Dumai (6,33%) dan Tembilahan (5,91%). Angka-angka ini juga
lebih tinggi dibandingkan dengan kota-kota besar seperti Jakarta (4,21%) serta rata-
rifta nasional (5,51%).

§ Kenaikan IHK di ketiga kota ini dapat berdampak signifikan terhadap pen-
i@katan nilai inflasi. Oleh karena itu, diperlukan analisis yang mendalam untuk
menggambarkan kondisi IHK secara menyeluruh, sehingga dapat diambil langkah-
lélgkah yang tepat untuk mengendalikan inflasi dan menjaga stabilitas ekonomi da-
e;ah. Salah satu metode yang dapat diterapkan adalah peramalan angka IHK untuk
t;gberapa periode mendatang (Mukron dkk., 2021). Penghitungan IHK ditujukan
l;éhltuk mengetahui perubahan harga dari sekelompok tetap barang/jasa yang umum-
lga dikonsumsi oleh masyarakat setempat (Wanto dan Windarto, 2017). Pentingnya
n'é’nengetahui kondisi perekonomian yang akan datang, menjadi kunci pergerakan
afah siklus ekonomi. Dengan melakukan suatu prediksi, pengetahuan tentang po-
s& perekonomian Indonesia dapat diketahui sehingga dapat mengantisipasi atau

I{bminimalisasi resiko yang mungkin akan timbul (Wanto, 2017).
wn
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Metode peramalan (forecasting) terdiri dari metode kualitatif dan kuanti-
tatif. Salah satu metode yang termasuk dalam metode kuantitatif adalah metode
tﬁne series atau runtun waktu. Time series atau runtun waktu ialah himpunan obser-
vasi data yang terurut dalam waktu, sehingga metode time series dapat menganalisis
dan juga menentukan pola data pada masa lalu yang dikumpulkan berdasarkan uru-
tgn waktu dan memprosesnya untuk mendapatkan hasil prediksi di masa yang akan
datang (Tursina dkk., 2023).

z Terdapat banyak metode machine learning yang dapat memprediksi data
t@e series, Recurrent Neural Networks (RNN) adalah salah satu metode deep
learning yang dirancang khusus untuk data berurutan seperti time series. RNN
memiliki koneksi berulang yang memungkinkan mereka untuk mempertimbangkan
inxformasi dari langkah waktu sebelumnya saat membuat prediksi. Namun, RNN
tciidisional menghadapi masalah vanishing gradient, yang menyebabkan kesulitan
dgajlam mempelajari ketergantungan jangka panjang dalam data time series. Untuk
mengatasi masalah ini, arsitektur RNN yang lebih canggih, seperti Long ShortTerm
Memory (LSTM) dan Gated Recurrent Unit (GRU) (Arwansyah dkk., 2022).

Long ShortTerm Memory (LSTM) merupakan sebuah evolusi dari arsitektur
RNN, dimana pertama kali diperkenalkan oleh Hochreiter & Schmidhuber (1997).
Unit LSTM terdiri dari sel memori yang menyimpan informasi yang diperbarui
oleh tiga gerbang (gate) khusus, yaitu input gate, forget gate, dan output gate (Sofi
dkk., 2021). Pengembangan dari model LSTM yaitu Bidirectional Long Short-
Term Memory (Bi-LSTM) yang diperkenalkan Graves dan Schmidhuber pada tahun
2;6@’05. Bidirectional Long Short-Term Memory (Bi-LSTM) dikatakan tumpukan dari
ISTM, terdiri dari forward layer yang digunakan untuk memproses informasi se-
bglumnya, dan backward layer yang digunakan untuk memproses informasi sete-
1§_1nya (Puteri, 2023).

g}

=
RNN yang yang dapat mengklasifikasikan data berurutan atau time series. Kelebi-

Gated Recurrent Unit (GRU) adalah salah satu pengembangan arsitektur

h§n GRU adalah proses komputasi yang lebih sederhana dibanding LSTM, namun
Ig:emiliki akurasi yang setara dan cukup efektif dalam mengurangi permasahan hi-
fglhlgnya gradien (vanishing gradient) (Meriani dan Rahmatulloh, 2024). Bidirec-
tié)nal Gated Recurrent Unit (Bi-GRU) adalah arsitektur GRU yang terdiri dari dua
%RU, GRU pertama mengambil input gate dalam arah maju, dan yang lainnya
dg)lam arah mundur dengan mengambil forget gate. Sejak diperkenalkan, banyak
peneliti menggunakan Bi-GRU untuk banyak tugas yang berbeda, termasuk anali-
s;s: sentimen dan variannya (Dewi dkk., 2023).

Beberapa penelitian untuk prediksi juga menggunakan algoritma RNN,

nery wisey[
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L@gTM, Bi-LSTM, GRU dan Bi-GRU diantaranya adalah penelitian melakukan
perbandingan hasil prediksi inflasi menggunakan model ARIMA dengan model
IiSTM. Kedua model prediksi dievaluasi menggunakan nilai MAPE. Berdasarkan
rfilai MAPE, prediksi inflasi menggunakan model LSTM lebih akurat dibandingkan
@ngan hasil prediksi menggunakan model ARIMA-GARCH (Mutiara dkk., 2024).
Pgnelitian selanjutnya yang menggunakan model Bididecrtional-LSTM (Bi-LSTM)
dan Analisis Spektrum Tunggal (SSA) dalam meramalkan harga cabai. Model SSA
yglg digunakan adalah model Alexandrov Autogrouping SSA, model Alternative
Agtogrouping SSA, dan model Hybrid SSA-ARIMA. Berdasarkan hasil analisis,
model terbaik ditemukan adalah model BiLSTM dengan nilai MAPE terkecil sebe-
sar 4,191%, dengan sampel luaran sebesar 10% dari total data (Darmawan, , dkk.,
3023).

& Penelitian lainnya melakukan prediksi harga saham terhadap data saham PT
]%ank Central Asia dari tahun 2019 sampai 2024 menggunakan algoritma Gated
Recurrent Units (GRU). Penerapan model disini untuk mencari nilai RMSE, MSE,
MAE, R%, MGD dan MPD lalu untuk nilai evaluasi mencari nilai accuracy, fI-
score, precision, dan recall. Didapatkannya suatu kesimpulan bahwa deep learning
bisa diaplikasikan dalam proses untuk memprediksi harga saham dengan metode
Gated Recurrent Unit (GRU) (Prayogi dkk., 2024). Penelitian berikutnya men-
erapkan model Bidirectional Gated Recurrent Unit (BiGRU) untuk data Indeks
Harga Konsumen (IHK) di Indonesia periode Januari 2006—Desember 2022. De-
ngan menggunakan sliding window ukuran 10, model BiGRU terbaik yang terdiri
c%)ri dua layer dengan 256 neuron, fungsi aktivasi ReLU, optimizer Adam, dan 200
epoch, menghasilkan nilai MAPE 0,24%, menunjukkan kinerja prediksi yang sa-
Igat baik (Tanjung dkk., 2024).

E_ Berdasarkan pemaparan di atas, penelitian ini bertujuan untuk memband-
i@kan algoritma RNN, LSTM, Bi-LSTM, GRU, dan Bi-GRU dalam mengidenti-
fikasi algoritma dengan tingkat kesalahan (error) prediksi terendah pada pergerakan
I&deks Harga Konsumen (IHK) di wilayah Pekanbaru, Dumai dan Tembilahan. Di-
h?uapkan hasil penelitian ini dapat memberikan manfaat bagi masyarakat, khusus-
nya pelaku ekonomi dan pembuat kebijakan, dalam menganalisis dan mengam-
bgb keputusan yang lebih akurat terkait pengendalian inflasi dan menjaga stabilitas

e;ﬁa‘onomi di kedua kota tersebut.

5
1;.0. Perumusan Masalah

Adapun rumusan masalah pada penelitian ini adalah Rumusan masalah
elitian ini adalah bagaimana penerapan RNN, LSTM, Bi-LSTM, GRU, dan Bi-

neny m}sv)'g;ue
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%EQU untuk memprediksi indeks harga konsumen di Pekanbaru, Dumai, dan Tem-

b_%ahan.

QO
.3 Batasan Masalah

Adapun batasan masalah Tugas Akhir ini adalah:

(S

Dataset yang digunakan dalam penelitian ini adalah data Indeks Harga Kon-
sumen (IHK) untuk wilayah Pekambaru, Dumai, dan Tembilahan. Diambil
dari situs resmi Badan Pusat Statistik (BPS) Riau dengan rentang waktu
tahun 2010 hingga 2023 untuk Kota Pekanbaru dan Dumai. Sedangkan un-
tuk Kota Tembilahan dimulai dari Tahun 2014 hingga 2023.

Pemodelan menggunakan agoritma RNN, LSTM, BiLSTM, GRU, dan Bi-
GRU. Model yang terbaik akan digunakan untuk memprediksi untuk peri-

™

ode selanjutnya.

)

Optimizer yang akan digunakan ada tiga yaitu, Adam, Nadam, dan RM-

nelry ejxsns NN Y!lw ejd

Sprop.

&

Tools yang digunakan adalah Google Colaboratory dengan bahasa pemro-

graman Python.

1.4 Tujuan

Adapun tujuan penelitian ini adalah membandingkan performa algoritma
RNN, LSTM, Bi-LSTM, GRU, dan Bi-GRU dalam memprediksi Indeks Harga
Konsumen (IHK) di Pekanbaru, Dumai, dan Tembilahan, guna menentukan model

terbaik dengan tingkat kesalahan terendah.

Manfaat
Manfaat dari penelitian Tugas Akhir ini adalah:
Mendapatkan hasil penerapan algoritma RNN, LSTM, BiLSTM, GRU, dan
BiGRU.
Mengetahui optimasi terbaik untuk meningkatkan performa model dan men-

i

N~

gurangi tingkat kesalahan model dalam memprediksi harga indeks kon-

sumen.

(O8]

Menghasilkan model yang dapat memprediksi pergerakan harga indeks kon-
sumen di Pekanbaru, Dumai, dan Tembilahan.

Sistematika Penulisan

g ueing jo Ajrsraarun drweysy a{E1S

Sistematika penulisan pada penelitian Tugas Akhir dibawah ini menjelaskan
alur dan tahap yang dilalui selama proses penelitian. Adapun dengan sistematika
p%hulisan pada penelitian ini adalah sebagai berikut:

BAB 1. PENDAHULUAN

nery wisey[
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Pada bab ini dipaparkan latar belakang penelitian, rumusan masalah, batasan
masalah, tujuan penelitian ini dilakukan, manfaat serta sistematika penulisan lapo-
rgh Tugas Akhir.

BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang bersumber dari jurnal ilmiah, prosid-

e1dio

ing, buku, serta studi kepustakaan yang dgunakan sebagai tinjauan dalam pembu-
atan laporan Tugas Akhir.

BAB 3. METODOLOGI PENELITIAN
Pada bab ini akan dibahas metodologi penelitian yang diimplementasikan

NIN X

dalam penyusunan Tugas Akhir ini, baik metodologi dalam analisa masalah, pen-

n

golahan data, perhitungan algoritma, maupun analisis hasil penelitian.
BAB 4. HASIL DAN PEMBAHASAN

Bab ini menjelaskan analisis prediksi pergerakan saham dengan menggu-

Iy )

rgkan algoritma Recurrent Neural Network, Long Short-Term Memory, Bidirec-
tional Long Short-Term Memory, Gated Recurrent Unit dan Bidirectional Gated
Recurrent Unit, serta pengujian nilai error dari keempat algoritma.

BAB 5. PENUTUP

Bab ini berisikan kesimpulan dari Tugas Akhir yang dibuat dan saran pe-

ngembangan untuk penelitian selanjutnya.
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BAB 2
LANDASAN TEORI

Indeks Harga Konsumen
Indeks Harga Konsumen (IHK) adalah indeks yang dibuat untuk mengukur

ejdi® yeH @

fgktuasi harga barang dan jasa yang dibeli oleh rumah tangga untuk kehidupan
sehari-hari (Chang dan Soonhui, 2023). Laju kenaikan harga barang dan jasa atau
inéﬁasi dan laju penurunan harga barang dan jasa atau deflasi untuk kebutuhan rumah
tangga sehari-hari merupakan perubahan Indeks Harga Konsumen dari waktu ke
waktu (Hafni dan Hariani, 2022).

7 Inflasi didefinisikan sebagai situasi di mana harga barang-barang secara
umum mengalami kenaikan secara terus menerus. Untuk mengukur inflasi, Badan
Plsat Statistik (BPS) menggunakan Indeks Harga Konsumen (IHK) (Fauzan dkk.,
ﬁlS). Angka IHK mengukur perubahan tingkat harga umum dari sekelompok ko-
moditas. Dengan demikian, angka ini mengukur perubahan dalam daya beli uang
(Nyoni, 2019).

[HK dipilih sebagai salah satu acuan inflasi karena frekuensi dan ketepatan
waktu yang dihasilkan. Selain inflasi yang berpengaruh dalam keputusan peme-
rintah dalam mengambil kebijakan ekonomi, inflasi juga digunakan sebagai bahan
pertimbangan untuk berbagai aspek keuangan sosial seperti pensiun, pengangguran,

dan pendanaan pemerintah (Zahara dkk., 2020).

22 Time Series
—
=4]
Ll

Time series atau deret waktu didefinisikan sebagai urutan nilai, yang di-

E)

ucgutkan secara kronologis, dan diamati dari waktu ke waktu. Meskipun waktu
adalah variabel yang diukur secara kontinu, nilai dalam deret waktu diambil sam-
pelnya pada interval yang konstan (frekuensi pengambilan sampel tetap) (Torres
dlzak., 2021).

%' Prediksi deret waktu dapat digambarkan secara umum sebagai proses yang
I"ﬁ_‘?ngekstrak informasi yang berguna dari data historis dan kemudian menentukan
ntlai masa depan (Hua dkk., 2019). Mengidentifikasi tren dan kecenderungan
melalui prediksi deret waktu menjadi salah satu topik yang penting, karena hasil dari
pzediksi ini dapat digunakan sebagai dasar untuk berbagai aplikasi, seperti peren-

cgnaan produksi, pengendalian, optimasi, dan lainnya (Han dkk., 2021).

Deep Learning

jugls

Deep learning adalah konsep pembelajaran mesin yang didasarkan pada

ingan saraf tiruan (Janiesch dkk., 2021). Metode ini melibatkan banyak lapisan

—
nery wissy
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p(%ngklasiﬁkasi yang bekerja bersama, mirip dengan regresi linier tradisional, tetapi
dengan lebih banyak node atau unit saraf, yang membentuk jaringan saraf. Berbeda
c&ngan pendekatan tradisional yang hanya memiliki satu lapisan, deep learning
mfiemiliki banyak lapisan tersembunyi antara input dan output, dengan ratusan
I-Engga ribuan unit saraf di setiap lapisannya (Dong dkk., 2021). Keuntungan utama
dgri model Deep Learning adalah kemampuannya untuk secara otomatis mengek-
straksi fitur-fitur penting dari data input melalui prosedur pembelajaran umum
(Sezer dkk., 2020).

294  Recurrent Neural Networks (RNN)

c:n RNN adalah jaringan saraf yang dirancang untuk menangani data berurutan,
(hg)rmana setiap nilai bergantung pada nilai sebelumnya (Barkan dkk., 2023). Tidak
sgperti model pembelajaran mesin lainnya, RNN memiliki koneksi berulang, yang
memungkinkan output saat ini terkait dengan output sebelumnya. Jaringan meny-
ir%pan data dari langkah waktu sebelumnya untuk membantu menentukan hasil saat
ini (Amalou dkk., 2022). Persamaan umum untuk Sel RNN dapat dilihat Per-
samaan 2.1 (Amalou dkk., 2022):

h = tanh(Wax, + Uh,_, +b) 2.1)

Dalam model ini, x;, mewakili input pada waktu ¢ dan h;_; menun-
jukkan keadaan internal yang dibawa dari langkah waktu sebelumnya. Bobot W,
menghubungkan input dengan keadaan tersembunyi, sementara U, menghubungkan
l%)adaan tersembunyi sebelumnya dengan keadaan saat ini. Bias b digunakan un-
tﬁ( menyesuaikan output model. tanh digunakan sebagai fungsi aktivasi untuk

w . . . .
menanamkan non-linearitas ke dalam jaringan.

F?S Long Short-Term Memory (LSTM
S LSTM diciptakan untuk menangani ketergantungan jangka panjang dengan
rﬁ\;nyimpan informasi dari masa lalu dan memanggilnya kembali ketika diperlukan
(Euchia dkk., 2024). LSTM terdiri dari beberapa sel memori, masing-masing
d;{lengkapi dengan tiga gerbang dan status untuk mengatur aliran data melalui sel.
I&sain ini sangat berguna untuk memprediksi nilai dalam konteks data deret waktu
(Alsharef dkk., 2022).

5 Ada enam persamaan formal yang terkait dengan mekanisme gating dalam
s&l LSTM seperti yang diberikan di bawah ini di mana f; adalah gerbang lupa pada
s%l_ saat ini, i; adalah gerbang input pada sel saat ini, o, adalah nilai gerbang out-

pmt pada sel saat ini, C; adalah kondisi sel saat ini, C, adalah kandidat kondisi
b=t]
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s% (berikutnya), Wy, W;,We,W,,, Uy, U;,Uc,U, adalah bobot jaringan, by, b;,bc,b,
a_dl_alah nilai variabel bias, h; adalah nilai hidden state saat ini, h,_; adalah nilai
lﬁdden state sebelumnya, dan x; adalah nilai input yang baru (Hansun dan Suryadi-
brata, 2021).

o

g fi=0(Wpxi +Uphe—y +by) (2.2)
= iy = 6(Wix; + Uihy—1 + b;) (2.3)
z C, = tanh(Wex; +Uch; 1+ bc) (2.4)
= a=foa1+i0C6 (2.5)
c:n o = (Wox; +Uphy—1 + b,) (2.6)
% h; = o; ® tanh(c,) 2.7
A

Ecﬁ Bidirectional Long Short-Term Memory (BiLSTM)

BiLSTM adalah versi yang disempurnakan dari algoritma LSTM. Algoritma
BiLSTM menggabungkan fungsi ideal dari RNN dua arah dan LSTM. Hal ini di-
lakukan dengan menggabungkan dua keadaan tersembunyi, yang memungkinkan
informasi datang dari lapisan mundur dan lapisan maju (Aung dkk., 2023).

Dimana w; (i = 1,2,...,6) adalah enam matriks bobot independen seba-
gai berikut: bobot input ke lapisan tersembunyi maju dan mundur (wy,w3), bobot
lapisan tersembunyi ke lapisan tersembunyi (w»,ws), bobot lapisan tersembunyi
maju dan mundur ke lapisan keluaran (w4, ws). Keenam bobot ini digunakan beru-
l@gg kali pada setiap langkah waktu. L_a)pisan tersembunyi dari model Bi-LSTM
perlu menyimpan dua nilai 4, di mana 5, digunakan untuk perhitungan maju dan

digunakan untuk perhitungan mundur. Nilai keluaran akhir dari diperoleh de-
rwan menggabungkan keluaran dari lapisan maju dan lapisan mundur, yang secara

matematis dapat dinyatakan, Persamaan 2.8 - 2.10 sebagai berikut (Yin dkk., 2020).

=

= —>

5. H, = f(wixi+wahy 1) 2.8)
m

2 Iy = fwsxi+wahi 1) (2.9)
= 0, = g(waH, +we ) (2.10)
L o}

w
277 Gated Recurrent Unit (GRU)

g Gated Recurrent Unit (GRU) adalah komponen jaringan saraf yang banyak
dfgunakan untuk mengatur aliran informasi dengan cara melakukan pembelajaran
(z_hai dkk., 2020). Jaringan GRU hanya terdiri dari dua lapisan gate: reset gate

update gate. Reset gate menentukan sejauh mana informasi yang akan dibuang

neny m}sv)g‘;
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d(%ri memori sebelumnya, sedangkan update gate berfungsi mirip dengan forget gate
dan input gate dalam sel LSTM, memutuskan berapa banyak informasi dari memori
s@aelumnya yang harus diteruskan (Primananda dan Isa, 2021). Gerbang-gerbang
tétsebut, yaitu, z; dan ry, serta parameter-parameternya, yaitu, W,, W,, dan W, dari
GRU diperbarui dalam proses pelatihan. Persamaan tersebut dapat dilihat di bawah
igi (L. Bi dkk., 2020).

g Z[ = G(WZ [htfl,xI] +bZ) (211)
E ry = G(Wr . [l’lt_l,xt] +br) (212)
@ h, = tanh(W}, - [ry, x;] + bc) (2.13)
- hh=(01—-2Z)Oh 1 +Z Ok (2.14)
o

% Bidirectional Gated Recurrent Unit (BiGRU)

=

Bi-GRU atau Bidirectional Gated Recurrent Unit terdiri dari dua GRU yang
searah dan berorientasi berlawanan, dan keduanya terhubung ke lapisan keluaran
yang sama. Oleh karena itu, lapisan keluaran memiliki informasi masa lalu dan
masa depan yang lengkap dari setiap titik dalam urutan masukan, dan dapat meng-
gabungkan lebih banyak informasi secara berurutan (Meng dkk., 2021).

Dimana h, € R dan h? € R adalah vektor output dari lapisan tersem-
bunyi dari lapisan maju pada lapisan pertama dan kedua dar(i_jaringan sar(eg tiruan
Bi-GRU pada waktu ¢, H adalah jumlah unit pada sel GRU, 4! € R¥ dan h? ¢ R¥
adalah vektor output dari lapisan tersembunyi pada lapisan mundur di lapisan per-
t%)na dan kedua jaringan saraf tiruan Bi-GRU pada waktu ¢, y; € R” adalah nilai
dzri kata yang bersesuaian pada setiap label pada waktu ¢, T adalah jumlah label,
x%-adalah input jaringan saraf pada waktu ¢, f(-) adalah pemrosesan jaringan saraf

tifuan GRU, g(-) adalah fungsi aktivasi, di mana g(x); = ﬁ, dan w dan b adalah
k=1

%triks bobot yang perlu dipelajari (P. Li dkk., 2020).

5

2'

m

: i Q

= R + f(wmx, —|—wmht*1 —i—bﬁ) (2.15)
2 B — B b 2.16
= ¢ = SWesxi+wishey +be) (2.16)
= 3 P 2

= B = Fweshy +wosh? | +b=) 2.17)
2 e T 5

@ B = F(wesh) +weshiy | +bs) (2.18)
o —

= Vi = g(wh?g +whqht2 +by) (2.19)
o y y

<5

2.

=

~

& 9
=
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2@3 Time Steps

T Metode sliding window biasanya digunakan untuk melakukan pra-
Iﬁmrosesan data, dengan ukuran jendela sebagai parameter variabel yang biasa
disebut sebagai time step (Gao dkk., 2020). Untuk data deret waktu, teknik windows
Eding diterapkan untuk membantu model menangkap ketergantungan waktu atau
r%nyiapkan data dalam format yang dibutuhkan oleh algoritma Machine Learning
(Ghosh dan Grolinger, 2020).

-~

210 Min-Max Normalization
< Normalisasi data adalah salah satu pendekatan pra-pemrosesan di mana data
dcigkalakan atau ditransformasikan untuk memberikan kontribusi yang sama dari se-
tigrp fitur (Singh dan Singh, 2020). Ada tiga teknik normalisasi: Normalisasi skor-Z,
Nermalisasi Min-Maks, dan Normalisasi dengan penskalaan desimal (Hossein Java-
heri, 2008). Pada penelitian ini digunakan Normalisasi Min-Max. Metode ini men-
sialakan ulang fitur atau output dalam kisaran apa pun ke dalam kisaran yang baru.
Biasanya, fitur diskalakan antara 0-1 atau (-1)-1. Persamaan yang digunakan dalam

metode ini adalah seperti di bawah ini (Aksu dkk., 2019).

x! — M Xmn (2.20)

Xm — Xmn

Dalam konteks normalisasi data, rumus yang digunakan adalah Per-
samaan 2.20. Di sini, X’ merepresentasikan nilai hasil normalisasi dari data. Vari-
agjel x; adalah nilai aktual data yang akan dinormalisasi. Sementara itu, x;,, melam-
t@:ngkan nilai minimum yang ditemukan dalam dataset fitur X, dan x,, adalah nilai
riiaksimum yang ada pada dataset fitur X tersebut.

—
%11 Optimizer
A Mempelajari dampak dari varians dalam metode optimasi, seperti yang

dgst_ekankan oleh Ruder (2016) sangat penting untuk meningkatkan kinerja pengop-
timal (Arthur dkk., 2024). Salah satu pengoptimal yang paling terkenal adalah
%_iam, yang memiliki keunggulan utama yaitu invariansi besaran pembaruan pa-
fgmeter terhadap perubahan skala gradien. Namun, pengoptimal lain sering dipilih
k’é}ena mereka menggeneralisasi dengan lebih baik (Llugsi dkk., 2021). Penelitian
ig’g menggunakan optimizer Adam, Nadam dan RMSprop.

ue

2A1.1 Adaptive Moment Estimation optimization (Adam)

1IeA

Pengoptimal Adam telah banyak digunakan dalam bidang deep learning

Karena tingkat pembelajarannya yang adaptif dan kecepatan konvergensi yang re-

latif cepat (Liu, 2021). Dengan menggunakan metode ini dapat menggunakan

nery w
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b(%nyak memori, konsistensi dalam garis gradien diagonal dan sangat dapat diter-

apkan pada masalah yang besar atau banyak parameter (J. Bi dkk., 2019).

©

2?1.2 Nesterov-accelerated Adaptive Moment Estimation (Nadam)

oS Nadam adalah pengoptimal Adam yang mengadopsi momentum Nesterov
(E. Li dkk., 2020). Ini digunakan untuk meningkatkan kemampuan konvergensi dan
lérenanya meningkatkan proses pelatihan model dengan peningkatan tertentu pada
afg'oritma penurunan gradien stokastik (Koushik dan Srinivasa, 2021). Diband-
ifigkan dengan pengoptimal Adam, pengoptimal Nadam lebih cepat konvergen dan

1ébih cocok untuk fase pra-pelatihan (Xiao dkk., 2019).
w

2;%11.3 Root Mean Square Propagation (RMSprop)

o Fungsi RMSProp yang dikembangkan oleh Geoffrey Hinton biasanya meru-
[@(an pilihan yang cocok untuk RNN. Dalam algoritma RMSProp, laju pembe-
lgjjaran untuk setiap parameter secara otomatis disesuaikan dengan rata-rata pelu-
ruhan eksponensial dari gradien kuadrat. Pengembang RMSProp menyarankan un-
tuk mengatur nilai default untuk untuk learning rate ke n = 0.001 (Moskolai dkk.,
2021).

2.12 Matriks Evaluasi

Mean Absolute Percentage Error (MAPE) dan Root Mean Squared Error
(RMSE). Sebuah skor MAPE yang lebih rendah menunjukkan bahwa model memi-
liki akurasi prediksi yang lebih baik (Jamadar dkk., 2024). Nilai kualitas prediksi
berdasarkan rentang MAPE ditunjukkan pada Tabel 2.1

Tabel 2.1. Rentang MAPE

MAPE Deskripsi

< 10% Signifikansi luar biasa
10% — 20% Signifikansi baik
20% —50%  Signifikansi moderat
> 50% Signifikansi rendah

Berdasarkan panduan tersebut, metode dianggap memiliki dampak luar bi-
asa jika nilai MAPE di bawah 10%. Jika nilai MAPE berada dalam rentang 10%-
2@%, model dianggap memiliki relevansi yang baik. Oleh karena itu, dalam peneli-
tg‘n ini, diharapkan peningkatan nilai MAPE tidak melebihi 20%. Selain itu, RMSE

dgm MAPE biasanya digunakan untuk mengevaluasi model deep learning dalam

£JISIDATU) DTUIR]S] 3}B)S

pgediksi (Jamadar dkk., 2024). Metrik-metrik ini dihitung dengan menggunakan
Pérsamaan 2.21 dan 2.22. Di sini, P, adalah nilai prediksi pada waktu 7, Z; adalah

nery wisey[
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n&%ai observasi pada waktu ¢ dan N adalah jumlah prediksi (Zhang dkk., 2014).

ZE N
1 & |P-2
= MAPE=_ ) |©_~ (2.21)
o r=l 4
e 1 & .
© RMSE=/=) (P —2)? (2.22)
T =
- =1
2:3 Penelitian Terdahulu
c Berikut merupakan beberapa penelitian terdahulu yang berkaitan dengan
pénelitian ini.
w
= Tabel 2.2. Penelitian Terdahulu

Peneliti dan Tahun

Judul Penelitian

Hasil Penelitian

AParanhos, 2021)

4]
c

(Almosova & Andresen,

2023)

malou dkk., 2022)

3e1S

arkan dkk., 2023)

Predicting Inflation with Re-

current Neural Networks

Nonlinear inflation forecast-
ing with recurrent neural

networks

Multivariate time series pre-
diction by RNN architec-
tures for energy consump-

tion forecasting

Recurrent neural networks

for time series classification

RNN model LSTM dapat meng-
hasilkan prediksi yang baik dalam
meramalkan tren jangka panjang
dari inflasi dan berkinerja baik
dalam  periode  ketidakpastian
ekonomi yang tinggi.

Hasil menunjukkan bahwa LSTM
unggul dalam memprediksi in-
flasi, terutama pada data non-
musiman, karena kemampuannya
memanfaatkan struktur lag secara
menyeluruh, termasuk titik balik
data.

Pada penelitian tersebut menggu-
nakan beberapa arsitektur RNN
seperti RNN dasar, LSTM dan
GRU. Menghasilkan model GRU
yang terbaik dilihat dari analisan in-
dikator RMSE, MAE dan R,
Berdasarkan kumpulan data yang
besar dari indeks CPI-U AS, eval-
uasi menunjukkan bahwa model
HRNN

gungguli sejumlah besar baseline

secara signifikan men-

prediksi inflasi yang sudah ada.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)

ieneliti dan Tahun

Judul Penelitian

Hasil Penelitian

Zﬁewamalage dkk., 2021)

% BYXSNS NIN N!tw e3dioy

nei

itka dkk., 2022)

(Kumari dkk., 2023)

asirtafreshi, 2022)

Recurrent Neural Networks
for Time Series Forecasting:
Current status and future di-

rections

Recurrent neural network
model for high-speed train
vibration prediction from

time series

Recurrent neural network
architecture for forecasting
banana prices in Gujarat,
India

Forecasting cryptocurrency
prices using Recurrent Neu-
ral Network and Long Short-

term Memory

RNN, arsitektur

bertumpuk dengan LSTM, meru-

khususnya

pakan alternatif kompetitif untuk
peramalan.
tuhkan

Meskipun membu-
deseasonalisation  pada
pola musiman heterogen dan biaya
komputasi lebih tinggi, RNN dapat
memanfaatkan informasi antar-seri
untuk akurasi lebih baik. Dengan
dukungan infrastruktur  cloud,
RNN sering kali melampaui model
statistik seperti ETS dan ARIMA.

Hasil
bahwa arsitektur yang diusulkan
data
de-

ngan kesalahan yang lebih rendah

penelitian ~ menunjukkan

dapat mengatasi fluktuasi

dan menghasilkan prediksi

dibandingkan model lain. Namun,
model RNN-LSTM memiliki keter-
batasan terkait data sensor, kondisi
monoton, dan faktor eksternal di
dunia nyata.

RNN mengungguli model-model
lain dalam penelitian ini dalam
memprediksi harga yang akurat
jika dibandingkan dengan berbagai
teknik statistik dan pembelajaran
mesin. Keakuratan metodologi lain
seperti ARIMA, SARIMA, ARCH
GARCH, dan ANN masih jauh dari
yang diharapkan.

Penelitian ini menggunakan model
deep learning berbasis RNN dengan
metode LSTM untuk memprediksi

harga cryptocurrency.  Evaluasi
menggunakan RMSE, MAE,
MAPE, dan R? menunjukkan

bahwa metode ini lebih unggul
dibandingkan metode lain dalam

prediksi harga cryptocurrency.

nery wisey yjiyedAg ueyng yo £jsragrun dIwe[sy a3e3s
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)

ieneliti dan Tahun

Judul Penelitian

Hasil Penelitian

«Shen dkk., 2021)

urnaz & Demir, 2022)

nNely edsns NN YIIw ejdioy

(Peirano dkk., 2021)

ong dkk., 2020)

[S1 21818

Bathla, 2020)

1ure

Bitcoin Return Volatility
Forecasting: A Comparative
Study between GARCH and

RNN

Prediction of SO2 and
PM10 air pollutants using a
deep learning-based recur-
rent neural network: Case
of industrial city Sakarya

Forecasting  inflation  in
Latin American countries
SARIMA-LSTM

combination

using a

Time-series  well perfor-
mance prediction based on
Long Short-Term Memory
(LSTM) network

model

neural

Stock Price prediction using
LSTM and SVR

Membandingkan model
ekonometrik (GARCH dan
EWMA) dengan RNN dalam

memprediksi volatilitas  bitcoin.
RNN unggul dalam prediksi rata-
rata, namun kurang efektif dalam
menangkap kejadian ekstrem dan
memprediksi Value at Risk, menun-
jukkan bahwa machine learning
tidak selalu lebih unggul dari model
ekonometrik.

Hasil estimasi menunjukkan kore-
lasi antara 0,67 hingga 0,88 dan
RMSE antara 2,84 hingga 14,09,
yang menunjukkan hasil prediksi
yang cukup akurat meski dalam
kondisi pandemi.

Hasil

bahwa

penelitian ~ menunjukkan

model yang diusulkan
berdasarkan kombinasi SARIMA
dan LSTM memiliki akurasi yang
lebih tinggi dalam prakiraan inflasi
dibandingkan SARIMA dan LSTM
secara terpisah.

Studi kasus pada data sintetik dan
ladang minyak Xinjiang menun-
jukkan bahwa model LSTM men-
gungguli metode tradisional dan
peramalan lainnya.

Hasil analisis menunjukkan bahwa
LSTM menghasilkan akurasi yang
lebih baik dibandingkan SVR,
mengatasi  keterbatasan metode
tradisional seperti regresi linier,
SVR, dan ARIMA dalam menan-
gani kompleksitas data deret waktu

saham.
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ieneliti dan Tahun
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@Pramod & Pm, 2021)

-~

(@]

pe]

[0})]

=

=

@awar dkk., 2019)
=

w

=

w

Mehtab dkk., 2021)
>

QD

[ =

(Ma, 2020)

ISI2ATU[) JTWE[S] 21818

-
ei & Guo, 2022)

eng, 2023)

Stock Price Prediction Us-
ing LSTM

Stock Market Price Predic-
tion Using LSTM RNN

Stock Price Prediction Us-
ing Machine Learning and
LSTM-Based Deep Learning
Models

Comparison of ARIMA,
ANN and LSTM for Stock

Price Prediction

Comparative Analysis of
CPI Index Intelligent Pre-
diction Based on ARIMA &
LSTM Model

Analysis and Forecast of
CPI in China Based on
LSTM and VAR Model

Pada pengujian saham TATAMO-
TORS, algoritma berhasil mem-
prediksi harga pembukaan, seperti
pada hari ke-300 (prediksi 166 INR,
aktual 172 INR) dan hari ke-1484,
dengan perbedaan minimal antara
harga prediksi dan aktual.

Model RNN-LSTM memberikan
hasil prediksi yang lebih aku-
rat dibandingkan dengan algoritma
machine learning tradisional.
Model univariat berbasis LSTM
yang menggunakan data satu
minggu sebelumnya sebagai input
untuk memprediksi nilai pem-
bukaan minggu berikutnya dari
deret waktu NIFTY 50 adalah
model yang paling akurat.

Hasil analisis menunjukkan bahwa
model ANN lebih baik diband-
ingkan ARIMA, dan kinerja LSTM
lebih unggul daripada ANN. Model
ARIMA-GARCH  meningkatkan
akurasi ARIMA dengan memper-
baiki noise putih.

Penelitian ini membandingkan
model ARIMA dan LSTM untuk
memprediksi CPI China (1985-
2020).

bahwa meskipun kedua metode

Hasilnya menunjukkan

memiliki kelebihan dan kekurangan
masing-masing,
LSTM lebih
ARIMA.

Hasilnya menunjukkan bahwa error
LSTM jauh lebih rendah diband-
ingkan VAR dalam prediksi CPI,
meskipun VAR memberikan penje-

akurasi prediksi

tinggi  daripada

lasan eksplisit melalui uji kausalitas

Granger.

nery wisey jiyedg ueyng yoyh)

15



‘nery eysng NN uizi edue) undede ynjuaq wejep ul i} eAley ynings neje ueibegas yedueqiadwaw uep ueywnwnbusw Buele|q ‘'z

NVIE VASNS NIN
o/}

&

‘nery eysng NN Jefem BueA uebuijuaday ueyiBrisw yepn uedinbuad °q

‘yejesew niens uenelul] neje 3y uesinuad ‘uelode| ueunsnAuad ‘yelw | efuey uesinuad ‘venuad ‘ueyipipuad uebunuaday ynun eAuey uedinnbuad ‘e

h)

h

>

JJequins ueyingaAusw uep ueyjwniuesusw edue) Ul SN} BAIRY ynines neje uelbeges dinbusw Bueleiq *|

Buepun-Buepun 1Bunpuilig e3d1d ¥eH
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Judul Penelitian
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&Kwon dkk., 2019)

ramesti dkk., 2022)

nNery e)xsng NN yiiw eydioy

(Mardjo
2024)

&  Choksuchat,

(Kim & Moon, 2019)

[SI 23®e1S

Yan dkk., 2025)

S1ure

Time Series Classification of
Cryptocurrency Price Trend
Based on a Recurrent LSTM
Neural Network

Multivariate  time  series
stock price data prediction
in the banking sector in In-
donesia using Bidirectional
Long Short-Term Memory
(biLSTM)

HyBiLSTM:  Multivariate
Bitcoin Price Forecasting
Using Hybrid Time-Series
Models With Bidirectional
LSTM

BiLSTM model based on
multivariate time series data
in multiple field for forecast-

ing trading area

Time series prediction of
college student satisfaction
based on BiLSTM in big

data scenarios

Hasil perbandingan menggunakan
nilai fl-score menunjukkan bahwa
model LSTM mengungguli model
gradient boosting (GB), yang dike-
nal memiliki kinerja prediksi yang
baik. Dengan model LSTM, kami
mencapai peningkatan kinerja seki-
tar 7% dibandingkan dengan model
GB.

Hasil  pengujian
bahwa algoritma biLSTM dapat

memprediksi harga saham secara

menunjukkan

akurat dengan nilai RMSE yang
rendah dan MAPE di bawah 10%.

Hasilnya menunjukkan bahwa fak-
tor eksogen meningkatkan per-
forma ARIMA dan GARCH, se-
mentara BiLSTM unggul diband-
ingkan varian LSTM lainnya saat
dikombinasikan dengan ARIMAX
GARCHX.

Model BiLSTM berbasis time se-
ries multivariat diterapkan pada
prediksi area perdagangan, evalu-
asi menunjukkan model ini lebih
unggul dibandingkan metode lain
berdasarkan Root Mean Square Er-
TOr.

BiLSTM dengan konfigurasi opti-
mal berhasil memprediksi kepuasan
mahasiswa dengan akurasi tinggi,
menghasilkan MSE 0.1975, MAE
0.290, R 0.89, dan koefisien kore-
lasi 0.94. Model ini unggul dalam
menangani data nonlinier, tidak sta-
sioner, dan hubungan jangka pan-

jang.
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£Said dkk., 2021)

ootha dkk., 2020)

nely exsns N 1w eydio

(L. Zhang dkk., 2021)

(da Silva & Meneses, 2023)

hew dkk., 2023)

Predicting COVID-19 cases
using bidirectional LSTM

on multivariate time series

Stock Price Prediction using
Bidirectional LSTM based
Sequence to Sequence Mod-

eling and Multitask Learn-
ing

Air quality predictions with
a semi-supervised bidirec-
tional LSTM neural net-

work

Comparing Long  Short-
Term Memory (LSTM) and
bidirectional LSTM deep
neural networks for power

consumption prediction

Gold Prices Forecasting
Using Bidirectional LSTM
Model Based on SPX500
Index, USD Index, Crude
Oil Prices and CPI

Dengan menggunakan Bi-LSTM
dan menyertakan informasi lock-
down dalam data prakiraan, pen-
dekatan yang diusulkan mencapai
peningkatan yang signifikan dalam
kinerja prediksi dibandingkan de-
ngan teknik-teknik yang ada saat ini
dengan Qatar sebagai contoh.
Bi-Directional LSTM Seq2Seq dan
sistem multitugas berhasil mem-
prediksi harga OHCL saham Tata
Consumer Products dengan RMSE
masing-masing 3.98 dan 7.87, men-
gungguli algoritma pembelajaran
mesin lainnya.

Model semi-supervised berba-
sis EMD dan BiLSTM berhasil
PM2.5
dengan akurat menggunakan data

memprediksi konsentrasi
deret waktu sebagai input. Validasi
menunjukkan performa unggul
dibanding model LSTM standar.
Hasil menunjukkan bahwa Bil-
STM mengungguli LSTM secara
signifikan ~ berdasarkan  metrik
RMSE, MAE, MAPE, dan R?,
dengan wuji Friedman menun-
jukkan perbedaan signifikan secara
statistik (p = 0.0455).

Penelitian ini menggunakan Bidi-
rectional LSTM dengan optimasi
random search untuk meningkatkan
akurasi  prediksi harga emas
berdasarkan faktor seperti SPX500
Index, USD Index, harga minyak,

dan CPIL.
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&H. Vo dkk., 2020)

Nery exsns NN Miiw ejdioy

(Cham dkk., 2024)

L

BiS

Yang & Guo, 2021)

udiatmika dkk., 2024)

utta dkk., 2020)

Brent Oil Price Prediction
Using Bi-LSTM Network

Inflation Prediction Method
Based on Deep Learning

Evaluation of Machine
Learning Techniques for
Forecasting Malaysia’s
Consumer Price Index: A

Comparative Study

The
Gated
(GRU)  for

Prediction

Implementation  of
Recurrent  Unit
Gold Price
Using  Yahoo
Finance Data: A Case Study
and Analysis
A Gated Recurrent Unit Ap-
proach to Bitcoin Price Pre-

diction

Model BOP-BL berbasis Bi-LSTM

berhasil meningkatkan akurasi
prediksi harga minyak Brent
dibandingkan  metode = LSTM,

CNN-LSTM, dan CNN-Bi-LSTM.
Dengan tiga lapisan Bi-LSTM dan
satu fully connected layer, model
ini menghasilkan kinerja terbaik
berdasarkan metrik MSE, MAE,
RMSE, dan MAPE.

Hasil  penelitian ~ menunjukkan
bahwa model GRU-RNN memiliki
kinerja yang baik dalam mem-
prediksi tingkat inflasi di China,
berdasarkan indikator Indeks Harga
Konsumen (CPI).
dengan model tradisional seperti
AR dan VAR.

Hasil  penelitian  menunjukkan
bahwa model GRU (Gated Re-

current Unit) memberikan kinerja

Dibandingkan

terbaik dalam memprediksi Indeks
Harga Konsumen (CPI) Malaysia,
dengan nilai RMSE, MSE, dan
MAPE terendah.

Model GRU  berhasil
prediksi harga emas dengan akurasi

mem-

memadai. Kombinasi terbaik untuk
kinerja model adalah batch size 64
dan 100 epoch, yang menghasilkan
nilai MSE dan MAE terendah.

Hasil
bahwa model GRU dengan re-

penelitian  menunjukkan
current dropout lebih baik dalam
memprediksi harga Bitcoin harian
dibandingkan dengan model lain
yang ada.
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dPallotta & Ciciretti, 2024)

Rahman

(o
g
=N
g

dkk.,
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(Xu dkk., 2022)

Maasakkers  dkk.,

ISI9AIU) dIWIB]S
5

I-Shabandar dkk., 2021)

Should You Use GARCH
Models  for
Volatility? A Comparison to
GRU Neural Networks

Forecasting

Predicting Prices of Stock
Market using Gated Recur-
rent Units (GRUs) Neural
Networks

Stock movement prediction
via gated recurrent unit net-
work based on reinforce-
ment learning with incorpo-

rated attention mechanisms

Next-basket prediction in a
high-dimensional setting us-

ing gated recurrent units

A deep gated recurrent neu-
ral network for petroleum

production forecasting

Model Gated Recurrent Unit
(GRU) lebih cocok untuk pera-
malan  volatilitas  dibandingkan
dengan model GARCH, Markov
Switching GARCH, dan Hidden
Markov Model.

Model Units
(GRU) yang dimodifikasi berhasil
memprediksi harga saham dengan

Gated Recurrent

akurasi tinggi, mengatasi masalah
local minima, dan mengurangi
kompleksitas waktu. Penggunaan
mini-batch gradient descent mem-
berikan hasil yang baik, dengan
evaluasi menunjukkan akurasi yang
baik pada dataset waktu nyata.

Model prediksi pergerakan harga
saham berbasis Bidirectional GRU
dengan reinforcement learning
(RL) dan mekanisme perhatian
berhasil
teks

representasi semantik. Model ini

mengatasi noise pada

berita dan meningkatkan

mengungguli pendekatan lain dan
mencapai kinerja terbaik.

Model GRU untuk prediksi keran-
jang belanja berikutnya berhasil
mengungguli model benchmark
dan model prediksi terkini pada dua
dataset nyata. Model ini mampu
menangkap preferensi  dinamis

pelanggan, perilaku pembelian
berulang, dan keterkaitan produk
dalam keranjang belanja, serta
dapat menangani berbagai variabel
tambahan.

Model deep-gated recurrent neu-
ral network (GRU) yang diusulkan
untuk peramalan produksi minyak
lebih unggul dibandingkan dengan

pendekatan standar lainnya.
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i

nei

Li dkk., 2020)

anjung dkk., 2024)

ang dkk., 2020)

(Vii dkk., 2024)

. Bi dkk., 2024)

Li dkk., 2021)

Application of Gated Recur-
rent Unit (GRU) Neural Net-
work for Smart Batch Pro-

duction Prediction

Implementation Of the Bidi-
rectional Gated Recurrent
Unit Algorithm on Con-
sumer Price Index Data in
Indonesia
Mine Gas
Forecasting Model Based
on an Optimized BiGRU
Network

Concentration

Optimizing  E-Commerce
Fraud Detection with Bi-
GRU and Capsule Network

Architectures

A Hybrid Prediction Model
for International Crude Oil
Price Based on Variational
Mode Decomposition with
BiTCN-BiGRU-Aftention

Deep Learning Techniques

A New Hybrid VMD-ICSS-
BiGRU Approach for Gold
Futures Price Forecasting

and Algorithmic Trading

Model berbasis Gated Recurrent
Unit (GRU) untuk peramalan
produksi batch di reservoir kon-
China
pendekatan lainnya, seperti RNN
dan LSTM, dalam akurasi dan
kemampuan generalisasi.

Model BiGRU (Bidirectional Gated
Recurrent Unit) memberikan hasil

glomerat mengungguli

peramalan yang sangat baik untuk
data CPI Indonesia, dengan MAPE
sebesar 0.24%.

Model Adamax-BiGRU
peramalan konsentrasi gas men-
gungguli RNN, LSTM,
dan GRU, dengan pengurangan

untuk

model

error pada set pengujian sebesar
25.58%, 12.53%, dan 3.01%,
masing-masing.

Metode yang diusulkan, BiGRU-A-
CapsNet, mengungguli model Bi-
GRU dan CapsNet dalam deteksi
intrusi pada sistem e-commerce,
dengan akurasi rata-rata 95.44%.
Model Hybrid CLA-Conv BiGRU
dengan  strategi  preprocessing
berbasis HP Filter berhasil mem-
bangun

sistem prediksi harga

sayuran yang kuat.

Penelitian ini mengusulkan pen-
hibrida ~ VMD-ICSS-
BiGRU untuk memprediksi harga

dekatan

emas, yang terbukti meningkatkan

akurasi  prediksi  dibandingkan

model lainnya.
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£S. Wang dkk., 2022)

. Wang dkk., 2020)

Nery eXgns NN Miiw ejdioy

(Jrhilifa dkk., 2024)

. Li dkk., 2022)

e dkk., 2020)

Traffic flow prediction us-
ing bi-directional gated re-

current unit method

Vessel trajectory prediction
based on AlS data and bidi-

rectional GRU
Forecasting  smart  home
electricity consumption

using VMD-Bi-GRU

Time-series production fore-
casting method based on the
integration of Bidirectional
Gated Recurrent Unit (Bi-
GRU) network and Sparrow
Search Algorithm (SSA)

Research  on  Short-term
Power Load Forecasting

Based on Bi-GRU

Model Bi-GRU berhasil

prediksi arus lalu lintas dengan

mem-

akurasi tinggi dibandingkan model
GRU, Bi-LSTM, LSTM, dan
ARIMA. Dengan RMSE 30,38,
MAPE 9,88%, dan MAE 23,35,
Bi-GRU unggul dalam menangkap
karakteristik temporal non-linear
arus lalu lintas, meskipun terdapat
sedikit lag pada prediksi.

Hasil eksperimen menunjukkan
bahwa Bi-GRU memiliki akurasi
lebih tinggi dan kesalahan lebih
kecil dibandingkan model LSTM
dan GRU, sehingga efektif untuk
memantau lalu lintas kapal dan
mencegah kecelakaan di pelabuhan.
Model hybrid VMD-Bi-GRU di-
gunakan untuk memprediksi kon-
sumsi energi rumah tangga selama
24 jam ke depan dengan interval 15
menit. Hasil menunjukkan kinerja
luar biasa dengan MSE 0.0038 KW,
MAE 0.046 KW, MAPE 0.11%,
dan R? 0.98, menjadikannya model
prediksi yang sangat akurat.

Uji coba pada data simulasi, sumur
tunggal aktual, dan multi-sumur
menunjukkan model ini lebih ung-
gul dalam akurasi dan ketahanan
dibanding metode tradisional dan
jaringan saraf satu arah.

Model ini diterapkan pada data be-
ban listrik suatu distrik di China
dan menunjukkan performa supe-
rior dalam relevansi data waktu dan
keakuratan prediksi.
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BAB 3
METODOLOGI PENELITIAN

Setiap langkah dan proses yang dilakukan dalam penelitian ini dijelaskan

dio yeH @

n&elalui diagram alir, yang mencakup dari tahap perencanaan hingga dokumentasi,
seperti yang ditunjukkan pada Gambar 3.1.

~
=
=
cn Tahap Perencanaan
c
2
ATdentifikasi Masalah —»{ Menentukan Tujuan > Megetikan EgZan > Studi Pustaka
o) Masalah
0
2 |
-
Tahap Persiapan Data
Pengumpulan Data »| Preprocessing Data »| Normalisasi Data > Pembagaian Data

Y
Tahap Melatih Model

Arsitektur Algoritma
Arsitektur Algoritma RNN Arsitektur Algoritma
LSTM ¢ GRU
Optimasi Algoritma
| dengan Adam,
. . Nadam Arsitektur Algoritma
Arsitektur Algoritma dan RMSprop Bi-GRU
Bi-LSTM

A4
Tahap Analisis dan Hasil

Hasil Prediksi
Pergerakan Indeks
Harga Konsumen

Evaluasi Model >

Y

Dokumentasi

Gambar 3.1. Metodologi Penelitian
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3@% Tahap Perencanaan

E

Tahapan perencanaan merupakan tahap mendefinisikan ide awal penelitian,

cﬁnana pada tahap ini terdiri dari:

o1.

nery ejxsns NN Y!iw ejd
N

98]

s@‘a;e;é’;

b N =
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Identifikasi Masalah

Kenaikan IHK di Pekanbaru, Dumai, dan Tembilahan dapat berdampak sig-
nifikan terhadap peningkatan nilai inflasi. Oleh karena itu, diperlukan anali-
sis yang mendalam untuk menggambarkan kondisi IHK secara menyeluruh,
sehingga dapat diambil langkah-langkah yang tepat untuk mengendalikan
inflasi dan menjaga stabilitas ekonomi daerah.

Menentukan Tujuan

Untuk memperjelas arah dan fokus penelitian, pada tahap ini ditentukan tu-
juan dari penelitian. Adapun tujuan penelitian ini adalah untuk memprediksi
pergerakan indeks harga konsumen dan mengetahui tingkat keakuratann al-
goritma yang diterapkan yaitu RNN, LSTM, Bi-LSTM, GRU dan Bi-GRU.
Batasan Masalah

Batasan masalah dapat membantu menentukan batas dan lingkup penelitian
baik dari studi kasus maupun dari algoritma.

Studi Pustaka

Setelah permasalahan, tujuan, dan batasan masalah diidentifikasi maka pada
tahap ini dilakukan studi literatur terkait pemahaman materi yang akan diba-
has dalam penelitian.

Tahap Pengumpulan Data

Persiapan data bertujuan untuk memperoleh data-data yang berhubungan

gan penelitian. Adapun tahap dari persiapan data sebagai berikut:

Pengumpulan Data

Pengumpulan data pada penelitian ini dilakukan dengan mengambil data
melalui situs bps.riau.go.id.

Preprocessing Data

Pada tahap ini dilakukan pembersihan data untuk menghilangkan kolom
yang kurang relevan dan menghapus baris yang kosong pada data.
Normalisasi Data

Tahapan ini dilakukan untuk mengubah nilai pada data menjadi rentang O
hingga 1 dengan menggunakan teknik Min-Max Normalization.
Pembagian data

Pembagian data pada penelitian ini dilakukan dengan teknik Walk-Forward
Validation untuk menentukan data latih dan data uji.

23
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3@3 Tahap melatih Model

T Tahap ini merupakan proses dilakukannya pengolahan data untuk mendap-
agjgan model yang terlatih. Adapun algoritma yang digunakan yaitu RNN, LSTM,
Bi-LSTM, GRU dan Bi-GRU.yang dioptimasi dengan ADAM, NADAM dan RM-

%rop.

34 Tahap Analisis dan Hasil

= Tahapan ini menghasilkan output berupa informasi dan pengetahuan
Berdasarkan permasalahan yang diteliti. Adapun tahapan dari analisis dan hasil

}gritu:

w

= 1. Evaluasi Model

= Untuk mengetahui algoritma mana yang paling baik maka dilakukan perhi-
©

1 tungan tingkat kesalahan dari setiap algoritma menggunakan matriks evalu-
©  asi RMSE dan MAPE.

- 2. Hasil Prediksi Pergerakan Indeks Harga Konsumen

Setelah melatih model dan didapatkan model dengan tingkat kesalahan
terendah bandingkan hasil prediksi dan data aktual THK.

3.5 Dokumentasi
Tahapan yang paling akhir adalah proses pembuatan laporan penelitian,

yang hasil akhir nya berupa dokumentasi laporan tugas akhir.

24
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BAB 5
PENUTUP

Kesimpulan

Berdasarkan hasil analisis, disimpulkan bahwa model BiGRU menunjukkan

eydigd syeH @

p§rf0rma unggul di Pekanbaru dan Dumai. Hal ini terlihat dari nilai RMSE (Root
Mean Squared Error) dan MAPE (Mean Absolute Percentage Error) yang paling
rgldah. Di Pekanbaru, BiGRU mencapai RMSE 0,8497 dan MAPE 1,2603%. Se-
@ntara itu, di Dumai, BiGRU mencatatkan RMSE 0,8160 dan MAPE 1,1540%.

w Sebaliknya, model GRU menunjukkan performa paling optimal di Tembi-
lglan, dengan nilai RMSE sebesar 0,4613 dan MAPE sebesar 0,6938%. Ini me-
mxmjukkan bahwa GRU lebih efektif untuk kota-kota dengan data IHK yang lebih
stabil. Penelitian ini menegaskan bahwa teknik deep learning sangat efektif dalam
I%emprediksi pola IHK. Temuan ini memberikan wawasan berharga bagi para pem-
buat kebijakan dan peneliti di masa mendatang untuk menyempurnakan model dan

strategi ekonomi demi akurasi yang lebih tinggi.

5.2 Saran
Peneliti mengajukan beberapa saran sebagai berikut:
1. Untuk memperkuat model prediksi IHK, sangat penting untuk menginte-
grasikan variabel eksternal seperti harga komoditas global, kebijakan mon-
eter, nilai tukar rupiah, dan pertumbuhan ekonomi regional, agar model

lebih komprehensif dan prediktif.

™

Disarankan juga untuk membandingkan model deep learning dengan model
tradisional memberikan perspektif yang lebih lengkap tentang efektivitas
model deep learning, akan sangat bermanfaat untuk membandingkan kinerja
model BiGRU dan GRU dengan model ekonometrik tradisional yang sering

digunakan dalam prediksi inflasi.
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