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BAB 1

PENDAHULUAN

1.1 Latar Belakang
Indeks Harga Konsumen (IHK) adalah ukuran dasar yang umum digunakan

untuk menghitung inflasi. Indeks ini merupakan perkiraan perubahan biaya kon-
sumsi rumah tangga dan mengasumsikan utilitas konsumen yang konstan (Białek,
2020). Secara konseptual, IHK didasarkan pada teori indeks biaya hidup yang
mencerminkan biaya unik yang dihadapi individu berdasarkan preferensi terhadap
barang dan jasa, serta harga yang berlaku (Wynne dan Sigalla, 1994). Harga
barang dan jasa bersifat dinamis, berubah seiring berbagai faktor, termasuk kebi-
jakan ekonomi, perubahan pemerintahan, kebijakan nasional, dan bencana alam
(Konarasinghe, 2022). Dengan perannya yang signifikan, IHK menjadi indikator
penting dalam sistem ekonomi suatu negara, terutama dalam memahami struktur
harga dan dinamika inflasi (Nguyen dkk., 2023).

Data yang digunakan dalam penelitian ini berdasarkan dokumen-dokumen
yang dihasilkan oleh Badan Pusat Statistik Riau melalui situs riau.bps.go.id. BPS
menghitung tingkat inflasi di Riau dengan memperhatikan Indeks Harga Konsumen
(IHK) di tiga kota, yakni Kota Pekanbaru, Dumai, dan Tembilahan. Indeks Harga
Konsumen (IHK) di Pekanbaru, Dumai, dan Tembilahan menunjukkan perbedaan
yang signifikan, yang mencerminkan struktur ekonomi yang berbeda di masing-
masing kota. Pada tahun 2022, Pekanbaru mencatat laju inflasi tertinggi sebesar
7,07%, melampaui Dumai (6,33%) dan Tembilahan (5,91%). Angka-angka ini juga
lebih tinggi dibandingkan dengan kota-kota besar seperti Jakarta (4,21%) serta rata-
rata nasional (5,51%).

Kenaikan IHK di ketiga kota ini dapat berdampak signifikan terhadap pen-
ingkatan nilai inflasi. Oleh karena itu, diperlukan analisis yang mendalam untuk
menggambarkan kondisi IHK secara menyeluruh, sehingga dapat diambil langkah-
langkah yang tepat untuk mengendalikan inflasi dan menjaga stabilitas ekonomi da-
erah. Salah satu metode yang dapat diterapkan adalah peramalan angka IHK untuk
beberapa periode mendatang (Mukron dkk., 2021). Penghitungan IHK ditujukan
untuk mengetahui perubahan harga dari sekelompok tetap barang/jasa yang umum-
nya dikonsumsi oleh masyarakat setempat (Wanto dan Windarto, 2017). Pentingnya
mengetahui kondisi perekonomian yang akan datang, menjadi kunci pergerakan
arah siklus ekonomi. Dengan melakukan suatu prediksi, pengetahuan tentang po-
sisi perekonomian Indonesia dapat diketahui sehingga dapat mengantisipasi atau
meminimalisasi resiko yang mungkin akan timbul (Wanto, 2017).



Metode peramalan (forecasting) terdiri dari metode kualitatif dan kuanti-
tatif. Salah satu metode yang termasuk dalam metode kuantitatif adalah metode
time series atau runtun waktu. Time series atau runtun waktu ialah himpunan obser-
vasi data yang terurut dalam waktu, sehingga metode time series dapat menganalisis
dan juga menentukan pola data pada masa lalu yang dikumpulkan berdasarkan uru-
tan waktu dan memprosesnya untuk mendapatkan hasil prediksi di masa yang akan
datang (Tursina dkk., 2023).

Terdapat banyak metode machine learning yang dapat memprediksi data
time series, Recurrent Neural Networks (RNN) adalah salah satu metode deep
learning yang dirancang khusus untuk data berurutan seperti time series. RNN
memiliki koneksi berulang yang memungkinkan mereka untuk mempertimbangkan
informasi dari langkah waktu sebelumnya saat membuat prediksi. Namun, RNN
tradisional menghadapi masalah vanishing gradient, yang menyebabkan kesulitan
dalam mempelajari ketergantungan jangka panjang dalam data time series. Untuk
mengatasi masalah ini, arsitektur RNN yang lebih canggih, seperti Long ShortTerm
Memory (LSTM) dan Gated Recurrent Unit (GRU) (Arwansyah dkk., 2022).

Long ShortTerm Memory (LSTM) merupakan sebuah evolusi dari arsitektur
RNN, dimana pertama kali diperkenalkan oleh Hochreiter & Schmidhuber (1997).
Unit LSTM terdiri dari sel memori yang menyimpan informasi yang diperbarui
oleh tiga gerbang (gate) khusus, yaitu input gate, forget gate, dan output gate (Sofi
dkk., 2021). Pengembangan dari model LSTM yaitu Bidirectional Long Short-
Term Memory (Bi-LSTM) yang diperkenalkan Graves dan Schmidhuber pada tahun
2005. Bidirectional Long Short-Term Memory (Bi-LSTM) dikatakan tumpukan dari
LSTM, terdiri dari forward layer yang digunakan untuk memproses informasi se-
belumnya, dan backward layer yang digunakan untuk memproses informasi sete-
lahnya (Puteri, 2023).

Gated Recurrent Unit (GRU) adalah salah satu pengembangan arsitektur
RNN yang yang dapat mengklasifikasikan data berurutan atau time series. Kelebi-
han GRU adalah proses komputasi yang lebih sederhana dibanding LSTM, namun
memiliki akurasi yang setara dan cukup efektif dalam mengurangi permasahan hi-
langnya gradien (vanishing gradient) (Meriani dan Rahmatulloh, 2024). Bidirec-
tional Gated Recurrent Unit (Bi-GRU) adalah arsitektur GRU yang terdiri dari dua
GRU, GRU pertama mengambil input gate dalam arah maju, dan yang lainnya
dalam arah mundur dengan mengambil forget gate. Sejak diperkenalkan, banyak
peneliti menggunakan Bi-GRU untuk banyak tugas yang berbeda, termasuk anali-
sis sentimen dan variannya (Dewi dkk., 2023).

Beberapa penelitian untuk prediksi juga menggunakan algoritma RNN,
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LSTM, Bi-LSTM, GRU dan Bi-GRU diantaranya adalah penelitian melakukan
perbandingan hasil prediksi inflasi menggunakan model ARIMA dengan model
LSTM. Kedua model prediksi dievaluasi menggunakan nilai MAPE. Berdasarkan
nilai MAPE, prediksi inflasi menggunakan model LSTM lebih akurat dibandingkan
dengan hasil prediksi menggunakan model ARIMA-GARCH (Mutiara dkk., 2024).
Penelitian selanjutnya yang menggunakan model Bididecrtional-LSTM (Bi-LSTM)
dan Analisis Spektrum Tunggal (SSA) dalam meramalkan harga cabai. Model SSA
yang digunakan adalah model Alexandrov Autogrouping SSA, model Alternative
Autogrouping SSA, dan model Hybrid SSA-ARIMA. Berdasarkan hasil analisis,
model terbaik ditemukan adalah model BiLSTM dengan nilai MAPE terkecil sebe-
sar 4,191%, dengan sampel luaran sebesar 10% dari total data (Darmawan, , dkk.,
2023).

Penelitian lainnya melakukan prediksi harga saham terhadap data saham PT
Bank Central Asia dari tahun 2019 sampai 2024 menggunakan algoritma Gated
Recurrent Units (GRU). Penerapan model disini untuk mencari nilai RMSE, MSE,
MAE, R2, MGD dan MPD lalu untuk nilai evaluasi mencari nilai accuracy, f1-
score, precision, dan recall. Didapatkannya suatu kesimpulan bahwa deep learning
bisa diaplikasikan dalam proses untuk memprediksi harga saham dengan metode
Gated Recurrent Unit (GRU) (Prayogi dkk., 2024). Penelitian berikutnya men-
erapkan model Bidirectional Gated Recurrent Unit (BiGRU) untuk data Indeks
Harga Konsumen (IHK) di Indonesia periode Januari 2006–Desember 2022. De-
ngan menggunakan sliding window ukuran 10, model BiGRU terbaik yang terdiri
dari dua layer dengan 256 neuron, fungsi aktivasi ReLU, optimizer Adam, dan 200
epoch, menghasilkan nilai MAPE 0,24%, menunjukkan kinerja prediksi yang sa-
ngat baik (Tanjung dkk., 2024).

Berdasarkan pemaparan di atas, penelitian ini bertujuan untuk memband-
ingkan algoritma RNN, LSTM, Bi-LSTM, GRU, dan Bi-GRU dalam mengidenti-
fikasi algoritma dengan tingkat kesalahan (error) prediksi terendah pada pergerakan
Indeks Harga Konsumen (IHK) di wilayah Pekanbaru, Dumai dan Tembilahan. Di-
harapkan hasil penelitian ini dapat memberikan manfaat bagi masyarakat, khusus-
nya pelaku ekonomi dan pembuat kebijakan, dalam menganalisis dan mengam-
bil keputusan yang lebih akurat terkait pengendalian inflasi dan menjaga stabilitas
ekonomi di kedua kota tersebut.

1.2 Perumusan Masalah
Adapun rumusan masalah pada penelitian ini adalah Rumusan masalah

penelitian ini adalah bagaimana penerapan RNN, LSTM, Bi-LSTM, GRU, dan Bi-
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GRU untuk memprediksi indeks harga konsumen di Pekanbaru, Dumai, dan Tem-
bilahan.

1.3 Batasan Masalah
Adapun batasan masalah Tugas Akhir ini adalah:

1. Dataset yang digunakan dalam penelitian ini adalah data Indeks Harga Kon-
sumen (IHK) untuk wilayah Pekambaru, Dumai, dan Tembilahan. Diambil
dari situs resmi Badan Pusat Statistik (BPS) Riau dengan rentang waktu
tahun 2010 hingga 2023 untuk Kota Pekanbaru dan Dumai. Sedangkan un-
tuk Kota Tembilahan dimulai dari Tahun 2014 hingga 2023.

2. Pemodelan menggunakan agoritma RNN, LSTM, BiLSTM, GRU, dan Bi-
GRU. Model yang terbaik akan digunakan untuk memprediksi untuk peri-
ode selanjutnya.

3. Optimizer yang akan digunakan ada tiga yaitu, Adam, Nadam, dan RM-
Sprop.

4. Tools yang digunakan adalah Google Colaboratory dengan bahasa pemro-
graman Python.

1.4 Tujuan
Adapun tujuan penelitian ini adalah membandingkan performa algoritma

RNN, LSTM, Bi-LSTM, GRU, dan Bi-GRU dalam memprediksi Indeks Harga
Konsumen (IHK) di Pekanbaru, Dumai, dan Tembilahan, guna menentukan model
terbaik dengan tingkat kesalahan terendah.

1.5 Manfaat
Manfaat dari penelitian Tugas Akhir ini adalah:

1. Mendapatkan hasil penerapan algoritma RNN, LSTM, BiLSTM, GRU, dan
BiGRU.

2. Mengetahui optimasi terbaik untuk meningkatkan performa model dan men-
gurangi tingkat kesalahan model dalam memprediksi harga indeks kon-
sumen.

3. Menghasilkan model yang dapat memprediksi pergerakan harga indeks kon-
sumen di Pekanbaru, Dumai, dan Tembilahan.

1.6 Sistematika Penulisan
Sistematika penulisan pada penelitian Tugas Akhir dibawah ini menjelaskan

alur dan tahap yang dilalui selama proses penelitian. Adapun dengan sistematika
penulisan pada penelitian ini adalah sebagai berikut:

BAB 1. PENDAHULUAN
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Pada bab ini dipaparkan latar belakang penelitian, rumusan masalah, batasan
masalah, tujuan penelitian ini dilakukan, manfaat serta sistematika penulisan lapo-
ran Tugas Akhir.

BAB 2. LANDASAN TEORI
Bab ini memaparkan teori-teori yang bersumber dari jurnal ilmiah, prosid-

ing, buku, serta studi kepustakaan yang dgunakan sebagai tinjauan dalam pembu-
atan laporan Tugas Akhir.

BAB 3. METODOLOGI PENELITIAN
Pada bab ini akan dibahas metodologi penelitian yang diimplementasikan

dalam penyusunan Tugas Akhir ini, baik metodologi dalam analisa masalah, pen-
golahan data, perhitungan algoritma, maupun analisis hasil penelitian.

BAB 4. HASIL DAN PEMBAHASAN
Bab ini menjelaskan analisis prediksi pergerakan saham dengan menggu-

nakan algoritma Recurrent Neural Network, Long Short-Term Memory, Bidirec-
tional Long Short-Term Memory, Gated Recurrent Unit dan Bidirectional Gated
Recurrent Unit, serta pengujian nilai error dari keempat algoritma.

BAB 5. PENUTUP
Bab ini berisikan kesimpulan dari Tugas Akhir yang dibuat dan saran pe-

ngembangan untuk penelitian selanjutnya.
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BAB 2

LANDASAN TEORI

2.1 Indeks Harga Konsumen
Indeks Harga Konsumen (IHK) adalah indeks yang dibuat untuk mengukur

fluktuasi harga barang dan jasa yang dibeli oleh rumah tangga untuk kehidupan
sehari-hari (Chang dan Soonhui, 2023). Laju kenaikan harga barang dan jasa atau
inflasi dan laju penurunan harga barang dan jasa atau deflasi untuk kebutuhan rumah
tangga sehari-hari merupakan perubahan Indeks Harga Konsumen dari waktu ke
waktu (Hafni dan Hariani, 2022).

Inflasi didefinisikan sebagai situasi di mana harga barang-barang secara
umum mengalami kenaikan secara terus menerus. Untuk mengukur inflasi, Badan
Pusat Statistik (BPS) menggunakan Indeks Harga Konsumen (IHK) (Fauzan dkk.,
2018). Angka IHK mengukur perubahan tingkat harga umum dari sekelompok ko-
moditas. Dengan demikian, angka ini mengukur perubahan dalam daya beli uang
(Nyoni, 2019).

IHK dipilih sebagai salah satu acuan inflasi karena frekuensi dan ketepatan
waktu yang dihasilkan. Selain inflasi yang berpengaruh dalam keputusan peme-
rintah dalam mengambil kebijakan ekonomi, inflasi juga digunakan sebagai bahan
pertimbangan untuk berbagai aspek keuangan sosial seperti pensiun, pengangguran,
dan pendanaan pemerintah (Zahara dkk., 2020).

2.2 Time Series
Time series atau deret waktu didefinisikan sebagai urutan nilai, yang di-

urutkan secara kronologis, dan diamati dari waktu ke waktu. Meskipun waktu
adalah variabel yang diukur secara kontinu, nilai dalam deret waktu diambil sam-
pelnya pada interval yang konstan (frekuensi pengambilan sampel tetap) (Torres
dkk., 2021).

Prediksi deret waktu dapat digambarkan secara umum sebagai proses yang
mengekstrak informasi yang berguna dari data historis dan kemudian menentukan
nilai masa depan (Hua dkk., 2019). Mengidentifikasi tren dan kecenderungan
melalui prediksi deret waktu menjadi salah satu topik yang penting, karena hasil dari
prediksi ini dapat digunakan sebagai dasar untuk berbagai aplikasi, seperti peren-
canaan produksi, pengendalian, optimasi, dan lainnya (Han dkk., 2021).

2.3 Deep Learning
Deep learning adalah konsep pembelajaran mesin yang didasarkan pada

jaringan saraf tiruan (Janiesch dkk., 2021). Metode ini melibatkan banyak lapisan



pengklasifikasi yang bekerja bersama, mirip dengan regresi linier tradisional, tetapi
dengan lebih banyak node atau unit saraf, yang membentuk jaringan saraf. Berbeda
dengan pendekatan tradisional yang hanya memiliki satu lapisan, deep learning
memiliki banyak lapisan tersembunyi antara input dan output, dengan ratusan
hingga ribuan unit saraf di setiap lapisannya (Dong dkk., 2021). Keuntungan utama
dari model Deep Learning adalah kemampuannya untuk secara otomatis mengek-
straksi fitur-fitur penting dari data input melalui prosedur pembelajaran umum
(Sezer dkk., 2020).

2.4 Recurrent Neural Networks (RNN)
RNN adalah jaringan saraf yang dirancang untuk menangani data berurutan,

di mana setiap nilai bergantung pada nilai sebelumnya (Barkan dkk., 2023). Tidak
seperti model pembelajaran mesin lainnya, RNN memiliki koneksi berulang, yang
memungkinkan output saat ini terkait dengan output sebelumnya. Jaringan meny-
impan data dari langkah waktu sebelumnya untuk membantu menentukan hasil saat
ini (Amalou dkk., 2022). Persamaan umum untuk Sel RNN dapat dilihat Per-
samaan 2.1 (Amalou dkk., 2022):

ht = tanh(Wxt +Uht−1 +b) (2.1)

Dalam model ini, xt mewakili input pada waktu t dan ht−1 menun-
jukkan keadaan internal yang dibawa dari langkah waktu sebelumnya. Bobot Wh

menghubungkan input dengan keadaan tersembunyi, sementara Uh menghubungkan
keadaan tersembunyi sebelumnya dengan keadaan saat ini. Bias b digunakan un-
tuk menyesuaikan output model. tanh digunakan sebagai fungsi aktivasi untuk
menanamkan non-linearitas ke dalam jaringan.

2.5 Long Short-Term Memory (LSTM
LSTM diciptakan untuk menangani ketergantungan jangka panjang dengan

menyimpan informasi dari masa lalu dan memanggilnya kembali ketika diperlukan
(Luchia dkk., 2024). LSTM terdiri dari beberapa sel memori, masing-masing
dilengkapi dengan tiga gerbang dan status untuk mengatur aliran data melalui sel.
Desain ini sangat berguna untuk memprediksi nilai dalam konteks data deret waktu
(Alsharef dkk., 2022).

Ada enam persamaan formal yang terkait dengan mekanisme gating dalam
sel LSTM seperti yang diberikan di bawah ini di mana ft adalah gerbang lupa pada
sel saat ini, it adalah gerbang input pada sel saat ini, ot adalah nilai gerbang out-
put pada sel saat ini, Ct adalah kondisi sel saat ini, C̃t adalah kandidat kondisi
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sel (berikutnya), Wf ,Wi,WC,Wo,U f ,Ui,UC,Uo adalah bobot jaringan, b f ,bi,bC,bo

adalah nilai variabel bias, ht adalah nilai hidden state saat ini, ht−1 adalah nilai
hidden state sebelumnya, dan xt adalah nilai input yang baru (Hansun dan Suryadi-
brata, 2021).

ft = σ(Wf xt +U f ht−1 +b f ) (2.2)

it = σ(Wixt +Uiht−1 +bi) (2.3)

C̃t = tanh(WCxt +UCht−1 +bC) (2.4)

ct = ft⊙ ct−1 + it⊙C̃t (2.5)

ot = σ(Woxt +Uoht−1 +bo) (2.6)

ht = ot⊙ tanh(ct) (2.7)

2.6 Bidirectional Long Short-Term Memory (BiLSTM)
BiLSTM adalah versi yang disempurnakan dari algoritma LSTM. Algoritma

BiLSTM menggabungkan fungsi ideal dari RNN dua arah dan LSTM. Hal ini di-
lakukan dengan menggabungkan dua keadaan tersembunyi, yang memungkinkan
informasi datang dari lapisan mundur dan lapisan maju (Aung dkk., 2023).

Dimana wi (i = 1,2, . . . ,6) adalah enam matriks bobot independen seba-
gai berikut: bobot input ke lapisan tersembunyi maju dan mundur (w1,w3), bobot
lapisan tersembunyi ke lapisan tersembunyi (w2,w5), bobot lapisan tersembunyi
maju dan mundur ke lapisan keluaran (w4,w6). Keenam bobot ini digunakan beru-
lang kali pada setiap langkah waktu. Lapisan tersembunyi dari model Bi-LSTM
perlu menyimpan dua nilai ht di mana

−→
ht digunakan untuk perhitungan maju dan

←−
ht digunakan untuk perhitungan mundur. Nilai keluaran akhir dari diperoleh de-
ngan menggabungkan keluaran dari lapisan maju dan lapisan mundur, yang secara
matematis dapat dinyatakan, Persamaan 2.8 - 2.10 sebagai berikut (Yin dkk., 2020).

−→
Ht = f (w1xt +w2

−−→
ht−1) (2.8)

←−
ht = f (w3xt +w3

←−−
ht+1) (2.9)

Ot = g(w4
−→
Ht +w6

←−
ht ) (2.10)

2.7 Gated Recurrent Unit (GRU)
Gated Recurrent Unit (GRU) adalah komponen jaringan saraf yang banyak

digunakan untuk mengatur aliran informasi dengan cara melakukan pembelajaran
(Zhai dkk., 2020). Jaringan GRU hanya terdiri dari dua lapisan gate: reset gate
dan update gate. Reset gate menentukan sejauh mana informasi yang akan dibuang
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dari memori sebelumnya, sedangkan update gate berfungsi mirip dengan forget gate
dan input gate dalam sel LSTM, memutuskan berapa banyak informasi dari memori
sebelumnya yang harus diteruskan (Primananda dan Isa, 2021). Gerbang-gerbang
tersebut, yaitu, zt dan rt , serta parameter-parameternya, yaitu, Wz, Wr, dan W , dari
GRU diperbarui dalam proses pelatihan. Persamaan tersebut dapat dilihat di bawah
ini (L. Bi dkk., 2020).

Zt = σ(Wz · [ht−1,xt ]+bz) (2.11)

rt = σ(Wr · [ht−1,xt ]+br) (2.12)

h̃t = tanh(Wh · [rt ,xt ]+bc) (2.13)

ht = (1−Zt)⊙ht−1 +Zt⊙ h̃t (2.14)

2.8 Bidirectional Gated Recurrent Unit (BiGRU)
Bi-GRU atau Bidirectional Gated Recurrent Unit terdiri dari dua GRU yang

searah dan berorientasi berlawanan, dan keduanya terhubung ke lapisan keluaran
yang sama. Oleh karena itu, lapisan keluaran memiliki informasi masa lalu dan
masa depan yang lengkap dari setiap titik dalam urutan masukan, dan dapat meng-
gabungkan lebih banyak informasi secara berurutan (Meng dkk., 2021).

Dimana
−→
h1

t ∈ RH dan
−→
h2

t ∈ RH adalah vektor output dari lapisan tersem-
bunyi dari lapisan maju pada lapisan pertama dan kedua dari jaringan saraf tiruan
Bi-GRU pada waktu t, H adalah jumlah unit pada sel GRU,

←−
h1

t ∈ RH dan
←−
h2

t ∈ RH

adalah vektor output dari lapisan tersembunyi pada lapisan mundur di lapisan per-
tama dan kedua jaringan saraf tiruan Bi-GRU pada waktu t, yt ∈ RT adalah nilai
dari kata yang bersesuaian pada setiap label pada waktu t, T adalah jumlah label,
xt adalah input jaringan saraf pada waktu t, f (·) adalah pemrosesan jaringan saraf
tiruan GRU, g(·) adalah fungsi aktivasi, di mana g(x)i =

exi

∑
N
k=1 exk

, dan w dan b adalah
matriks bobot yang perlu dipelajari (P. Li dkk., 2020).

−→
h1

t = f (w−→
xh1xt +w−−→

h1h1

−−→
h1

t−1 +b−→
h1) (2.15)

←−
h1

t = f (w←−
xh1xt +w←−−

h1h1

←−−
h1

t+1 +b←−
h1) (2.16)

−→
h2

t = f (w−−→
h1h2

−→
h1

t +w−−→
h2h2

−−→
h2

t−1 +b−→
h2) (2.17)

←−
h2

t = f (w←−−
h1h2

←−
h1

t +w←−−
h2h2

←−−
h2

t+1 +b←−
h2) (2.18)

yt = g(w−→
h2y

−→
h2

t +w←−
h2y

←−
h2

t +by) (2.19)
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2.9 Time Steps
Metode sliding window biasanya digunakan untuk melakukan pra-

pemrosesan data, dengan ukuran jendela sebagai parameter variabel yang biasa
disebut sebagai time step (Gao dkk., 2020). Untuk data deret waktu, teknik windows
sliding diterapkan untuk membantu model menangkap ketergantungan waktu atau
menyiapkan data dalam format yang dibutuhkan oleh algoritma Machine Learning
(Ghosh dan Grolinger, 2020).

2.10 Min-Max Normalization
Normalisasi data adalah salah satu pendekatan pra-pemrosesan di mana data

diskalakan atau ditransformasikan untuk memberikan kontribusi yang sama dari se-
tiap fitur (Singh dan Singh, 2020). Ada tiga teknik normalisasi: Normalisasi skor-Z,
Normalisasi Min-Maks, dan Normalisasi dengan penskalaan desimal (Hossein Java-
heri, 2008). Pada penelitian ini digunakan Normalisasi Min-Max. Metode ini men-
skalakan ulang fitur atau output dalam kisaran apa pun ke dalam kisaran yang baru.
Biasanya, fitur diskalakan antara 0-1 atau (-1)-1. Persamaan yang digunakan dalam
metode ini adalah seperti di bawah ini (Aksu dkk., 2019).

X ′ =
xi− xmn

xm− xmn
(2.20)

Dalam konteks normalisasi data, rumus yang digunakan adalah Per-
samaan 2.20. Di sini, X ′ merepresentasikan nilai hasil normalisasi dari data. Vari-
abel xi adalah nilai aktual data yang akan dinormalisasi. Sementara itu, xmn melam-
bangkan nilai minimum yang ditemukan dalam dataset fitur X , dan xm adalah nilai
maksimum yang ada pada dataset fitur X tersebut.

2.11 Optimizer
Mempelajari dampak dari varians dalam metode optimasi, seperti yang

ditekankan oleh Ruder (2016) sangat penting untuk meningkatkan kinerja pengop-
timal (Arthur dkk., 2024). Salah satu pengoptimal yang paling terkenal adalah
Adam, yang memiliki keunggulan utama yaitu invariansi besaran pembaruan pa-
rameter terhadap perubahan skala gradien. Namun, pengoptimal lain sering dipilih
karena mereka menggeneralisasi dengan lebih baik (Llugsi dkk., 2021). Penelitian
ini menggunakan optimizer Adam, Nadam dan RMSprop.

2.11.1 Adaptive Moment Estimation optimization (Adam)
Pengoptimal Adam telah banyak digunakan dalam bidang deep learning

karena tingkat pembelajarannya yang adaptif dan kecepatan konvergensi yang re-
latif cepat (Liu, 2021). Dengan menggunakan metode ini dapat menggunakan
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banyak memori, konsistensi dalam garis gradien diagonal dan sangat dapat diter-
apkan pada masalah yang besar atau banyak parameter (J. Bi dkk., 2019).

2.11.2 Nesterov-accelerated Adaptive Moment Estimation (Nadam)
Nadam adalah pengoptimal Adam yang mengadopsi momentum Nesterov

(L. Li dkk., 2020). Ini digunakan untuk meningkatkan kemampuan konvergensi dan
karenanya meningkatkan proses pelatihan model dengan peningkatan tertentu pada
algoritma penurunan gradien stokastik (Koushik dan Srinivasa, 2021). Diband-
ingkan dengan pengoptimal Adam, pengoptimal Nadam lebih cepat konvergen dan
lebih cocok untuk fase pra-pelatihan (Xiao dkk., 2019).

2.11.3 Root Mean Square Propagation (RMSprop)
Fungsi RMSProp yang dikembangkan oleh Geoffrey Hinton biasanya meru-

pakan pilihan yang cocok untuk RNN. Dalam algoritma RMSProp, laju pembe-
lajaran untuk setiap parameter secara otomatis disesuaikan dengan rata-rata pelu-
ruhan eksponensial dari gradien kuadrat. Pengembang RMSProp menyarankan un-
tuk mengatur nilai default untuk untuk learning rate ke η = 0.001 (Moskolaı̈ dkk.,
2021).

2.12 Matriks Evaluasi
Mean Absolute Percentage Error (MAPE) dan Root Mean Squared Error

(RMSE). Sebuah skor MAPE yang lebih rendah menunjukkan bahwa model memi-
liki akurasi prediksi yang lebih baik (Jamadar dkk., 2024). Nilai kualitas prediksi
berdasarkan rentang MAPE ditunjukkan pada Tabel 2.1

Tabel 2.1. Rentang MAPE

MAPE Deskripsi
< 10% Signifikansi luar biasa
10%−20% Signifikansi baik
20%−50% Signifikansi moderat
> 50% Signifikansi rendah

Berdasarkan panduan tersebut, metode dianggap memiliki dampak luar bi-
asa jika nilai MAPE di bawah 10%. Jika nilai MAPE berada dalam rentang 10%-
20%, model dianggap memiliki relevansi yang baik. Oleh karena itu, dalam peneli-
tian ini, diharapkan peningkatan nilai MAPE tidak melebihi 20%. Selain itu, RMSE
dan MAPE biasanya digunakan untuk mengevaluasi model deep learning dalam
prediksi (Jamadar dkk., 2024). Metrik-metrik ini dihitung dengan menggunakan
Persamaan 2.21 dan 2.22. Di sini, Pt adalah nilai prediksi pada waktu t, Zt adalah
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nilai observasi pada waktu t dan N adalah jumlah prediksi (Zhang dkk., 2014).

MAPE =
1
T

T

∑
t=1

∣∣∣∣Pt− Ẑt

Zt

∣∣∣∣ (2.21)

RMSE =

√
1
T

T

∑
t=1

(Pt− Ẑt)2 (2.22)

2.13 Penelitian Terdahulu
Berikut merupakan beberapa penelitian terdahulu yang berkaitan dengan

penelitian ini.

Tabel 2.2. Penelitian Terdahulu

Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Paranhos, 2021) Predicting Inflation with Re-

current Neural Networks
RNN model LSTM dapat meng-
hasilkan prediksi yang baik dalam
meramalkan tren jangka panjang
dari inflasi dan berkinerja baik
dalam periode ketidakpastian
ekonomi yang tinggi.

(Almosova & Andresen,
2023)

Nonlinear inflation forecast-
ing with recurrent neural
networks

Hasil menunjukkan bahwa LSTM
unggul dalam memprediksi in-
flasi, terutama pada data non-
musiman, karena kemampuannya
memanfaatkan struktur lag secara
menyeluruh, termasuk titik balik
data.

(Amalou dkk., 2022) Multivariate time series pre-
diction by RNN architec-
tures for energy consump-
tion forecasting

Pada penelitian tersebut menggu-
nakan beberapa arsitektur RNN
seperti RNN dasar, LSTM dan
GRU. Menghasilkan model GRU
yang terbaik dilihat dari analisan in-
dikator RMSE, MAE dan R2.

(Barkan dkk., 2023) Recurrent neural networks
for time series classification

Berdasarkan kumpulan data yang
besar dari indeks CPI-U AS, eval-
uasi menunjukkan bahwa model
HRNN secara signifikan men-
gungguli sejumlah besar baseline
prediksi inflasi yang sudah ada.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Hewamalage dkk., 2021) Recurrent Neural Networks

for Time Series Forecasting:
Current status and future di-
rections

RNN, khususnya arsitektur
bertumpuk dengan LSTM, meru-
pakan alternatif kompetitif untuk
peramalan. Meskipun membu-
tuhkan deseasonalisation pada
pola musiman heterogen dan biaya
komputasi lebih tinggi, RNN dapat
memanfaatkan informasi antar-seri
untuk akurasi lebih baik. Dengan
dukungan infrastruktur cloud,
RNN sering kali melampaui model
statistik seperti ETS dan ARIMA.

(Siłka dkk., 2022) Recurrent neural network
model for high-speed train
vibration prediction from
time series

Hasil penelitian menunjukkan
bahwa arsitektur yang diusulkan
dapat mengatasi fluktuasi data
dan menghasilkan prediksi de-
ngan kesalahan yang lebih rendah
dibandingkan model lain. Namun,
model RNN-LSTM memiliki keter-
batasan terkait data sensor, kondisi
monoton, dan faktor eksternal di
dunia nyata.

(Kumari dkk., 2023) Recurrent neural network
architecture for forecasting
banana prices in Gujarat,
India

RNN mengungguli model-model
lain dalam penelitian ini dalam
memprediksi harga yang akurat
jika dibandingkan dengan berbagai
teknik statistik dan pembelajaran
mesin. Keakuratan metodologi lain
seperti ARIMA, SARIMA, ARCH
GARCH, dan ANN masih jauh dari
yang diharapkan.

(Nasirtafreshi, 2022) Forecasting cryptocurrency
prices using Recurrent Neu-
ral Network and Long Short-
term Memory

Penelitian ini menggunakan model
deep learning berbasis RNN dengan
metode LSTM untuk memprediksi
harga cryptocurrency. Evaluasi
menggunakan RMSE, MAE,
MAPE, dan R2 menunjukkan
bahwa metode ini lebih unggul
dibandingkan metode lain dalam
prediksi harga cryptocurrency.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Shen dkk., 2021) Bitcoin Return Volatility

Forecasting: A Comparative
Study between GARCH and
RNN

Membandingkan model
ekonometrik (GARCH dan
EWMA) dengan RNN dalam
memprediksi volatilitas bitcoin.
RNN unggul dalam prediksi rata-
rata, namun kurang efektif dalam
menangkap kejadian ekstrem dan
memprediksi Value at Risk, menun-
jukkan bahwa machine learning
tidak selalu lebih unggul dari model
ekonometrik.

(Kurnaz & Demir, 2022) Prediction of SO2 and
PM10 air pollutants using a
deep learning-based recur-
rent neural network: Case
of industrial city Sakarya

Hasil estimasi menunjukkan kore-
lasi antara 0,67 hingga 0,88 dan
RMSE antara 2,84 hingga 14,09,
yang menunjukkan hasil prediksi
yang cukup akurat meski dalam
kondisi pandemi.

(Peirano dkk., 2021) Forecasting inflation in
Latin American countries
using a SARIMA–LSTM
combination

Hasil penelitian menunjukkan
bahwa model yang diusulkan
berdasarkan kombinasi SARIMA
dan LSTM memiliki akurasi yang
lebih tinggi dalam prakiraan inflasi
dibandingkan SARIMA dan LSTM
secara terpisah.

(Song dkk., 2020) Time-series well perfor-
mance prediction based on
Long Short-Term Memory
(LSTM) neural network
model

Studi kasus pada data sintetik dan
ladang minyak Xinjiang menun-
jukkan bahwa model LSTM men-
gungguli metode tradisional dan
peramalan lainnya.

(Bathla, 2020) Stock Price prediction using
LSTM and SVR

Hasil analisis menunjukkan bahwa
LSTM menghasilkan akurasi yang
lebih baik dibandingkan SVR,
mengatasi keterbatasan metode
tradisional seperti regresi linier,
SVR, dan ARIMA dalam menan-
gani kompleksitas data deret waktu
saham.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Pramod & Pm, 2021) Stock Price Prediction Us-

ing LSTM
Pada pengujian saham TATAMO-
TORS, algoritma berhasil mem-
prediksi harga pembukaan, seperti
pada hari ke-300 (prediksi 166 INR,
aktual 172 INR) dan hari ke-1484,
dengan perbedaan minimal antara
harga prediksi dan aktual.

(Pawar dkk., 2019) Stock Market Price Predic-
tion Using LSTM RNN

Model RNN-LSTM memberikan
hasil prediksi yang lebih aku-
rat dibandingkan dengan algoritma
machine learning tradisional.

(Mehtab dkk., 2021) Stock Price Prediction Us-
ing Machine Learning and
LSTM-Based Deep Learning
Models

Model univariat berbasis LSTM
yang menggunakan data satu
minggu sebelumnya sebagai input
untuk memprediksi nilai pem-
bukaan minggu berikutnya dari
deret waktu NIFTY 50 adalah
model yang paling akurat.

(Ma, 2020) Comparison of ARIMA,
ANN and LSTM for Stock
Price Prediction

Hasil analisis menunjukkan bahwa
model ANN lebih baik diband-
ingkan ARIMA, dan kinerja LSTM
lebih unggul daripada ANN. Model
ARIMA-GARCH meningkatkan
akurasi ARIMA dengan memper-
baiki noise putih.

(Mei & Guo, 2022) Comparative Analysis of
CPI Index Intelligent Pre-
diction Based on ARIMA &
LSTM Model

Penelitian ini membandingkan
model ARIMA dan LSTM untuk
memprediksi CPI China (1985-
2020). Hasilnya menunjukkan
bahwa meskipun kedua metode
memiliki kelebihan dan kekurangan
masing-masing, akurasi prediksi
LSTM lebih tinggi daripada
ARIMA.

(Feng, 2023) Analysis and Forecast of
CPI in China Based on
LSTM and VAR Model

Hasilnya menunjukkan bahwa error
LSTM jauh lebih rendah diband-
ingkan VAR dalam prediksi CPI,
meskipun VAR memberikan penje-
lasan eksplisit melalui uji kausalitas
Granger.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Kwon dkk., 2019) Time Series Classification of

Cryptocurrency Price Trend
Based on a Recurrent LSTM
Neural Network

Hasil perbandingan menggunakan
nilai f1-score menunjukkan bahwa
model LSTM mengungguli model
gradient boosting (GB), yang dike-
nal memiliki kinerja prediksi yang
baik. Dengan model LSTM, kami
mencapai peningkatan kinerja seki-
tar 7% dibandingkan dengan model
GB.

(Pramesti dkk., 2022) Multivariate time series
stock price data prediction
in the banking sector in In-
donesia using Bidirectional
Long Short-Term Memory
(biLSTM)

Hasil pengujian menunjukkan
bahwa algoritma biLSTM dapat
memprediksi harga saham secara
akurat dengan nilai RMSE yang
rendah dan MAPE di bawah 10%.

(Mardjo & Choksuchat,
2024)

HyBiLSTM: Multivariate
Bitcoin Price Forecasting
Using Hybrid Time-Series
Models With Bidirectional
LSTM

Hasilnya menunjukkan bahwa fak-
tor eksogen meningkatkan per-
forma ARIMA dan GARCH, se-
mentara BiLSTM unggul diband-
ingkan varian LSTM lainnya saat
dikombinasikan dengan ARIMAX
GARCHX.

(Kim & Moon, 2019) BiLSTM model based on
multivariate time series data
in multiple field for forecast-
ing trading area

Model BiLSTM berbasis time se-
ries multivariat diterapkan pada
prediksi area perdagangan, evalu-
asi menunjukkan model ini lebih
unggul dibandingkan metode lain
berdasarkan Root Mean Square Er-
ror.

(Yan dkk., 2025) Time series prediction of
college student satisfaction
based on BiLSTM in big
data scenarios

BiLSTM dengan konfigurasi opti-
mal berhasil memprediksi kepuasan
mahasiswa dengan akurasi tinggi,
menghasilkan MSE 0.1975, MAE
0.290, R2 0.89, dan koefisien kore-
lasi 0.94. Model ini unggul dalam
menangani data nonlinier, tidak sta-
sioner, dan hubungan jangka pan-
jang.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Said dkk., 2021) Predicting COVID-19 cases

using bidirectional LSTM
on multivariate time series

Dengan menggunakan Bi-LSTM
dan menyertakan informasi lock-
down dalam data prakiraan, pen-
dekatan yang diusulkan mencapai
peningkatan yang signifikan dalam
kinerja prediksi dibandingkan de-
ngan teknik-teknik yang ada saat ini
dengan Qatar sebagai contoh.

(Mootha dkk., 2020) Stock Price Prediction using
Bidirectional LSTM based
Sequence to Sequence Mod-
eling and Multitask Learn-
ing

Bi-Directional LSTM Seq2Seq dan
sistem multitugas berhasil mem-
prediksi harga OHCL saham Tata
Consumer Products dengan RMSE
masing-masing 3.98 dan 7.87, men-
gungguli algoritma pembelajaran
mesin lainnya.

(L. Zhang dkk., 2021) Air quality predictions with
a semi-supervised bidirec-
tional LSTM neural net-
work

Model semi-supervised berba-
sis EMD dan BiLSTM berhasil
memprediksi konsentrasi PM2.5
dengan akurat menggunakan data
deret waktu sebagai input. Validasi
menunjukkan performa unggul
dibanding model LSTM standar.

(da Silva & Meneses, 2023) Comparing Long Short-
Term Memory (LSTM) and
bidirectional LSTM deep
neural networks for power
consumption prediction

Hasil menunjukkan bahwa BiL-
STM mengungguli LSTM secara
signifikan berdasarkan metrik
RMSE, MAE, MAPE, dan R2,
dengan uji Friedman menun-
jukkan perbedaan signifikan secara
statistik (p = 0.0455).

(Chew dkk., 2023) Gold Prices Forecasting
Using Bidirectional LSTM
Model Based on SPX500
Index, USD Index, Crude
Oil Prices and CPI

Penelitian ini menggunakan Bidi-
rectional LSTM dengan optimasi
random search untuk meningkatkan
akurasi prediksi harga emas
berdasarkan faktor seperti SPX500
Index, USD Index, harga minyak,
dan CPI.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(H. Vo dkk., 2020) Brent Oil Price Prediction

Using Bi-LSTM Network
Model BOP-BL berbasis Bi-LSTM
berhasil meningkatkan akurasi
prediksi harga minyak Brent
dibandingkan metode LSTM,
CNN-LSTM, dan CNN-Bi-LSTM.
Dengan tiga lapisan Bi-LSTM dan
satu fully connected layer, model
ini menghasilkan kinerja terbaik
berdasarkan metrik MSE, MAE,
RMSE, dan MAPE.

(Yang & Guo, 2021) Inflation Prediction Method
Based on Deep Learning

Hasil penelitian menunjukkan
bahwa model GRU-RNN memiliki
kinerja yang baik dalam mem-
prediksi tingkat inflasi di China,
berdasarkan indikator Indeks Harga
Konsumen (CPI). Dibandingkan
dengan model tradisional seperti
AR dan VAR.

(Cham dkk., 2024) Evaluation of Machine
Learning Techniques for
Forecasting Malaysia’s
Consumer Price Index: A
Comparative Study

Hasil penelitian menunjukkan
bahwa model GRU (Gated Re-
current Unit) memberikan kinerja
terbaik dalam memprediksi Indeks
Harga Konsumen (CPI) Malaysia,
dengan nilai RMSE, MSE, dan
MAPE terendah.

(Sudiatmika dkk., 2024) The Implementation of
Gated Recurrent Unit
(GRU) for Gold Price
Prediction Using Yahoo
Finance Data: A Case Study
and Analysis

Model GRU berhasil mem-
prediksi harga emas dengan akurasi
memadai. Kombinasi terbaik untuk
kinerja model adalah batch size 64
dan 100 epoch, yang menghasilkan
nilai MSE dan MAE terendah.

(Dutta dkk., 2020) A Gated Recurrent Unit Ap-
proach to Bitcoin Price Pre-
diction

Hasil penelitian menunjukkan
bahwa model GRU dengan re-
current dropout lebih baik dalam
memprediksi harga Bitcoin harian
dibandingkan dengan model lain
yang ada.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(Pallotta & Ciciretti, 2024) Should You Use GARCH

Models for Forecasting
Volatility? A Comparison to
GRU Neural Networks

Model Gated Recurrent Unit
(GRU) lebih cocok untuk pera-
malan volatilitas dibandingkan
dengan model GARCH, Markov
Switching GARCH, dan Hidden
Markov Model.

(Obaidur Rahman dkk.,
2019)

Predicting Prices of Stock
Market using Gated Recur-
rent Units (GRUs) Neural
Networks

Model Gated Recurrent Units
(GRU) yang dimodifikasi berhasil
memprediksi harga saham dengan
akurasi tinggi, mengatasi masalah
local minima, dan mengurangi
kompleksitas waktu. Penggunaan
mini-batch gradient descent mem-
berikan hasil yang baik, dengan
evaluasi menunjukkan akurasi yang
baik pada dataset waktu nyata.

(Xu dkk., 2022) Stock movement prediction
via gated recurrent unit net-
work based on reinforce-
ment learning with incorpo-
rated attention mechanisms

Model prediksi pergerakan harga
saham berbasis Bidirectional GRU
dengan reinforcement learning
(RL) dan mekanisme perhatian
berhasil mengatasi noise pada
teks berita dan meningkatkan
representasi semantik. Model ini
mengungguli pendekatan lain dan
mencapai kinerja terbaik.

(Van Maasakkers dkk.,
2023)

Next-basket prediction in a
high-dimensional setting us-
ing gated recurrent units

Model GRU untuk prediksi keran-
jang belanja berikutnya berhasil
mengungguli model benchmark
dan model prediksi terkini pada dua
dataset nyata. Model ini mampu
menangkap preferensi dinamis
pelanggan, perilaku pembelian
berulang, dan keterkaitan produk
dalam keranjang belanja, serta
dapat menangani berbagai variabel
tambahan.

(Al-Shabandar dkk., 2021) A deep gated recurrent neu-
ral network for petroleum
production forecasting

Model deep-gated recurrent neu-
ral network (GRU) yang diusulkan
untuk peramalan produksi minyak
lebih unggul dibandingkan dengan
pendekatan standar lainnya.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(X. Li dkk., 2020) Application of Gated Recur-

rent Unit (GRU) Neural Net-
work for Smart Batch Pro-
duction Prediction

Model berbasis Gated Recurrent
Unit (GRU) untuk peramalan
produksi batch di reservoir kon-
glomerat China mengungguli
pendekatan lainnya, seperti RNN
dan LSTM, dalam akurasi dan
kemampuan generalisasi.

(Tanjung dkk., 2024) Implementation Of the Bidi-
rectional Gated Recurrent
Unit Algorithm on Con-
sumer Price Index Data in
Indonesia

Model BiGRU (Bidirectional Gated
Recurrent Unit) memberikan hasil
peramalan yang sangat baik untuk
data CPI Indonesia, dengan MAPE
sebesar 0.24%.

(Liang dkk., 2020) Mine Gas Concentration
Forecasting Model Based
on an Optimized BiGRU
Network

Model Adamax-BiGRU untuk
peramalan konsentrasi gas men-
gungguli model RNN, LSTM,
dan GRU, dengan pengurangan
error pada set pengujian sebesar
25.58%, 12.53%, dan 3.01%,
masing-masing.

(Vii dkk., 2024) Optimizing E-Commerce
Fraud Detection with Bi-
GRU and Capsule Network
Architectures

Metode yang diusulkan, BiGRU-A-
CapsNet, mengungguli model Bi-
GRU dan CapsNet dalam deteksi
intrusi pada sistem e-commerce,
dengan akurasi rata-rata 95.44%.

(M. Bi dkk., 2024) A Hybrid Prediction Model
for International Crude Oil
Price Based on Variational
Mode Decomposition with
BiTCN-BiGRU-Attention
Deep Learning Techniques

Model Hybrid CLA-Conv BiGRU
dengan strategi preprocessing
berbasis HP Filter berhasil mem-
bangun sistem prediksi harga
sayuran yang kuat.

(Y. Li dkk., 2021) A New Hybrid VMD-ICSS-
BiGRU Approach for Gold
Futures Price Forecasting
and Algorithmic Trading

Penelitian ini mengusulkan pen-
dekatan hibrida VMD-ICSS-
BiGRU untuk memprediksi harga
emas, yang terbukti meningkatkan
akurasi prediksi dibandingkan
model lainnya.
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Tabel 2.2. Penelitian Terdahulu (Tabel Lanjutan...)
Peneliti dan Tahun Judul Penelitian Hasil Penelitian
(S. Wang dkk., 2022) Traffic flow prediction us-

ing bi-directional gated re-
current unit method

Model Bi-GRU berhasil mem-
prediksi arus lalu lintas dengan
akurasi tinggi dibandingkan model
GRU, Bi-LSTM, LSTM, dan
ARIMA. Dengan RMSE 30,38,
MAPE 9,88%, dan MAE 23,35,
Bi-GRU unggul dalam menangkap
karakteristik temporal non-linear
arus lalu lintas, meskipun terdapat
sedikit lag pada prediksi.

(C. Wang dkk., 2020) Vessel trajectory prediction
based on AIS data and bidi-
rectional GRU

Hasil eksperimen menunjukkan
bahwa Bi-GRU memiliki akurasi
lebih tinggi dan kesalahan lebih
kecil dibandingkan model LSTM
dan GRU, sehingga efektif untuk
memantau lalu lintas kapal dan
mencegah kecelakaan di pelabuhan.

(Jrhilifa dkk., 2024) Forecasting smart home
electricity consumption
using VMD-Bi-GRU

Model hybrid VMD-Bi-GRU di-
gunakan untuk memprediksi kon-
sumsi energi rumah tangga selama
24 jam ke depan dengan interval 15
menit. Hasil menunjukkan kinerja
luar biasa dengan MSE 0.0038 KW,
MAE 0.046 KW, MAPE 0.11%,
dan R2 0.98, menjadikannya model
prediksi yang sangat akurat.

(X. Li dkk., 2022) Time-series production fore-
casting method based on the
integration of Bidirectional
Gated Recurrent Unit (Bi-
GRU) network and Sparrow
Search Algorithm (SSA)

Uji coba pada data simulasi, sumur
tunggal aktual, dan multi-sumur
menunjukkan model ini lebih ung-
gul dalam akurasi dan ketahanan
dibanding metode tradisional dan
jaringan saraf satu arah.

(He dkk., 2020) Research on Short-term
Power Load Forecasting
Based on Bi-GRU

Model ini diterapkan pada data be-
ban listrik suatu distrik di China
dan menunjukkan performa supe-
rior dalam relevansi data waktu dan
keakuratan prediksi.
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BAB 3

METODOLOGI PENELITIAN

Setiap langkah dan proses yang dilakukan dalam penelitian ini dijelaskan
melalui diagram alir, yang mencakup dari tahap perencanaan hingga dokumentasi,
seperti yang ditunjukkan pada Gambar 3.1.

Gambar 3.1. Metodologi Penelitian



3.1 Tahap Perencanaan
Tahapan perencanaan merupakan tahap mendefinisikan ide awal penelitian,

dimana pada tahap ini terdiri dari:
1. Identifikasi Masalah

Kenaikan IHK di Pekanbaru, Dumai, dan Tembilahan dapat berdampak sig-
nifikan terhadap peningkatan nilai inflasi. Oleh karena itu, diperlukan anali-
sis yang mendalam untuk menggambarkan kondisi IHK secara menyeluruh,
sehingga dapat diambil langkah-langkah yang tepat untuk mengendalikan
inflasi dan menjaga stabilitas ekonomi daerah.

2. Menentukan Tujuan
Untuk memperjelas arah dan fokus penelitian, pada tahap ini ditentukan tu-
juan dari penelitian. Adapun tujuan penelitian ini adalah untuk memprediksi
pergerakan indeks harga konsumen dan mengetahui tingkat keakuratann al-
goritma yang diterapkan yaitu RNN, LSTM, Bi-LSTM, GRU dan Bi-GRU.

3. Batasan Masalah
Batasan masalah dapat membantu menentukan batas dan lingkup penelitian
baik dari studi kasus maupun dari algoritma.

4. Studi Pustaka
Setelah permasalahan, tujuan, dan batasan masalah diidentifikasi maka pada
tahap ini dilakukan studi literatur terkait pemahaman materi yang akan diba-
has dalam penelitian.

3.2 Tahap Pengumpulan Data
Persiapan data bertujuan untuk memperoleh data-data yang berhubungan

dengan penelitian. Adapun tahap dari persiapan data sebagai berikut:
1. Pengumpulan Data

Pengumpulan data pada penelitian ini dilakukan dengan mengambil data
melalui situs bps.riau.go.id.

2. Preprocessing Data
Pada tahap ini dilakukan pembersihan data untuk menghilangkan kolom
yang kurang relevan dan menghapus baris yang kosong pada data.

3. Normalisasi Data
Tahapan ini dilakukan untuk mengubah nilai pada data menjadi rentang 0
hingga 1 dengan menggunakan teknik Min-Max Normalization.

4. Pembagian data
Pembagian data pada penelitian ini dilakukan dengan teknik Walk-Forward
Validation untuk menentukan data latih dan data uji.
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3.3 Tahap melatih Model
Tahap ini merupakan proses dilakukannya pengolahan data untuk mendap-

atkan model yang terlatih. Adapun algoritma yang digunakan yaitu RNN, LSTM,
Bi-LSTM, GRU dan Bi-GRU.yang dioptimasi dengan ADAM, NADAM dan RM-
Sprop.

3.4 Tahap Analisis dan Hasil
Tahapan ini menghasilkan output berupa informasi dan pengetahuan

berdasarkan permasalahan yang diteliti. Adapun tahapan dari analisis dan hasil
yaitu:

1. Evaluasi Model
Untuk mengetahui algoritma mana yang paling baik maka dilakukan perhi-
tungan tingkat kesalahan dari setiap algoritma menggunakan matriks evalu-
asi RMSE dan MAPE.

2. Hasil Prediksi Pergerakan Indeks Harga Konsumen
Setelah melatih model dan didapatkan model dengan tingkat kesalahan
terendah bandingkan hasil prediksi dan data aktual IHK.

3.5 Dokumentasi
Tahapan yang paling akhir adalah proses pembuatan laporan penelitian,

yang hasil akhir nya berupa dokumentasi laporan tugas akhir.
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BAB 5

PENUTUP

5.1 Kesimpulan
Berdasarkan hasil analisis, disimpulkan bahwa model BiGRU menunjukkan

performa unggul di Pekanbaru dan Dumai. Hal ini terlihat dari nilai RMSE (Root
Mean Squared Error) dan MAPE (Mean Absolute Percentage Error) yang paling
rendah. Di Pekanbaru, BiGRU mencapai RMSE 0,8497 dan MAPE 1,2603%. Se-
mentara itu, di Dumai, BiGRU mencatatkan RMSE 0,8160 dan MAPE 1,1540%.

Sebaliknya, model GRU menunjukkan performa paling optimal di Tembi-
lahan, dengan nilai RMSE sebesar 0,4613 dan MAPE sebesar 0,6938%. Ini me-
nunjukkan bahwa GRU lebih efektif untuk kota-kota dengan data IHK yang lebih
stabil. Penelitian ini menegaskan bahwa teknik deep learning sangat efektif dalam
memprediksi pola IHK. Temuan ini memberikan wawasan berharga bagi para pem-
buat kebijakan dan peneliti di masa mendatang untuk menyempurnakan model dan
strategi ekonomi demi akurasi yang lebih tinggi.

5.2 Saran
Peneliti mengajukan beberapa saran sebagai berikut:

1. Untuk memperkuat model prediksi IHK, sangat penting untuk menginte-
grasikan variabel eksternal seperti harga komoditas global, kebijakan mon-
eter, nilai tukar rupiah, dan pertumbuhan ekonomi regional, agar model
lebih komprehensif dan prediktif.

2. Disarankan juga untuk membandingkan model deep learning dengan model
tradisional memberikan perspektif yang lebih lengkap tentang efektivitas
model deep learning, akan sangat bermanfaat untuk membandingkan kinerja
model BiGRU dan GRU dengan model ekonometrik tradisional yang sering
digunakan dalam prediksi inflasi.
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