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ABSTRAK 

Penelitian ini menerapkan Convolutional Neural Network (CNN) untuk klasifikasi gaya 

hijab syar’i dan belum syar’i. Tiga arsitektur deep learning pralatih, yaitu ResNet50, 

VGG16, dan DenseNet121, dikombinasikan dengan empat jenis optimizer: Adam, Nadam, 

SGDM, dan RMSprop. Dataset terdiri dari 200 gambar hijab yang diperoleh dari UIN Suska 

Riau dan dibagi secara seimbang menggunakan metode hold-out dengan rasio 80:20 

untuk pelatihan dan pengujian. Proses pra-pemrosesan dilakukan melalui normalisasi 

gambar secara real-time dan augmentasi sederhana seperti rotasi dan pembalikan menggunakan 

Image Data Generator. Selama pelatihan, digunakan strategi penghentian dini, penyesuaian laju 

pembelajaran, dan penyimpanan model terbaik untuk memaksimalkan hasil. Evaluasi kinerja 

dilakukan menggunakan metrik akurasi, presisi, recall, dan F1-score. Hasil menunjukkan 

bahwa DenseNet121 memberikan performa terbaik, terutama saat dikombinasikan dengan 

Adam, Nadam, atau RMSprop, dengan akurasi dan F1-score mencapai hingga 90%. VGG16 

juga menunjukkan hasil baik, khususnya saat menggunakan Adam, dengan akurasi hingga 85%. 

Sebaliknya, ResNet50 menunjukkan hasil lebih rendah dan mengalami overfitting. Uji 

statistik menggunakan ANOVA satu arah dan Tukey HSD menunjukkan perbedaan signifikan 

antara model, terutama antara DenseNet121 dan ResNet50. Temuan ini menegaskan 

pentingnya pemilihan arsitektur dan optimizer dalam klasifikasi gambar, serta mendorong 

penelitian pada teknik augmentasi lanjutan dan validasi silang. 

Kata Kunci: ANOVA, CNN, Deep Learning, DenseNet121, Klasifikasi Hijab, Optimizer, 

ResNet50, Tukey HSD, VGG16. 
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ABSTRACT 

This study applies Convolutional Neural Networks (CNN) to classify syar'i and non-syar'i hijab 

styles. Three pre-trained deep learning architectures ResNet50, VGG16, and DenseNet121 were 

combined with four types of optimizers: Adam, Nadam, SGDM, and RMSprop. The dataset 

consists of 200 hijab images obtained from UIN Suska Riau and was divided evenly using the 

holdout method with an 80:20 ratio for training and testing. The pre-processing process was 

performed through real-time image normalization and simple augmentation such as rotation and 

flipping using ImageDataGenerator. During training, early stopping strategies, learning rate 

adjustments, and best model saving were used to maximize results. Performance evaluation was 

conducted using accuracy, precision, recall, and F1-score metrics. The results showed that 

DenseNet121 performed best, especially when combined with Adam, Nadam, or RMSprop, 

achieving accuracy and F1-score of up to 90%. VGG16 also showed good results, particularly 

when using Adam, with accuracy of up to 85%. Conversely, ResNet50 showed lower results and 

experienced overfitting. Statistical tests using one-way ANOVA and Tukey HSD showed 

significant differences between models, especially between DenseNet121 and ResNet50. These 

findings emphasize the importance of selecting the right architecture and optimizer in image 

classification, and encourage further research on advanced augmentation techniques and cross-

validation. 

Keywords: ANOVA, CNN, Deep Learning, DenseNet121, Hijab Classification, Optimizer, 

ResNet50, Tukey HSD, VGG16. 
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BAB I 

PENDAHULUAN 

1.1 Latar Belakang 

Kata hijab berasal dari Bahasa Arab yang berarti “menutupi” (Harkness, 

2019). Hijab merupakan bagian penting bagi perempuan Muslim, tidak hanya 

mencerminkan nilai-nilai religius tetapi juga memiliki variasi dalam gaya dan 

aturan pemakaiannya (Koo & Han, 2018). Al-Qur'an menegaskan bahwa wanita 

harus berpakaian secara sederhana dan menutup aurat, namun di masa sekarang 

banyak fashion trend terutama hijab (Harkness, 2019). Industri fashion Islam 

global telah mengadopsi berbagai trend dalam desain hijab. Namun, 

pada dasarnya hijab tetap dimaksudkan sebagai tindakan ketaatan yang 

ditetapkan dalam Al-Qur'an dan Sunnah, bukan sekadar pernyataan mode 

(Grine & Saeed, 2017). 

Banyaknya trend hijab saat ini terkadang membuat masyarakat sulit untuk 

membedakan antara hijab syar'i dan yang belum syar'i, apalagi di era saat ini 

banyak style jilbab modis yang populer di kalangan anak muda (Fajri et al., 2022). 

Permasalahan ini semakin kompleks ketika proses klasifikasi hijab dilakukan 

secara manual, karena faktor subjektivitas dan variasi dalam gaya hijab dapat 

menyebabkan inkonsistensi dalam pengklasifikasian (Ardiyanto et al., 2023). 

Pengamatan secara manual dalam mengidentifikasi jenis hijab sering kali tidak 

cukup dan dapat menimbulkan kebingungan, terutama dalam skala besar 

(Cholissodin et al., 2020). Dalam dunia modern, kebutuhan akan otomatisasi 

dalam mengenali dan mengklasifikasikan jenis hijab semakin meningkat, terutama 

dalam bidang keamanan, fashion, dan penelitian akademik (Koo & Han, 2018). 

Dengan berkembangnya teknologi computer vision, klasifikasi gambar 

berbasis kecerdasan buatan menjadi solusi yang menjanjikan untuk 

mengotomatisasi proses ini (Lecun et al., 2015). Deep learning, khususnya 

convolutional neural networks (CNN), telah menunjukkan kinerja unggul dalam 

berbagai tugas klasifikasi gambar (Rinanda et al., 2024), seperti deteksi objek, 

pengenalan wajah, dan pengenalan pola tekstur (Ahad et al., 2023; Gandarias et 

al., 2019; He et al., 2015; Krizhevsky et al., 2017). CNN dirancang untuk 

mempelajari fitur-fitur spasial seperti tepi, sudut, tekstur, atau bentuk yang lebih 

abstrak (Kattenborn et al., 2021). CNN terdiri dari lapisan konvolusi pertama 

untuk mengekstrak fitur dari gambar, sedangkan lapisan terakhir untuk 

mengklasifikasikan data input (Gandarias et al., 2019; Gedik & Demirhan, 2021; 

Lopez Pinaya et al., 2019). 

Beberapa penelitian telah menggunakan CNN untuk mengklasifikasikan  

pakaian (Liu et al., 2016; Nocentini et al., 2022; Seo & Shin, 2019; Shin et al., 

2023). Meskipun CNN telah banyak digunakan dalam klasifikasi pakaian dan 



2 

fashion, penelitian khusus yang membahas klasifikasi hijab dengan berbagai 

arsitektur CNN masih terbatas. Penelitian sebelumnya lebih banyak berfokus pada 

pengenalan pakaian umum, seperti deteksi pakaian Muslim atau hijab secara 

umum, tanpa membedakan antara kategori spesifik hijab syar’i dan yang belum 

syar’i (Nocentini et al., 2022). 

Penggunaan algoritma CNN dalam klasifikasi gambar mempunyai 

tantangan utama yakni terbatasnya jumlah dataset training. Transfer learning 

telah diusulkan sebagai teknik umum untuk mengatasi keterbatasan ini (Albelwi, 

2022) . Transfer learning merupakan metode melatih model baru untuk tugas 

yang berbeda dengan memanfaatkan sebagian lapisan dari model yang sudah 

dilatih sebelumnya. Teknik ini membantu meningkatkan hasil dengan lebih cepat, 

terutama jika data yang kita miliki terbatas (Albelwi, 2022; Gandarias et al., 2019; 

Gedik & Demirhan, 2021). CNN memiliki berbagai arsitektur yang telah dilatih 

sebelumnya, seperti ResNet50 (Jain et al., 2024; Rathi et al., 2020; Sethi et al., 

2021), VGG16 (Gedik & Demirhan, 2021; Kindhi & Purnomo, 2023; Yang et al., 

2021) dan DenseNet121 (Albelwi, 2022; Shoaib et al., 2022; Vellaichamy et al., 

2021). Arsitektur-arsitektur ini dianggap yang terbaik berdasarkan beberapa 

penelitian perbandingan arsitektur CNN. 

Optimizer dapat memiliki dampak besar pada konvergensi selama proses 

pelatihan, terutama untuk transfer learning (Kandel & Castelli, 2020). Optimizer 

berperan dalam meningkatkan accuracy model dengan memperbarui bobot untuk 

mengurangi loss function (Choi et al., 2019; Hassan et al., 2023). Optimizer yang 

tepat meningkatkan efisiensi konvergensi, mempercepat pelatihan, dan 

menyesuaikan pembelajaran dengan karakteristik data (Wen & Zhou, 2024). 

Selain itu, pencarian hyperparameter yang tepat menjadi kunci dalam 

meningkatkan efektivitas optimizer (Choi et al., 2019). Meskipun banyak 

optimizer yang tersedia, tidak ada satu pun yang unggul di semua jenis tugas, 

sehingga pemilihan optimizer harus disesuaikan dengan masalah spesifik yang 

dihadapi (www.deeplearning.ai). Optimizer yang umum digunakan adalah Adam, 

Nadam, SGDM dan RMSProp. 

Pada penelitian ini CNN akan diimplementasikan untuk klasifikasi gambar 

hijab dengan menggunakan arsitektur ResNet50, VGG16, dan DenseNet121. 

Penelitian ini juga akan menggunakan optimizer Adam, Nadam, SGDM, dan 

RMSprop dengan hyperparameter yang telah ditentukan. Penelitian ini dilakukan 

menggunakan pemrograman Google Colab dan Python dengan GPU Tesla T4. 

Penelitian ini diharapkan dapat memberikan kontribusi dalam meningkatkan 

accuracy dan efisiensi klasifikasi hijab serta mendukung perkembangan teknologi 

deep learning. 
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1.2 Rumusan Masalah 

Rumusan masalah pada penelitian ini yaitu : 

1. Bagaimana perbandingan model CNN dengan arsitektur ResNet50, VGG16,

dan DenseNet121 dalam melakukan klasifikasi gambar hijab mahasiswi

UIN Suska Riau.

2. Bagaimana pengaruh penggunaan optimizer Adam, Nadam, SGDM, dan

RMSprop terhadap kinerja model CNN dalam klasifikasi hijab.

3. Kombinasi arsitektur dan optimizer mana yang menghasilkan performa

terbaik dalam klasifikasi hijab menggunakan CNN.

1.3 Batasan Masalah 

Dalam pelaksanaan sebuah penelitian, diperlukan penetapan batasan tertentu 

guna memastikan bahwa kajian tetap terarah dan sesuai dengan tujuan yang telah 

ditetapkan. Adapun batasan masalah dalam penelitian ini adalah sebagai berikut: 

1. Dataset yang digunakan merupakan dataset wanita berhijab yang ada di

lingkungan UIN SUSKA Riau yang terdiri dari 200 gambar wanita berhijab

yang dibagi menjadi dua kelas yaitu hijab syar’i dan hijab belum syar’i.

2. Gambar wanita yang diambil tidak menggunakan niqab/masker, warna baju

tidak senada dengan hijab, tidak menggunakan jeket dan menggunakan

background putih.

3. Pemodelan menggunakan algoritma CNN dengan arsitektur Residual

Network 50 layers (ResNet50), Visual Geometry Group 16-layer network

(VGG16), dan Densely Connected Convolutional Network-121

(DenseNet121).

4. Menggunakan 4 optimizer diantaranya ada Adaptive Moment Estimation

(Adam), Nesterov-accelerated Adaptive Moment Estimation (Nadam),

Stochastic Gradient Descent with Momentum (SGDM) dan Root Mean

Square Propagation (RMSprop), 32 batch size, 100 epoch dan learning rate

0,0001 untuk jumlah iterasi training.

5. Proses pembagian data menggunakan teknik hold-out 80:20.

6. Penelitian ini berfokus pada evaluasi model tanpa melibatkan implementasi

dalam bentuk aplikasi praktis.

1.4 Tujuan Penelitian 

Adapun tujuan dari penelitian ini yaitu untuk : 

1. Membandingkan model CNN yang menggunakan arsitektur ResNet50, 
VGG16, dan DenseNet121 dalam klasifikasi gambar hijab mahasiswi UIN 
Suska Riau.

2. Menganalisis pengaruh penggunaan empat jenis optimizer yaitu Adam, 
Nadam, SGDM, dan RMSprop terhadap performa model CNN dalam proses
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klasifikasi hijab. 

3. Mengidentifikasi kombinasi terbaik antara arsitektur CNN dan optimizer

yang menghasilkan performa paling optimal dalam klasifikasi hijab.

1.5 Manfaat Penelitian 

Manfaat penelitian ini adalah: 

1. Memberikan pengetahuan mengenai arsitektur terbaik dari CNN

berdasarkan percobaan yang telah dilakukan menggunakan data hijab.

2. Memberikan solusi otomatis dan akurat dalam membedakan hijab syar’i dan

hijab belum syar’i.

3. Menambah referensi ilmiah dalam pengembangan teknologi deep learning

di bidang fashion Muslimah.

4. Memberikan peluang riset lanjutan dalam bidang klasifikasi gambar religius

berbasis deep learning yang lebih kompleks.

1.6 Sistematika Penulisan 

Sistematika dalam penulisan laporan Tugas Akhir ini adalah sebagai berikut: 

BAB I: PENDAHULUAN 

Bab ini memuat penjelasan mengenai latar belakang penelitian, perumusan 

masalah, batasan masalah, tujuan dan manfaat penelitian, serta sistematika 

penulisan dalam laporan Tugas Akhir. 

BAB II: LANDASAN TEORI 

Bab ini menjelaskan teori-teori yang mendukung dalam penelitian Tugas 

Akhir ini. Sumber yang digunakan yaitu berasal dari jurnal-jurnal nasional dan 

internasional. 

BAB III: METODOLOGI PENELITIAN 

Bab ini menjelaskan alur pelaksanaan penelitian yang dilakukan oleh 

penulis, dimulai dari tahap pengumpulan data hingga proses analisis data. 

BAB IV: HASIL DAN ANALISIS 

Bab ini memaparkan mengenai hasil dan analisis yang didapat dari 

pemodelan dengan menggunakan algoritma CNN. 

BAB V: PENUTUP 

Bab ini berisi kesimpulan dari Tugas Akhir yang telah disusun serta saran 

untuk penelitian selanjutnya yang disesuaikan dengan temuan hasil penelitian. 

. 



BAB II 

LANDASAN TEORI 

2.1 Hijab 

Menurut tafsir Al-Quran oleh Ibn Kathir dan penerjemah lainnya, hijab 

berarti tabir atau penghalang. Jadi, hijab menggambarkan sebuah batas antara dua 

sisi, yang bisa terlihat atau tidak terlihat. Batas ini memiliki alasan-alasan tertentu, 

baik fisik, mistis, atau psikologis. Para penerjemah Al-Quran sering menggunakan 

kata-kata seperti "tirai," "penghalang," "tabir," dan "layar" untuk menerjemahkan 

kata hijab. Ahli bahasa mendefinisikan akar kata hijab sebagai 

"menyembunyikan." Ini tidak secara langsung menggambarkan pakaian Muslim, 

tetapi menunjukkan adanya perubahan yang memengaruhi praktik hijab pada 

masa sekarang (Grine & Saeed, 2017). Wahyu yang sering disebut sebagai 

rujukan untuk hijab terdapat dalam Al-Quran Surah Al-Ahzab ayat 59, yang 

artinya : “Hai Nabi, katakanlah kepada istri-istrimu, anak-anak perempuanmu, 

dan  perempuan-perempuan orang Mukmin, agar mereka menutupkan jilbab 

mereka ke seluruh tubuh mereka. Yang demikian itu agar mereka lebih mudah 

untuk dikenal, sehingga mereka tidak diganggu. Dan Allah Maha Pengampun lagi 

Maha Penyayang”. Ayat ini memberikan pelajaran dan hikmah tentang 

pentingnya mengenakan hijab sebagai penutup aurat. Ayat  tersebut juga 

memberikan penjelasan terkait karakteristik hijab syar'i (Cholissodin et al., 2020; 

Grine & Saeed, 2017). 

Hijab memiliki sejumlah ketentuan khusus yang harus dipenuhi. Hal ini 

dijelaskan oleh Syaikh Muhammad Nashiruddin Al-Albani dalam karya beliau 

Hijābul Mar’ah al-Muslimah fī al-Kitāb wa al-Sunnah, di mana beliau 

menguraikan syarat-syarat hijab yang sesuai dengan ajaran Al-Qur’an dan Sunnah 

(Sidiq, 2013):  

1. Hijab harus menutupi seluruh bagian tubuh perempuan, kecuali wajah dan

telapak tangan yang dikecualikan secara syar’i.

2. Busana yang dikenakan tidak mengandung unsur perhiasan atau ornamen

yang menarik perhatian.

3. Bahan kain yang digunakan harus cukup tebal dan tidak transparan agar

tidak memperlihatkan kulit atau bagian tubuh.

4. Pakaian harus longgar dan tidak membentuk lekuk tubuh.

5. Hijab tidak boleh menyerupai model atau gaya berpakaian laki-laki.

6. Tidak meniru pakaian yang menjadi identitas orang-orang non-Muslim.

7. Warna pakaian hendaknya tidak mencolok atau menarik perhatian publik

secara berlebihan.
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8. Hijab dikenakan dengan niat menjaga kehormatan, bukan sebagai sarana

untuk pamer atau menarik perhatian.

Gambar 2.1 Perbedaan Hijab Syar’i dan Belum Syar’i 

(Cholissodin et al., 2020; Fajri et al., 2022) 

Perbedaan hijab kontemporer versus hijab syar'i menurut Gambar 2.1 

menunjukkan dalam hal ini bahwa hijab kontemporer misalnya lebih 

diindikasikan sebagai hijab belum syar'i meskipun tidak selalu berarti hijab 

kontemporer tidak syar'i. Artinya, ada juga hijab kontemporer yang syar'i (seperti 

istilah hijab syar'i modis yang membuat banyak gadis, remaja, atau wanita 

muslimah mengenakan hijab). Beberapa ciri-ciri hijab kontemporer belum syar'i 

adalah cuek dengan rambut dahi yang terlihat, memakai aksesoris yang mencolok 

memakai kerudung yang tidak menutup dada, memakai baju dan celana yang 

ketat, memakai pakaian yang tidak menutup seluruh aurat. Sebaliknya, hijab syar'i 

adalah tidak berlebihan namun tetap elegan, mengenakan kerudung lebar yang 

menutupi dada dan menutupi seluruh tubuh kecuali wajah dan telapak tangan 

(Cholissodin et al., 2020).  

2.2 Data Mining 

Data mining ialah aktivitas untuk menemukan pola yang tidak diketahui  

dan informasi yang bermanfaat dari repository data yang besar yang dikenal 

sebagai knowledge discovery in databases (Scholz & Wimmer, 2021) . Pengertian 

lain data mining adalah Proses pencarian atau ekstraksi pola-pola yang unik, 

asosiasi, variasi, anomali, dan struktur yang signifikan dari sejumlah besar data 

yang disimpan dalam berbagai sumber data sumber seperti file sistem, database, 

gudang data atau repository informasi lainnya (Gupta & Chandra, 2020).  

Data mining terdiri dari dua jenis model: deskriptif dan prediktif. Model 

prediktif (forecasting) digunakan untuk memprediksi nilai yang belum diketahui 

atau nilai masa depan dari variabel lain yang relevan, sedangkan model deskriptif 

umumnya dimanfaatkan untuk menemukan pola yang menggambarkan data yang 

dapat diinterpretasikan oleh manusia (Wu et al., 2021). 



7 

2.3 Klasifikasi 

Klasifikasi adalah proses untuk mengklasifikasikan objek baru berdasarkan 

kelas-kelas yang telah dtentukan sebelumnya, yaitu supervised learning. 

Algoritma klasifikasi diterapkan untuk meramalkan kelas-kelas dari data (Gupta 

& Chandra, 2020). Klasifikasi adalah proses dua langkah, dimana dataset dibagi 

menjadi dataset pelatihan dan pengujian (Scholz & Wimmer, 2021). Beberapa 

algoritma klasifikasi populer yaitu, CART, C4.5, Naïve Bayes, Support Vector 

Machine (SVM), Back Propagation, K-Nearest Neighbour (KNN) (Gupta & 

Chandra, 2020). 

2.4 Deep Learning 

Deep learning adalah sebuah subbidang dari machine learning yang 

berfokus pada penggunaan jaringan saraf tiruan yang dalam (deep neural 

networks) untuk menganalisis dan memproses data (Holzinger et al., 2019; Lecun 

et al., 2015; Sharma & Chaudhary, 2023). Deep learning biasanya lebih efektif 

dalam menangani data besar dan kompleks, seperti teks, gambar, dan suara, 

dibandingkan dengan teknik machine learning yang lebih dangkal. Deep learning 

dirancang untuk secara otomatis belajar dari data dengan cara yang mirip dengan 

cara manusia belajar, yaitu melalui pengalaman dan contoh (Sharma & 

Chaudhary, 2023). Adapun kerangka kerja pada proses pembangunan model 

analitis untuk Deep Learning dapat dilihat pada Gambar 2.2. 

Gambar 2.2 Proses Pembangunan Model Analitis Deep Learning 

Proses pembangunan model analitis dalam pembelajaran deep learning 

melibatkan beberapa langkah utama. Pertama, data input dikumpulkan dari 

berbagai sumber seperti teks, gambar, dan video. Lalu, jaringan saraf secara 

otomatis mengekstrak fitur dari data tersebut tanpa memerlukan desain fitur 

manual. Selanjutnya, model dilatih menggunakan algoritma deep learning untuk 

mengenali pola dan membuat prediksi. Terakhir, model dievaluasi dengan metrik 

seperti accuracy untuk memastikan kinerja yang baik pada data pelatihan maupun 

data baru. Proses ini membangun kerangka kerja yang kuat untuk analisis data 

kompleks dan beragam (Sharma & Chaudhary, 2023). 
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2.5 Convulational Neural Network (CNN) 

Gambar 2.3 Contoh Struktur CNN 

(Gunawan et al., 2021; Lopez Pinaya et al., 2019) 

CNN adalah jenis jaringan saraf dalam yang dirancang khusus untuk 

memproses data multidimensional dalam skala besar (Gedik & Demirhan, 2021). 

Struktur dasar dari CNN pada Gambar 2.3 terdiri dari beberapa komponen utama. 

Pertama, terdapat lapisan konvolusi yang menerapkan filter untuk input, 

menghasilkan peta fitur yang menyoroti pola tertentu dalam data. Setelah itu, 

lapisan aktivasi, seperti ReLU, diterapkan untuk memperkenalkan non-linearitas 

ke dalam model, memungkinkan CNN untuk belajar dari data yang lebih 

kompleks. Selanjutnya, lapisan pooling digunakan untuk mengurangi dimensi peta 

fitur, yang membantu mengurangi jumlah parameter dan komputasi dalam 

jaringan serta menghindari overfitting. Di bagian akhir, lapisan fully connected 

menghubungkan semua neuron dari lapisan sebelumnya ke neuron di lapisan 

berikutnya, menghasilkan output akhir, seperti klasifikasi (Gedik & Demirhan, 

2021; Lopez Pinaya et al., 2019). Sederhananya bagian CNN terdiri dari lapisan 

konvolusi pertama untuk mengekstrak fitur dari gambar, sedangkan lapisan 

terakhir untuk mengklasifikasikan data input (Gandarias et al., 2019). Kombinasi 

lapisan konvolusional, lapisan pengumpulan, dan lapisan yang terhubung penuh 

dalam CNN memungkinkan jaringan untuk mempelajari dan mengenali pola 

dalam data kompleks secara efektif, sehingga sangat cocok untuk tugas-tugas 

seperti pengenalan gambar (Ahad et al., 2023). 

Penggunaan algoritma CNN dalam klasifikasi gambar mempunyai 

tantangan utama yakni terbatasnya jumlah dataset training. Transfer learning 
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telah diusulkan sebagai teknik umum untuk mengatasi keterbatasan ini (Albelwi, 

2022). Transfer learning merupakan metode melatih model baru untuk tugas yang 

berbeda dengan memanfaatkan sebagian lapisan dari model yang sudah dilatih 

sebelumnya. Teknik ini membantu meningkatkan hasil dengan lebih cepat, 

terutama jika data yang kita miliki terbatas (Albelwi, 2022; Gandarias et al., 2019; 

Gedik & Demirhan, 2021). Performa klasifkasi gambar juga dipengaruhi 

arsitektur algoritma CNN yang digunakan, CNN memiliki banyak arsitektur 

diantaranya adalah ResNet50 (Sethi et al., 2021), VGG16 (Gedik & Demirhan, 

2021; Kindhi & Purnomo, 2023; Yang et al., 2021)  dan DenseNet121 (Albelwi, 

2022). 

2.5.1 Arsitektur ResNet50 

ResNet50 diperkenalkan oleh peneliti Microsoft, Kaiming He, Xiangyu 

Zhang, Shaoqing Ren, dan Jian Sun dalam paper "Deep Residual Learning for 

Image Recognition" pada 2015, yang kemudian dipresentasikan di CVPR 2016 

(He et al., 2015). Arsitektur ResNet menggunakan blok residual dengan shortcut 

connections untuk melatih jaringan yang sangat dalam. Setiap blok 

menghubungkan dua atau lebih lapisan konvolusi langsung ke output, 

memungkinkan aliran informasi tanpa perubahan dan memudahkan proses 

pelatihan (He et al., 2015). ResNet50, dengan 50 lapisan merupakan salah satu 

varian dari ResNet (Mandal et al., 2021) pada Gambar 2.4 merupkan visualisasi 

dari ResNet50 . Model ResNet50, yang telah dilatih pada dataset ImageNet, 

memungkinkan pelatihan jaringan saraf yang sangat dalam tanpa masalah 

vanishing gradient. ResNet50 memecahkan masalah gradient yang menghilang 

bahkan dengan jaringan saraf yang sangat dalam. (Gedik & Demirhan, 2021; 

Mandal et al., 2021).  

Gambar 2.4 Arsitektur ResNet50 

(Rikendry & Maharil, 2022) 

2.5.2 Arsitektur VGG16 

VGG16 adalah model jaringan saraf konvolusional yang dikembangkan 

oleh Visual Geometry Group (VGG) dari Universitas Oxford dan pemenang 
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algoritma pengenalan objek ImageNet Large-Scale Visual Recog nition Challenge 

(ILSVRC) 2014 (Russakovsky et al., 2015; Yang et al., 2021). VGG16 

diperkenalkan dalam paper "Very Deep Convolutional Networks for Large-Scale 

Image Recognition" oleh Karen Simonyan dan Andrew Zisserman (Simonyan & 

Zisserman, 2015). Model jaringan VGG16 terdiri dari 13 lapisan konvolusional, 

tiga lapisan fully connected, dan lima lapisan pooling yang memungkinkan 

jaringan untuk belajar dari fitur sederhana hingga yang kompleks (Yang et al., 

2021). VGG16 menggunakan filter berukuran 3x3 di setiap layer convolutional, 

yang relatif kecil namun cukup efektif dalam menangkap fitur-fitur dari data 

gambar. Penggunaan ukuran filter yang seragam ini menghasilkan arsitektur yang 

lebih konsisten dan sederhana, yang memudahkan pemahaman dan implementasi 

(Simonyan & Zisserman, 2015; Yang et al., 2021). Arsitektur VGG16 dapat 

dilihat pada Gambar 2.5. 

Gambar 2.5 Arsitektur VGG16 

(Rikendry & Maharil, 2022) 

2.5.3 Arsitektur DenseNet121 

DenseNet121 diperkenalkan oleh para peneliti Gao Huang, Zhuang Liu, 

Laurens van der Maaten, dan Kilian Q. Q. He dalam makalah mereka tahun 2017 

berjudul Densely Connected Convolutional Networks (Huang et al., 2017). 

Arsitektur DenseNet-121 secara berulang menggabungkan pola konektivitas padat 

dari satu lapisan ke lapisan lain di sepanjang jaringan, yang berguna untuk tugas 

klasifikasi dan meningkatkan penggunaan kembali fitur serta aliran gradient 

(Ahad et al., 2023; Huang et al., 2017). DenseNet memberikan performa yang 

sangat baik sekaligus menggunakan lebih sedikit memori dan daya pemrosesan 

dibandingkan teknik lain yang mutakhir (Albelwi, 2022; Huang et al., 2022). 

Kelebihan utama DenseNet121 adalah kemampuannya mengatasi masalah 

vanishing gradient , yang memberikan beberapa efek positif pertama mengurangi 

beban pelatihan model deep learning; kedua memungkinkan penggunaan ulang 

fitur, dan ketiga menurunkan jumlah parameter dibandingkan model deep 

learning populer lainnya (Albelwi, 2022; Huang et al., 2017). Arsitektur 

DenseNet121 dapat dilihat pada Gambar 2.6. 
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Gambar 2.6 Arsitektur DenseNet121 

(Albelwi, 2022) 

2.6 Optimizers 

Menurut Hasaan 2023 optimizer digunakan untuk meningkatkan accuracy 

model. Tugas utama optimizer adalah memperbarui bobot untuk mengurangi nilai 

loss function (Choi et al., 2019; Hassan et al., 2023). Optimizer dapat memiliki 

dampak besar pada konvergensi selama proses pelatihan, terutama untuk transfer 

learning (Kandel & Castelli, 2020). Optimizer yang umum digunakan adalah 

Adam, Nadam, SGDM dan RMSProp. 

2.6.1 Adaptive Moment Estimation (Adam) 

Adam adalah teknik optimasi berbasis gradient orde pertama untuk fungsi 

objektif stokastik berdasarkan estimasi momen orde rendah yang adaptif. 

Optimizer Adam dikembangkan untuk memaksimalkan keunggulan dari SGDM 

dan Optimizer RMSProp (Kandel & Castelli, 2020).Berbeda dengan pendekatan 

SGD biasa, Adam digunakan untuk memperbarui bobot jaringan secara berulang 

tergantung pada data pelatihan seperti yang ditunjukkan pada Gambar 2.7 (Hassan 

et al., 2023). Adam berasal dari perhitungan momen evolusioner dan fitur 

algoritma seperti yang ditunjukkan pada Persamaan (1), (2), dan (3).  

Gambar 2.7 Penggunaan Optimizer Adam dalam computer vision 

(Hassan et al., 2023) 
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𝑚𝑡  =  𝛿𝑚𝑡 + (1 − 𝛿1) (𝛻𝑤𝐿(𝑥, 𝑦, 𝑤𝑡))     (1) 

𝑣𝑡 = 𝛿2𝑣𝑡−1 + (1 − 𝛿2) (𝛻𝑤𝐿(𝑥, 𝑦, 𝑤))2   (2) 

𝑤 = 𝑤 − 𝑙𝑟.
𝑚𝑡

√𝑣𝑡+𝑒
(3) 

2.6.2 Nesterov-accelerated Adaptive Moment Estimation (Nadam) 

Nadam (Nesterov-accelerated Adaptive Moment Estimation) adalah 

algoritma optimasi yang menggabungkan keunggulan dari Nesterov Momentum 

dan Adam, memberikan kecepatan dan stabilitas konvergensi yang lebih baik 

dalam pelatihan model deep learning (Dozat, 2016). Algoritma ini bekerja dengan 

menghitung dua momen: momen pertama untuk gradient (rata-rata gradient) dan 

momen kedua untuk kuadrat gradient. Sebelum melakukan pembaruan bobot, 

Nadam menggunakan momentum Nesterov untuk memperkirakan posisi baru 

bobot, yang memungkinkan pembaruan yang lebih responsif terhadap gradient. 

Proses pembaruan parameter dalam Nadam mencakup perhitungan bias yang 

diperbaiki untuk kedua momen, yang kemudian digunakan untuk memperbarui 

parameter model. Secara umum, rumus perhitungan Nadam dapat dilihat pada 

persamaan (4) – (9). Dengan cara ini, Nadam tidak hanya memberikan pembaruan 

yang lebih akurat, tetapi juga meningkatkan efisiensi pelatihan pada berbagai jenis 

fungsi kehilangan dan dataset besar (Kingma & Ba, 2015). 

1. Hitung momen pertama

𝑚𝑡 =  𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡  (4) 

2. Hitung momen kedua

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2  (5) 

3. Perbaiki bias

𝑚𝑡 =  
𝑚𝑡

1−𝛽1
𝑡  (6) 

𝑣𝑡 =  
𝑣𝑡

1−𝛽2
𝑡  (7) 

4. Pembaruan parameter

𝜃𝑡+1 = 𝜃𝑡 − 𝛼
𝑚𝑡

√𝑣𝑡+∈
 (8) 

5. Tambahkan Momentum Nesterov

𝜃𝑡+1 = 𝜃𝑡 − 𝛼
𝑚𝑡+1

√𝑣𝑡+∈
 (9) 

2.6.3 Stochastic Gradient Descent with Momentum (SGDM) 

SGD ialah algoritma paling dasar dan sering digunakan di dalam algoritma 

machine learning (Hassan). Optimizer Stochastic Gradient Descent (SGD) 

membantu proses pelatihan menjadi lebih cepat dibandingkan traditional gradient 
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descent. SGD tidak menghitung gradient dari semua contoh pelatihan dan 

memperbarui bobot, sedangkan memperbarui bobot dari setiap contoh pelatihan 

xi, yi, seperti yang ditunjukkan pada Persamaan (10) (Hassan et al., 2023). 

𝑤 = 𝑤 − 𝑙𝑟. ∇𝑤𝐿(𝑥𝑖, 𝑦𝑖 , 𝑊)             (10) 

Optimizer SGDM tetap menggunakan SGD dengan tambahan momentum 

yang mampu menentukan bobot selanjutnya berdasarkan kombinasi linear 

gradient dengan update sebelumnya, hasilnya dapat diperoleh dengan cepat dan 

konvergensi yang akurat.  

Berdasarkan prinsip momentum dari fisika, SGD difokuskan untuk terus 

bergerak dengan arah yang sama dengan langkah waktu sebelumnya. Momentum 

ini didapatkan dengan memperkenalkan dua variabel baru, yaitu kecepatan dan 

gesekan, seperti yang diberikan oleh Persamaan (11) dan (12) (Hassan et al., 

2023). 

𝑣𝑡 + 1 = 𝑝𝑣𝑡 + 𝛻𝑤𝐿(𝑥, 𝑤)            (11) 

𝑤 = 𝑤 − 𝑙𝑟. 𝑣𝑡 + 1                           (12) 

Kecepatan dihitung sebagai mean dari gradient yang bergerak ke suatu titik 

dalam waktu tertentu, yang mengindikasikan arah pergerakan gradient tersebut.  

Pada setiap step dalam waktu, kecepatan diperbarui dengan mengurangi kecepatan 

sebelumnya dengan sebuah faktor dan menambahkan gradient bobot pada waktu 

saat ini. Kemudian, bobot diperbarui ke arah pergerakkan vektor kecepatan 

(Hassan et al., 2023). 

 

2.6.4 Root Mean Square Propagation (RMSprop)  

Optimizer RMSProp, bagian dari kelompok gradient adaptif, diperkenalkan 

untuk mengatasi masalah menentukan nilai awal dari learning rate, dimana proses 

ini sedang dipelajari selama pelatihan. Aspek ini diatasi oleh RMSProp dengan 

mempertahankan rata-rata pergerakan dari gradient kuadrat dan mengubah 

pembaruan bobot dengan nilai ini. Pembaruan gradient diuraikan dalam (Hassan 

et al., 2023) seperti yang ditunjukkan pada Persamaan (13) dan (14). 

𝑣𝑡 =  𝛿𝑣𝑡−1 + (1 − 𝛿)(𝛻𝑤𝐿(𝑥, 𝑦, 𝑤𝑡))2                   (13) 

𝑤 = 𝑤 −  
1

√𝑣𝑡+𝑒
 ⊙ (𝛻𝑤𝐿(𝑥, 𝑦, 𝑤))2         (14) 

Denominator RMSProp adalah nilai rata-rata kuadrat akar RMS dari 

kesalahan gradient, sesuai dengan nama algoritmanya. Umumnya algoritma 
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tingkat adaptif, menambahkan nilai sangat kecil yang dilambangkan dengan untuk 

mencegah penyebut menjadi nol. Manfaat utama dari penggunaan RMSprop 

adalah bahwa algoritma ini memecahkan masalah AdaGrad dalam hal kecepatan 

pembelajaran progresif (yaitu, penurunan kecepatan pembelajaran dari waktu ke 

waktu, sehingga memperlambat pelatihan, yang dapat menyebabkan pembekuan). 

Adapun kekurangannya, algoritma RMSprop hanya dapat menghitung minimum 

lokal dan bukan minimum global (Hassan et al., 2023) . 

 

2.7 Hold-out 

Hold-out adalah metode yang umum digunakan untuk mengevaluasi model 

machine learning (Nouhaila et al., 2022). Hold-out adalah teknik pembagian data 

yang membagi data menjadi 2 set yaitu dataset training dan dataset testing 

(Moutari & Moore, 2021; Nouhaila et al., 2022). Rasio yang umum digunakan 

adalah 80:20, rasio lain seperti 70:30, 60:40, dan bahkan 50:50 juga digunakan 

dalam praktik. Tampaknya tidak ada panduan yang jelas tentang rasio apa yang 

terbaik atau optimal untuk kumpulan data tertentu (Joseph, 2022). Hold-out 

adalah pendekatan yang sederhana yang dapat menghemat waktu dan sumberdaya 

serta mampu memberikan estimasi model yang tidak terlalu bias dibandingkan 

metode lainnya (Nouhaila et al., 2022). 

 

2.8 Confusion Matrix 

Confusion matrix adalah tabel evaluasi yang menunjukkan kinerja model 

klasifikasi dengan membandingkan label asli (ground truth) dengan label prediksi. 

accuracy, precision, recall, dan F1-score dapat dihitung dari Confusion matrix 

yang berfungsi untuk mengukur seberapa baik model dalam melakukan prediksi. 

Berikut adalah penjelasan sederhana tentang masing-masing metrik (Yang et al., 

2021): 

1. Accuracy: Menunjukkan seberapa banyak prediksi yang benar dibandingkan 

dengan total prediksi yang dilakukan oleh model.  

2. Precision: Mengukur ketepatan prediksi positif model, yaitu seberapa 

banyak prediksi positif yang benar dibandingkan dengan semua prediksi 

positif yang dibuat model.  

3. Recall (Tingkat Deteksi): Mengukur seberapa banyak dari data positif yang 

berhasil ditemukan oleh model.  

4. F1-score: Merupakan kombinasi dari precision dan recall, memberikan 

gambaran yang lebih seimbang tentang kinerja model. F1-score bernilai 

antara 0 dan 1, di mana 1 adalah hasil terbaik. 

Rumus-rumus perhitungannya dapat dilihat pada persamaan (15) – (18) 

(Gunawan et al., 2021; Rikendry & Maharil, 2022; Yang et al., 2021): 
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1. Accuracy  

𝐴 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
                                                (15) 

2. Precision  

𝑃 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                                            (16) 

3. Recall  

𝑅 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                                            (17) 

4. F1-score  

𝐹1 = 2
(𝑃×𝑅)

(𝑃+𝑅)
                                                            (18) 

 

Metrik dasar yang digunakan dalam perhitungan ini adalah: 

1. TP (True Positive): Prediksi benar untuk kelas positif. 

2. FN (False Negative): Prediksi salah untuk kelas positif  

3. FP (False Positive): Prediksi salah untuk kelas negatif  

4. TN (True Negative): Prediksi benar untuk kelas negatif. 

 

2.9 Uji ANOVA dan Uji Tukey HSD 

Uji Analysis of Variance (ANOVA) satu arah digunakan untuk 

mengevaluasi signifikansi statistik dan mengonfirmasi variasi dalam kinerja 

model. Untuk menentukan apakah terdapat perbedaan yang signifikan, uji 

ANOVA menghasilkan nilai P-value dan F-statistic. Perbedaan yang signifikan 

ditunjukkan oleh nilai P-value kurang dari 0,05. Uji perbandingan multipel yang 

digunakan untuk mengidentifikasi perbedaan antara tiga atau lebih kelompok item 

studi adalah uji Tukey HSD. Uji Tukey HSD menentukan pasangan model mana 

yang berbeda secara signifikan (Arif et al., 2023; Febriani et al., 2023). 

 

2.10 Bahasa Pemograman Python 

Python didesain oleh Guido van Rossum di tahun 1990, dengan 

menyerahkan proposal kepada Defense Advanced Research Projects Agency 

(DARPA) untuk membangun kurikulum komputer yang cocok bagi siswa-siswa 

dan alat yang efektif dan mudah digunakan untuk analisis dan pengembangan 

program (Nagpal & Gabrani, 2019). Python menjadi populer bagi data scientists 

dan software developers karena beragam alasan, termasuk simpel dan sintaks yang 

seperti pseudocode, modularitas, desain, berorientasi objek, profil, portabilitas, 

pengujian (Hao & Ho, 2019; Nagpal & Gabrani, 2019). Ada dua versi utama 

Python, versi 2.x dan 3.x, keduanya tidak kompatibel sepenuhnya meskipun 

secara umum hampir sama. Versi 2.x adalah legacy version, sedangkan Versi 3.x 

adalah redesain berdasarkan versi 2.x yang dianggap sebagai masa depan Python 

(Hao & Ho, 2019). 
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2.11 Penelitian Terdahulu 

Penelitian oleh Sethi dan teman-teman pada tahun 2021 mengembangkan 

teknik real-time yang sangat akurat untuk mendeteksi wajah tanpa masker di 

tempat umum, menggunakan kombinasi detektor satu tahap dan dua tahap untuk 

mencapai waktu inferensi rendah dan accuracy tinggi. Studi ini menerapkan 

ResNet50 sebagai baseline dengan transfer learning untuk menyatukan informasi 

semantik tingkat tinggi dalam beberapa peta fitur, serta mengusulkan transformasi 

kotak pembatas untuk meningkatkan kinerja lokalisasi selama deteksi masker. 

Hasil eksperimen menunjukkan bahwa teknik yang diusulkan mencapai accuracy 

tinggi (98,2%) dan menghasilkan precision dan recall yang lebih tinggi 

dibandingkan dengan model baseline publik terbaru seperti Retina Face Mask 

detector, menjadikannya sangat cocok untuk perangkat pengawasan video (Sethi 

et al., 2021). Penelitian lain yang dilakukan Jain dkk tahun 2024, Studi ini 

mengusulkan pendekatan deteksi masker wajah untuk gambar statis dan video 

real-time yang dapat membedakan antara gambar dengan masker dan tanpa 

masker. Penelitian ini bertujuan untuk mencapai accuracy deteksi yang tinggi 

dengan menggunakan transfer learning dari arsitektur ResNet-50 dan fokus pada 

deteksi serta lokalisasi. Eksperimen juga membandingkan model-model pre-

trained lainnya seperti AlexNet, ResNet, dan VGGNet. Sistem yang diusulkan 

mencapai accuracy 98,4% ketika menggunakan ResNet-50 dan menunjukkan nilai 

precision dan recall yang lebih baik dibandingkan dengan model yang ada, serta 

memiliki potensi untuk diterapkan dalam aplikasi pengawasan video (Jain et al., 

2024). Penelitian mengenai ResNet-50 juga dilakukan oleh Rathi dkk tahun 2020, 

Penelitian ini mengatasi hambatan komunikasi yang dihadapi oleh komunitas tuna 

rungu dan mengusulkan pendekatan otomatis untuk pengenalan bahasa isyarat 

menggunakan pembelajaran mendalam. Penulis mengusulkan arsitektur jaringan 

saraf dalam berbasis ResNet50 tingkat 2 untuk mengklasifikasikan kata yang dieja 

dengan jari. Dataset yang digunakan adalah dataset gerakan tangan Bahasa 

Isyarat Amerika oleh Barczak et al. (2011), yang pertama kali diperbesar 

menggunakan berbagai teknik augmentasi. Arsitektur ini terdiri dari dua tingkat: 

pada Tingkat 1, gambar input diklasifikasikan ke dalam salah satu dari empat set, 

dan pada Tingkat 2, model tingkat kedua yang sesuai memprediksi kelas 

sebenarnya dari gambar tersebut. Pendekatan ini mencapai accuracy 99,03% pada 

12.048 gambar uji, menunjukkan efektivitasnya dalam pengenalan bahasa isyarat 

otomatis (Rathi et al., 2020). 

Penelitian oleh Kindhi dan Purnomo (2023) telah menerapkan metode 

VGG16 yang dimodifikasi, untuk mendeteksi gender pada objek yang 

mengenakan aksesoris seperti topi, bandana, kerudung, dan lainnya. Mereka 

berhasil meningkatkan accuracy deteksi gender secara signifikan, dari 77% 

menjadi 90,56%, melalui penggunaan transfer learning dan teknik augmentasi 
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data pada dataset yang mereka bangun sendiri (Kindhi & Purnomo, 2023). Gedik 

dan Demirhan (2021) dalam penelitian mereka menunjukkan bahwa identifikasi 

otomatis orang yang tidak memakai masker wajah di komunitas sangat penting 

untuk pencegahan dan pengendalian COVID-19. Mereka membandingkan kinerja 

model pembelajaran mendalam otomatis, termasuk yang menggunakan transfer 

learning untuk deteksi masker wajah pada gambar, dan menemukan bahwa model 

VGG16 menunjukkan kinerja terbaik dengan accuracy 97,82%, sementara 

MobileNetV2 menunjukkan kinerja terendah dengan accuracy 72,44% (Gedik & 

Demirhan, 2021). Nugraha et al pada tahun 2023 melakukan penelitian dengan 

membandingkan beberapa arsitektur. Penelitian ini membahas tantangan dalam 

pengenalan pola tulisan tangan aksara Arab, yang ditulis dari kanan ke kiri dan 

memiliki berbagai gaya tulisan tangan yang berbeda. Fokus utama penelitian ini 

adalah membandingkan accuracy lima arsitektur CNN, yaitu GoogleNet, 

AlexNet, VGG-16, LeNet-5, dan ResNet-50, dalam mengenali pola tulisan tangan 

aksara Arab. Dengan menggunakan 8400 gambar data dan perbandingan data 

pelatihan dan pengujian 80:20, penelitian ini menemukan bahwa arsitektur VGG-

16 menghasilkan accuracy terbaik sebesar 83,99%. Konfigurasi model yang 

digunakan mencakup 64 filter pada setiap layer konvolusi, kernel 3x3, 128 

neuron, dropout 50% untuk mengurangi overfitting, learning rate 0.001, dan 

ukuran gambar 64x64 piksel dengan input citra grayscale. Hasil penelitian ini 

menunjukkan bahwa VGG-16 memiliki potensi yang baik untuk dikembangkan 

sebagai media pembelajaran aksara Arab, serta memberikan wawasan tentang 

pengenalan tulisan tangan dalam aksara Arab dengan model CNN (Nugraha et al., 

2023). 

Penelitian oleh Albelwi (2022) menunjukkan bahwa kondisi cuaca memiliki 

dampak signifikan terhadap kehidupan sehari-hari manusia dan berbagai aspek 

produksi, mulai dari pilihan pakaian hingga perjalanan, olahraga luar ruangan, dan 

sistem energi surya. Dengan kemajuan terkini dalam penglihatan komputer 

berbasis metode pembelajaran mendalam, studi ini mengusulkan model 

pembelajaran mendalam berbasis DenseNet-121 untuk mengenali kondisi cuaca 

dari gambar dengan efektif, mencapai tingkat accuracy sebesar 95,9% (Albelwi, 

2022). Pada penelitian yang dilakukan oleh Shoaib dkk pada 2022, Penelitian ini 

membahas klasifikasi gambar untuk mendeteksi ductal carcinoma pada kanker 

payudara. Tujuan penelitian ini adalah untuk membandingkan berbagai model 

deep learning dalam mendeteksi ductal carcinoma dan menentukan model mana 

yang memberikan accuracy tertinggi. Berbagai model CNN yang dimodifikasi 

dibandingkan berdasarkan metrik accuracy, precision, recall,dan f1-score. Model 

DenseNet121 dibandingkan dengan MobileNet V2, ResNet50, dan VGG16. 

Hasilnya menunjukkan bahwa model DenseNet121 memberikan accuracy terbaik 

sebesar 89,25% dalam mengklasifikasikan gambar dengan benar (Shoaib et al., 
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2022). Penelitian mengenai DenseNet-121 juga dilakukan oleh Vellaichamy dkk 

tahun 2021. Penelitian ini mengusulkan penggunaan DenseNet-121 untuk deteksi 

penyakit tanaman, dengan tujuan meningkatkan efisiensi produksi pertanian. 

Model ini dilatih untuk mengklasifikasikan 29 penyakit pada 7 jenis tanaman 

menggunakan 35.779 gambar dari dataset Huges DP Plant-Village. Hasil 

eksperimen di Google Colab menunjukkan accuracy 94,96% setelah 50 epoch 

dengan learning rate 0.002 (Vellaichamy et al., 2021). 



BAB III 

METODOLOGI PENELITIAN 

Adapun proses penelitian ini ialah (1) tahap pendahuluan, (2) studi pustaka, 

(3) pengumpulan dan pengolahan data, serta yang terakhir (4) dokumentasi. Alur

metodologi penelitian ini dapat dijelaskan pada Gambar 3.1

Gambar 3.1 Metodologi Penelitian 
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3.1 Pendahuluan 

Tahap ini merupakan awal dari penelitian yang dilakukan pada tahap ini 

adalah : 

1. Menentukan Topik Penelitian, menentukan hal apa yang akan dibahas dalam

penelitian. Dalam penelitian ini mengenai penerapan CNN, untuk melakukan

klasifikasi gambar hijab. Topik ini menggabungkan teknologi deep learning

dalam bidang pengolahan citra untuk mengidentifikasi dan

mengklasifikasikan jenis hijab berdasarkan fitur visual yang ada pada

gambar.

2. Mengidentifikasi dan merumuskan masalah, pada bagian ini masalah berasal

dari sulitnya membedakan hijab syar’i dan yang belum syar’i baik secara

langsung maupum melalui media atau foto dan bagaimana

mengimplementasikannya menggunakan deep learning.

3. Menentukan Tujuan Penelitian, untuk memperjelas maksud dari penelitian

yang dilakukan. Adapun tujuan dari penelitian yang akan dilakukan yaitu

dapat membedakan hijab syar’i dan belum syar’i serta melakukan

perbandingan model dari arsitektur CNN yaitu ResNet50, VGG16, dan

DenseNet121 untuk mendapatkan model terbaik.

4. Menetapkan batasan penelitian bertujuan untuk menjaga fokus penelitian

tetap berada dalam ruang lingkup yang telah ditentukan, sehingga arah

penelitian menjadi terarah dan manfaatnya dapat tergambarkan secara jelas.

5. Tahap terakhir yaitu menentukan sistematika penulisan agar tulisan atau

penelitaian terstruktur dengan baik dan mudah dipahami.

3.2 Studi Pustaka 

Melakukan studi pustaka dengan menghimpun dan mengkaji berbagai 

referensi yang berkaitan dengan klasifikasi citra digital, deep learning, model 

CNN, serta menelaah hasil-hasil penelitian terdahulu dari berbagai sumber 

literatur yang relevan, baik dari jurnal internasional maupun jurnal nasional. 

3.3 Pengumpulan dan Pengolahan Data 

3.3.1 Pengumpulan Data 

Dataset berupa gambar wanita menggunakan hijab di lingkungan UIN Suska 

Riau yang diambil secara langsung  menggunakan kamera handphone OPPO A31 dengan 

spesifikasi kamera utama yaitu 12 MP, f/1.8, wide-angle, menggunakan rasio foto 4:3 

dan foto diambil dengan jarak ± 1m. Dataset berjumlah 200 gambar dibagi 

menjadi dua jenis yaitu gambar pertama adalah kelompok gambar hijab syar’i 

sebanyak 100 gambar dan kelompok gambar hijab belum syar’i sebanyak 100 

gambar. Data dikelompokkan sesuai Al-Qur’an dan sunnah serta oleh bantuan 

yang ahli dibidangnya. 
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3.3.2 Preprocessing Data 

Langkah berikutnya adalah melakukan preprocessing data hijab melalui 

proses normalisasi dan augmentasi gambar. Normalisasi dilakukan dengan 

mengubah skala nilai piksel dari rentang 0–255 ke rentang 0–1, sehingga 

mempermudah proses komputasi dalam pelatihan model. Tujuan dari normalisasi 

ini adalah untuk menghasilkan distribusi data yang seragam atau memiliki mean 

dan variasi yang sama pada setiap kanal warna atau piksel gambar. Sehingga, 

normalisasi memungkinkan model untuk memproses data dengan lebih baik dan 

stabil, serta memungkinkan konvergensi yang lebih cepat selama pelatihan model. 

Kemudian augmentasi data gambar bertujuan meningkatkan keragaman dataset, 

tetapi tetap mempertahankan fitur prognostik dari gambar yang dilakukan untuk 

memperbanyak jumlah dataset. Augmentasi yang dilakukan yaitu dengan 

menggunakan image data generator dengan merotasi gambar sebesar 30° dan 

memutar gambar secara horizontal. 

3.3.3 Pembagian Data 

Setelah mendapatkan dataset, kemudian pembagian data latih dan data 

validasi menggunakan teknik hold-out karena pembagian data menggunakan 

teknik ini sederhana yang dapat menghemat waktu dan sumberdaya serta mampu 

memberikan estimasi model yang tidak terlalu bias. Rasio pembagian data yang 

digunakan yaitu 80:20 karena rasio ini umum digunakan dan memiliki 

keseimbangan yang baik antara data pelatihan dan data pengujian. Pembagian 

80:20 mengambil justifikasinya dari prinsip Pareto yang terkenal (Joseph, 2022). 

3.3.4 Model Arsitektur CNN 

Setiap arsitektur CNN memiliki jumlah lapisan (layer) yang berbeda. Untuk 

memodelkan arsitektur seperti ResNet50, VGG16, dan DenseNet121 dapat 

menggunakan library TensorFlow dan Keras dalam Google Colab dengan bahasa 

pemrograman Python. Google Colab menyediakan platform yang mudah 

digunakan untuk eksperimen model deep learning tanpa harus mengonfigurasi 

perangkat keras secara manual.  

3.3.5 Optimizer 

Algoritma optimasi merupakan dasar utama yang memungkinkan mesin 

untuk belajar dan melakukan penyesuaian berdasarkan kesalahan yang terjadi 

selama proses pelatihan. Setelah didapatkan model arsitektur ResNet50, VGG16, 

dan DenseNet121, kemudian menguji beberapa optimizers yakni Adam, Nadam, 

SGDM dan RMSprop menggunakan hyperparameters yaitu learning rate dan 

Momentum (khusus SGDM). Hyperparameters optimizers yang mempunyai 

pengaruh terhadap accuracy suatu model ialah learning rate. learning rate yang 
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digunakan dalam penelitian ini dimulai dari 0,0001 dan akan diturunkan secara 

otomatis dengan menggunakan callback reduce lr on plateau.  

3.3.6 Pelatihan Model Deep Learning 

Model arsitektur CNN akan dilatih menggunakan teknik transfer learning 

dari ImageNet, dengan tujuan untuk memanfaatkan bobot yang sudah terlatih pada 

dataset besar dan umum. Setelah itu, dilakukan fine-tuning pada lapisan atas 

model untuk menyesuaikan dengan dataset citra khusus, dalam hal ini untuk 

klasifikasi hijab. Batch size dan jumlah epoch adalah dua parameter penting yang 

mempengaruhi kualitas dan hasil pelatihan model. Pada penelitian ini Batch size 

dan jumlah epoch yang digunakan yaitu 32 dan 100. Penyesuaian yang tepat pada 

kedua parameter ini dapat meningkatkan accuracy model dalam 

mengklasifikasikan gambar hijab, dengan memastikan bahwa model tidak 

overfitting atau underfitting pada data pelatihan. Pada pelatihan model deep 

learning ini juga menggunakan callback lain selain reduce lr on plateau yaitu 

early stopping dan model check point. Early stopping berfungsi untuk 

menghentikan proses pelatihan secara otomatis jika performa model (misalnya 

accuracy validasi atau loss) berhenti membaik dalam beberapa epoch, sedangkan 

model check point berfungsi untuk Menyimpan model ke file setelah setiap epoch 

jika performanya membaik berdasarkan metric yang dipantau. 

3.3.7 Evaluasi Model Deep Learning 

Loss function yang digunakan dalam penelitian ialah Cross Entropy. Dataset 

terdiri dari 2 label sehingga digunakan fungsi aktivasi sigmoid. Proses evaluasi 

model dilakukan menggunakan training dan validation curve deep learning, 

confusion matrix dan metrik pengukuran yakni accuracy, precision, recall, dan f1-

score.  

Setelah akurasi didapat selanjutnya dilakukan uji statistik untuk mengetahui 

ada tidaknya perbedaan signifikan dari percobaan menggunakan tiga arsitektur 

yang dilakukan dengan menggunakan uji ANOVA. Dalam pengujian 

menggunakan ANOVA jika P-value kurang dari 0,05 maka dilanjutkan dengan uji 

Tukey HSD untuk dilakukan perbandingan berpasangan. 

3.4 Dokumentasi 

Tahap dokumentasi merupakan proses penyusunan laporan Tugas Akhir 

dengan mendeskripsikan secara sistematis seluruh aktivitas yang telah dilakukan 

selama pelaksanaan penelitian ini.  



BAB V 

PENUTUP 

5.1 Kesimpulan 

Penelitian ini melakukan klasifikasi hijab menggunakan tiga arsitektur CNN 

yaitu ResNet50, VGG16, dan DenseNet121 di kombinasikan dengan empat 

optimizer yaitu Adan, Nadam, SGDM, dan RMSprop. Dataset yang digunakan 

yaitu citra wanita berhijab dilingkungan UIN Suska Riau. Data dikelompokkan 

menjadi 2 kelas yaitu syar’i sebanyak 100 data dan belum syar’i juga 100 

data. Data yang telah dikelompokan tersebut dibagi lagi menjadi data  latih, uji, 
dan validasi dengan rasio perbandingan 80:20. Dalam pelatihan model 

menggunakan augmentasi dari image data generator dan 3 callbacks. Dalam 

pelatihan data, hyperparameter dan augmentasi sangat memberikan pengaruh 

pada pada peforma model. Performa model diuji menggunakan confusion matrix 

yang dibandingkan berdasarkan akurasi, presisi, recall, dan f1-score. Setelah 

itu hasil penelitian dilakukan uji ANOVA dan dilanjutkan dengan uji 

Tukey. Berdasarkan hasil analisa dan pembahasan, menunjukkan bahwa: 

1. Perbandingan arsitektur CNN (ResNet50, VGG16, dan DenseNet121)

menunjukkan bahwa DenseNet121 merupakan arsitektur dengan performa

terbaik dalam klasifikasi gambar hijab mahasiswi UIN Suska Riau. Model

ini mampu mencapai akurasi hingga 90%, dengan F1-score tertinggi sebesar

0.9048 saat dikombinasikan dengan optimizer RMSprop, serta nilai

precision 0.8636 dan recall 0.9500. Bahkan saat dikombinasikan dengan

optimizer Adam dan Nadam, DenseNet121 tetap menunjukkan performa

tinggi dengan F1-score konsisten sebesar 0.9000. Di sisi lain, VGG16 juga

menunjukkan hasil yang baik, khususnya saat digunakan dengan optimizer

Adam (F1-score 0.8571, accuracy 85%) dan RMSprop (F1-score 0.8182,

accuracy 80%). Sebaliknya, ResNet50 menunjukkan kinerja yang jauh lebih

rendah. Misalnya, kombinasi dengan Adam dan SGDM menghasilkan F1-

score 0.0000 dan akurasi hanya 50%, bahkan kombinasi terbaiknya (dengan

RMSprop) hanya menghasilkan F1-score 0.3704 dan akurasi 57.5%, serta

mengalami overfitting.

2. Pemilihan optimizer terbukti memengaruhi performa klasifikasi secara

signifikan. Optimizer Adam, Nadam, dan RMSprop menghasilkan performa

yang lebih stabil dan tinggi dibandingkan SGDM. Sebagai contoh,

kombinasi DenseNet121-RMSprop mampu mencapai F1-score tertinggi

(0.9048), sedangkan kombinasi terbaik VGG16 menggunakan Adam

menghasilkan F1-score 0.8571. Optimizer SGDM konsisten menghasilkan

performa terendah, terutama pada ResNet50 dengan F1-score 0.0000 dan

akurasi 50%, serta pada VGG16 yang hanya mencapai F1-score 0.6222.
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3. Kombinasi arsitektur dan optimizer terbaik dalam penelitian ini adalah

DenseNet121 dengan Adam, Nadam, atau RMSprop, di mana ketiganya

menghasilkan akurasi hingga 90% dan F1-score ≥ 0.90. Hasil uji ANOVA

satu arah dan Tukey HSD menunjukkan bahwa performa DenseNet121 dan

VGG16 secara statistik berbeda signifikan dibandingkan ResNet50 dengan

nilai p < 0,05. Oleh karena itu, DenseNet121 yang dikombinasikan dengan

optimizer seperti RMSprop atau Adam direkomendasikan sebagai

pendekatan paling efektif dalam klasifikasi hijab berbasis CNN.

5.2 Saran 

Untuk pengembangan penelitian di masa mendatang, disarankan untuk 

menerapkan teknik augmentasi data yang lebih beragam dan terkontrol, seperti 

rotasi dengan sudut bervariasi, zoom in/out, perubahan intensitas pencahayaan, 

serta pembalikan horizontal dan vertikal. Pendekatan ini bertujuan untuk 

meningkatkan kemampuan generalisasi model terhadap variabilitas citra di dunia 

nyata. Selain itu, penggunaan metode validasi silang, seperti k-fold cross 

validation, perlu dipertimbangkan guna memperoleh estimasi kinerja model yang 

lebih stabil dan tidak bergantung pada satu subset data tertentu saja. Validasi 

silang juga dapat mengurangi potensi bias evaluasi dan memberikan gambaran 

performa model yang lebih menyeluruh. Tak kalah penting, peningkatan jumlah 

dan keberagaman data pelatihan melalui ekspansi dataset baik dengan menambah 

jumlah sampel dari sumber yang relevan maupun menggabungkan data dari 

domain serupa dapat berkontribusi signifikan dalam meningkatkan ketahanan dan 

akurasi model. Dengan mengintegrasikan strategi augmentasi lanjutan, validasi 

silang yang sistematis, serta perluasan dataset, penelitian di masa depan 

diharapkan dapat menghasilkan model klasifikasi hijab yang lebih robust, presisi 

tinggi, dan dapat diandalkan dalam skenario dunia nyata yang lebih kompleks.  
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