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Petbandingan Inisialisasi Bobot Random dan Nguyen-Widrow Pada
©  Backpropagation Dalam Klasifikasi Penyakit Diabetes
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3
Info Artikel Abstract - Diabetes is a metabolic disorder that occurs when the pancreas is unable to produce

1 = adequate amounts of insulin or the body has difficulty in utilizing it optimally, leading to potentially
Riwayat Artikel : serious complications. Early diagnosis is very important to reduce the mortality rate due to these

(= complications. This study uses the Backpropagation Neural Network (BPNN) method for diabetes

=
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classification, but to overcome the problem of slow convergence and the risk of getting stuck at a
local minimum caused by random weight initialization, the Nguyen-Widrow weight initialization
method is applied. The research data was obtained from the Kaggle dataset consisting of 768 data
with 8 parameters. Model testing was conducted using 10-fold cross-validation, as well as
exploring various numbers of neurons in the hidden layer and learning rate (Ir). The results showed
that weight initialization using the Nguyen-Widrow method was able to increase the accuracy of
BPNN to 92.11% with a learning rate of 0.001 and 9 neurons in the hidden layer, compared to
random weight initialization which only reached 89.91%. Overall, this research can contribute to
the field of informatics by strengthening the development of artificial intelligence-based medical
classification systems, especially in improving the accuracy and reliability of neural network
models to support more effective and efficient disease diagnosis systems.

Keywords: Backpropagation Neural Network, Diabetes, Nguyen-Widrow, Artificial Neural
Networks, Weight Optimization.
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Abstrak - Diabetes merupakan gangguan metabolik yang terjadi ketika pankreas tidak mampu
menghasilkan insulin dalam jumlah yang memadai atau tubuh mengalami kesulitan dalam
memanfaatkannya secara optimal, sehingga berpotensi menimbulkan komplikasi serius. Diagnosis
dini sangat penting untuk menekan angka kematian akibat komplikasi tersebut. Penelitian ini
menggunakan metode Backpropagation Neural Network (BPNN) untuk klasifikasi diabetes, namun
untuk mengatasi masalah konvergensi lambat dan risiko terjebak pada minimum lokal yang
disebabkan oleh inisialisasi bobot secara acak, diterapkan metode inisialisasi bobot Nguyen-
Widrow. Data penelitian diperoleh dari dataset Kaggle yang terdiri dari 768 data dengan 8
parameter. Pengujian model dilakukan menggunakan 10-fold cross-validation, —serta
mengeksplorasi berbagai jumlah neuron dalam hidden layer dan learning rate (Ir). Hasil penelitian
menunjukkan bahwa inisialisasi bobot menggunakan metode Nguyen-Widrow mampu
meningkatkan akurasi BPNN menjadi 92,11% dengan learning rate 0,001 dan 9 neuron pada
hidden layer, dibandingkan dengan inisialisasi bobot acak yang hanya mencapai 89,91%. Secara
keseluruhan, penelitian ini dapat berkontribusi dalam bidang informatika dengan memperkuat
pengembangan sistem klasifikasi medis berbasis kecerdasan buatan, khususnya dalam
meningkatkan akurasi dan keandalan model neural network untuk mendukung sistem diagnosis
penyakit yang lebih efektif dan efisien.

Kata Kunci: Backpropagation Neural Network, Diabetes, Nguyen-Widrow, Jaringan Syaraf
Tiruan.
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l. PENDAHULUAN

%emajuan teknologi komputer yang berkembang dengan cepat telah membawa pengaruh besar dalam
berbagarhidang kehidupan [1]. Salah satu bidang teknologi yang mengalami kemajuan yang sangat pesat adalah
kecerdagan buatan, yang lebih dikenal dengan istilah Al. Al memungkinkan sistem digital untuk menganalisis

serta mghgambil keputusan secara cerdas layaknya manusia [2]. Jaringan Syaraf Tiruan (JST) adalah suatu
pendekatan paling umum diterapkan dalam Al. JST dirancang guna meniru mekanisme kerja otak manusia dalam
mengotah informasi dan mengatasi berbagai persoalan yang kompleks [2], [3]. JST telah menjadi teknik
komputasi yang populer dalam berbagai penerapan kasus, seperti peramalan, pengenalan pola, klasifikasi, dan
optimasj_[4], [5], [6]. Salah satu penerapan kasus yang banyak diteliti adalah klasifikasi penyakit, seperti
klasifikasi diabetes yang dilakukan oleh [7].

Digpetes adalah penyakit metabolik serius yang terjadi ketika pankreas tidak mampu menghasilkan cukup
insulin &tau ketika tubuh tidak mampu menggunakan insulin yang diproduksi secara optimal [8], [9]. Gejala
umum diabetes diantaranya yaitu polidipsia, poliuria, penurunan berat badan secara mendadak, kelelahan,
kesemugh, rasa gatal, disfungsi ereksi pada pria, dan pandangan kabur [10], [11], [12]. Penyakit diabetes dapat
menimtg:lkan berbagai komplikasi diantaranya kerusakan pada saraf, penyakit kardiovaskular, serta masalah

323
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Q
Q’;da ginjal, mata, kaki, kulit dan bahkan memicu depresi [13]. Menurut informasi Organisasi Kesehatan Dunia
@VHO)® jumlah pengidap diabetes mengalami peningkatan yang signifikan serta diprediksi akan
firus beftambah di era mendatang [14]. Sebagian besar kasus diabetes terjadi di negara-negara berpenghasilan
gndah tn menengah, dengan penyakit ini menyebabkan sekitar 1,6 juta kematian setiap tahun [15]. Lebih
Enjut, tierdasarkan berdasarkan studi global yang dilakukan oleh NCD Risk Factor Collaboration menyatakan
f@mlah pEnderita diabetes pada tahun 2021 mencapai 529 juta orang dengan prevalensi global sebesar 6,1%.
Studi tersebut juga memprediksi bahwa angka ini akan terus melonjak pada tahun 2050 hingga 1,3 miliar dengan
mevale@i mencapai 9,8% secara global [16]. Diabetes kini termasuk dalam sepuluh penyebab utama kematian
&n disaElitas di dunia [16]. Selain itu, diabetes juga memberikan beban ekonomi yang signifikan. International
Biabetes-Federation (IDF) mencatat bahwa total pengeluaran kesehatan global akibat diabetes mencapai 966
iliar d&ar AS dan diperkirakan akan melampaui 1 triliun dolar AS pada tahun 2045 [17]. Mengingat tingginya
angka prevalensi, risiko komplikasi serius, serta beban ekonomi yang ditimbulkan, maka diagnosis dini menjadi
ﬁhgkamnting dalam upaya menekan angka kejadian dan kematian akibat diabetes.
@ Salah satu pendekatan untuk meningkatkan diagnosis penyakit ini adalah dengan memanfaatkan
perkembangan teknologi informasi, seperti JST. JST memiliki potensi besar untuk memperbaiki proses
klasifikasi medis. Backpropagation Neural Network (BPNN) merupakan metode yang banyak diterapkan dalam
JST darrdikenal efektif dalam menangani Kklasifikasi [6], [18], [19]. BPNN adalah algoritma pembelajaran
terawasPyang mengubah bobot pada neuron lapisan tersembunyi dalam perceptron berlapis [20]. BPNN
memilikdCarsitektur yang terdiri dari lapisan input (input layer), lapisan tersembunyi (hidden layer), dan lapisan
output geutout layer) [21]. Algoritma BPNN didasarkan pada tiga tahap, yaitu propagasi umpan maju
(feedformyard), propagasi mundur (backward) serta modifikasi bobot dan bias. Tahap feedforward, data input
diproses dengan lapisan-lapisan jaringan untuk menghasilkan output berdasarkan bobot dan bias yang ada. Pada
tahap backward, error dihitung dengan membandingkan output dengan target, lalu error ini digunakan untuk
memperbarui bobot dan bias. Proses ini bertujuan untuk meminimalkan error sehingga jaringan dapat
mempelajari pola dengan lebih akurat [22]. BPNN memiliki kemampuan dalam menangani masalah non-linear
dan fleksibilitas dalam berbagai bidang, seperti klasifikasi data [19], [23].

Penelitian yang dilakukan oleh [24] dalam mengklasifikasikan citra daun herbal menggunakan BPNN
menghasilkan akurasi 88,75%, menunjukkan bahwa metode ini efektif dalam mengenali pola pada citra daun
herbal. Selanjutnya, penelitian dilakukan oleh [25] dalam mengklasifikasikan kerusakan mesin sepeda motor
menggunakan metode BPNN memperoleh akurasi 81,61%. Selain itu, pada penelitian [26] mengenai klasifikasi
status gizi remaja menggunakan metode BPNN menghasilkan akurasi sebesar 85,45%, menunjukkan potensi
penerapannya dalam analisis data kesehatan masyarakat. Dan pada penelitian yang dilakukan oleh [7] dalam
mengklasifikasikan penyakit diabetes menggunakan metode BPNN menghasilkan akurasi sebesar 80.75 %.

Berdasarkan penjabaran penelitian sebelumnya, telah membuktikan efektivitas metode BPNN dalam
klasifikasi data dalam berbagai bidang. Namun, terdapat beberapa kelemahan utama BPNN yaitu konvergensi
yang Ia@’_bat dan risiko terjebak pada local minimum, sehingga dapat mengurangi efektivitas pelatihan. Kedua
kelemahan tersebut dipengaruhi oleh pemilihan bobot awal yang dilakukan secara random [27]. Sebagai solusi
terhadapspermasalahan tersebut, penelitian ini akan mengimplementasikan metode inisialisasi bobot Nguyen-
Widrow(-ndalam diagnosis diabetes. Metode Nguyen-Widrow dirancang untuk mempercepat proses konvergensi
dalam jakingan saraf tiruan dengan cara mengatur distribusi awal bobot agar lebih optimal sebelum proses
pelatihagldimulai [18]. Pada penelitian [28] menunjukkan bahwa algoritma Nguyen-Widrow mampu
meningkatkan kinerja backpropagation dalam mendiagnosis penyakit ginjal. Selain itu, penelitian yang
dilakukéh oleh [29] meneliti penggunaan metode Nguyen-Widrow dalam memprediksi kasus tuberkulosis
menghaSilkan akurasi sebesar 81,82% yang menunjukkan bahwa metode ini efektif digunakan. Selanjutnya,
pada p&,elitian [30] juga menunjukkan metode Nguyen-Widrow dapat diterapkan secara efektif dalam
memprediksi hasil produksi kedelai yang menghasilkan akurasi pelatihan sebesar 96,6% dan pengujian 96,5%.
Dan pacﬁ penelitian [2] menunjukkan bahwa pengujian dengan nilai (o) = 20% menghasilkan nilai MSE yang
lebih keff) dengan metode Nguyen-Widrow dibanding metode random.

Egnelitian ini berbeda dari penelitian sebelumnya, karena akan mengimplementasikan metode inisialisasi
bobot Nguyen-Widrow pada BPNN dalam klasifikasi penyakit diabetes. Metode ini ditujukan untuk mengatasi
kelemaltdn utama BPNN, yaitu konvergensi yang lambat dan risiko terjebak pada lokal minimum akibat
pemilihééﬁ bobot awal secara acak sehingga diharapkan dapat meningkatkan akurasi klasifikasi.
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elitian ini menerapkan metode backpropagation dengan inisialisasi bobot random dan Nguyen-

Widrowg;Serangkaian proses sistematis dilakukan untuk mengolah data, mulai dari pengumpulan data hingga

memper@leh tingkat akurasi terbaik pada pengklasifikasian penyakit diabetes dengan backpropagation.
-~
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Pen@mpulan Data

Pengumpulan Data }_.

Prepocessing

Data

gimplementasian dilakukan dengan menggunakan tools Google Colab dan bahasa pemrograman Python.
apaﬁ;penelltlan dapat dilihat pada Gambar 1.

Comemt D—

Gambar 1. Tahapan Penelitian

Pemadelan Backpropagation
dengan Inisialisasi Bobot
Random dan Nguyen-Widrow

Kesimpulan

Evaluasi

elitian ini menggunakan data sekunder yang diperoleh dari platform Kaggle melalui situs
.kaggle.com/datasets/jamaltarigcheema/pima-indians-diabetes-dataset. Dataset ini terdiri 768 data

dan 8 p@?ameter, dengan 500 data kategori non-diabetes dan 268 kategori diabetes. Dari distribusi ini diketahui

bahwa gata bersifat tidak seimbang. Pada tabel 1 dijelaskan dataset penyakit diabetes.

QO

TABEL 1
? DATASET DIABETES
[a k)

Pregnanci§ Glucose  Blood Pressure  Skin Thickness Insulin BMI  Diabetes Pedigree Function Age Outcome
6 148 72 35 0 33,6 0,627 50 1
1 85 66 29 0 26,6 0,351 31 0
8 183 64 0 0 233 0,672 32 1
1 89 66 23 94 28,1 0,167 21 0
0 137 40 35 168 43,1 2,288 33 1
5 116 74 0 0 25,6 0,201 30 0
3 78 50 32 88 31 0,248 26 1
1 126 60 32 1695 301 0349 7 1
1 93 70 31 1025 30,4 0,315 23 0
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B. Data Prepocessing

Data preprocessing adalah tahap dimana data mentah diolah menjadi format yang lebih terstruktur
dan siap digunakan. Tujuan utama dari proses ini untuk meningkatkan kualitas data agar lebih mudah dipahami

serta dapat dimanfaatkan secara optimal dalam analisis lanjutan. Tahapan ini mencakup:

1.

Data cleaning

wData cleaning adalah tahapan perbaikan kesalahan dalam data untuk memastikan kualitasnya
sebefiim digunakan dalam analisis. Dalam proses data cleaning, dilakukan pengecekan terhadap missing

valugs serta data duplikat guna menghindari bias dalam model.

2.

Scalling

& Pada proses scalling ini dilakukan pengukuran nilai fitur dari kumpulan data tertentu dalam rentang
nilai¥yang ditentukan. Metode scalling yang diterapkan adalah min-max normalization yang mengubah
data@fribut menjadi skala 0 hingga 1. Persamaan (1) merupakan rumus yang digunakan untuk menghitung

mm-@ax normallzatlon

a(_

mm

Xmax - Xmm

Kete@ngan:
X Z:Nilai asli data.
X' "< Nilai data setelah normalisasi.
XmiR,: Nilai minimum dalam data.

Xmagm: Nilai maksimum dalam data.

C. Bacéropagation Neural Network (BPNN)

NN adalah metode pembelajaran terawasi yang mengubah bobot pada neuron lapisan tersembunyi

@

dalam perceptron berlapis [20]. Metode BPNN memiliki sebuah arsitektur yang terdiri atas tiga bagian utama
ut layer, hidden layer, dan output layer [21]. Algoritma BPNN didasarkan pada tiga tahap, yaitu
propaga®j umpan maju (feedforward), propagasi mundur (backward) serta modifikasi bobot dan bias [22]. Dalam
menerapkan algoritma backpropagation terdapat beberapa langkah-langkah sebagai berikut:

yaitu i
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Menentukan arsitektur jaringan backpropagation. Jumlah neuron di lapisan masukan disesuaikan dengan
jéimlah fitur yang terdapat dalam dataset. Sementara jumlah neuron di output layer tergantung pada
j‘fﬁ:nlah kelas yang ingin diprediksi. Pada hidden layer, dilakukan eksperimen dengan jumlah neuron
$ebanyak 9, 12, dan 15 neuron, di mana pemilihan jumlah ini didasarkan pada Persamaan (2) [31].
Remilihan 9, 12, dan 15 neuron bertujuan untuk mengobservasi kinerja model dengan kompleksitas
Efingan yang bertingkat (rendah, menengah, tinggi).

I<m<2i Q)

terangan:

= neuron input
M= neuron hidden layer

I%nentukan parameter yang akan digunakan, seperti fungsi aktivasi, minimum eror, maksimum epoch
Z .

sc%ta learning rate (Ir).

Menginisialisasi bobot random dan metode Nguyen-Widrow. Untuk inisialisasi dengan Nguyen-Widrow

éﬁlakukan dengan langkah sebagai berikut [32]:

& Menentukan bilangan pada jarak antara (-0.1) hingga 1.0
b Hitung nilai bobot mutlak menggunakan Persamaan (3).

0 Wil =3/VE j+ V3 j+ o+ G2 @)

c¢. Menghitung faktor skala menggunakan Persamaan (4).

B=07%p =07k ®)

[ = faktor skala
7 = unit masukan
p = jumlah unit tersembunyi
d. Menghitung nilai Vij menggunakan Persamaan (5).
_ BVij(lama)
Vil = o (4
i = jumlah neuron ke-i (1,2,3,..,n)
j = jumlah hidden ke-j
V;j(lama) = bobot lama
[|Vi;|| = bobot yang diperbarui
= faktor skala
+Vienentukan bobot bias dengan menggunakan bilangan acak yang berada pada interval antara — § dan

Setiap unit pada lapisan input X; (i = 1,2,3, ... , n) menerima sinyal input X; dan dan meneruskannya ke
démua unit yang ada di lapisan tersembunyi.
Setiap unit pada lapisan tersembunyi Z; (j = 1,2,3, ... , p) menjumlahkan sinyal input yang telah
dibobotkan.
A n
6
Ez_inj =vjo + X XiVji ©)
ot ¢ i=1
I@terangan:

Zanj = jumlah sinyal yang diterima oleh unit tersembunyi

x;= data masukan untuk unit

w5; = bobot antara input dan unit tersembunyi

Iggmudian dihitung nilai keluaran menggunakan fungsi aktivasi berikut.

?jzf:Znetjzm ®)

B
=

Sl

= Keluaran dari nilai Z ;,;

Widya Guswanti: Perbandingan Inisialisasi Bobot Random ...
326

neny wisey jrredg



NV VSNS NI

‘nery eysng NiN uizi edue) undede ynjuaq wejep 1ul sijn} eAiey yninjas neje ueibeqes yeAueqiadwaw uep uejwnwnbusw Buele|q z

DiUE

)=

‘nery exsng NN Jefem Buek uebunuaday ueyibniaw yepn uedinbuad “q

‘yeesew niens uenelun neje ynuy uesinuad ‘ueiode| ueunsnAuad ‘yeiw| eAiey uesiinuad ‘uenijpuad ‘ueyipipuad uebunuaday ynun eAuey uedinbuad ‘e

=

h

"

:Jaquins ueyingaAusw uep ueywnjuedsusw edue) 1ul sin} eAiey yninjgs neje ueibeqes dipnbusw Buele|iq -

Jurnal Informatika: Jurnal pengembangan IT
—~ Vol. 10, No. 2, 2025

Buepun-6uepun 1Bunpuig e3dio ye

6.

9.

“Fap-tiap unit pada lapisan keluaran Y (k = 1,2,3, ..., m) menerima sinyal keluaran dari unit tersembunyi
@d%n menjumlahkan sinyal keluaran yang terbobot dan biasnya.
p

6
Yinke = Wio +ZZjij ©)
.
F%terangan:

%, = Keluaran untuk output Y,
Zi= nilai masukan pada unit tersembunyi
.j = bobot antara unit tersembunyi dan keluaran
Kcemudian hitung sinyal keluaran menggunakan fungsi aktivasi berikut.

%ut=f=yink=m (7)

K&terangan:

= nilai keluaran dari unit ke-k pada output layer

it keluaran Y, (k=1,2,3, ... , m) menerima target berdasarkan data input pelatihan untuk mengukur
eryor pada unit tersebut.

By = (te =YV (1 — i) ®)

Reterangan:

&z = eror pada neuron output

Y, = keluaran dari unit ke-k

Kemudian perbarui bobot antara unit tersembunyi dan keluaran (AW ;), yang kemudian akan digunakan

untuk memperbarui bobot Wj;.
AW, = adyz; ©)

Keterangan:

AW, ; = perubahan hobot dari neuron hidden ke output

o = tingkat pembelajaran

Kemudian faktor koreksi eror &, dikirimkan ke layer unit yang ada diatasnya.

Selanjutnya hitung nilai error pada lapisan tersebunyi menggunakan Persamaan (12).

8inj ) 8 W,, (10)
k=1

I&gterangan:
; = delta masukan
&mudian hasil yang diperoleh diterapkan pada fungsi aktivasi pada Persamaan (13).

j+¥)

Keterangan:

& = delta keluaran

$efanjutnya, hitung eror (Av;;) yang nantinya akan digunakan untuk memperbarui v;;
avj'i = a8]-xl- (12)

-l
Keterangan:
AV;; = perubahan bobot dari neuron input ke neuron hidden

Setiap unit keluaran Y, (k = 1,2,3, ..., m) memperbarui bobot dan biasnya.
Wi (baru) = Wy (lama) + AW,

= (13)

iap unit tersembunyi Z; (j=1,2,3,....,p) juga dilakukan pembaruan bobot beserta biasnya.
i (baru) = V;j(lama) + AV;; (14)
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e S
=
g o 10. Priksa kondisi berhenti, pelatihan dihentikan jika telah mencapai minimum eror atau jumlah maksimum
it %_och yang ditetapkan.
5
‘SA SFvaluesi
@ g_EvaIuasl bertujuan untuk untuk mengukur sejauh mana suatu model dapat dengan tepat mengklasifikasikan
(é’dansa diabetes. Evaluasi akan menggunakan akurasi sebagai metrik utama untuk menilai kinerja model. Dalam

=penelitian_ini, model diuji dengan k-fold cross validation (k=10). Dalam setiap iterasi, dataset terbagi menjadi 10
Ubza.;:an dBmana 9 bagian digunakan untuk pelatihan dan 1 bagian untuk pengujian. Metode ini bertujuan untuk
gm%mgkaikan keandalan model serta menghindari overfitting. Untuk akurasi dihitung menggunakan Persamaan

gbeﬁkut. =

= @ TN +TP

D 4 15

g,gurasiz- TP +TN + FP + FN (15)

D Q

o eteran%an:

» ‘?P(TrL@Positive) : Jumlah data dengan kelas positif yang di klasifikasikan positif.
g TN(TrugNegative) : Jumlah data dengan kelas negatif yang di klasifikasikan negatif.
c FP(Falsg-Positive) : Jumlah data dengan kelas positif yang di klasifikasikan negatif.
;- FN(False Negative) : Jumlah data dengan kelas negatif yang di klasifikasikan positif.
0

3 L

= QC’ I11. HASIL DAN PEMBAHASAN

(?

Penelitian ini bertujuan membandingkan inisialisasi bobot random dan Nguyen-Widrow pada backpropagation
Sdalam Klasifikasi penyakit diabetes. Penelitian ini meliputi tahap pengumpulan data, data preprocessing, pelatihan
§model menggunakan BPNN, serta evaluasi performa model.
©A. Pengumpulan Data

Penelitian ini menggunakan 768 data, terdiri dari 500 data terkategori non-diabetes dan 268 data terkategori
?Ddiabetes. Kondisi ini menunjukkan adanya ketidakseimbangan data, dengan jumlah data non-diabetes lebih banyak
adibandingkan data diabetes. Data ini mencakup 8 parameter yaitu jumlah kehamilan (pregnancies), kadar glukosa
2(glucose), tekanan darah (blood pressure), ketebalan kulit (skin thickness), kadar insulin (insulin), indeks massa
Ctubuh (BMI), fungsi silsilah diabetes (diabetes pedigree function), dan usia (age). Data diabetes dapat dilihat pada
§Tabel 1.
2B. Data Prepocessing
o Tahap pertama pada data preprocessing adalah data cleaning, yang melibatkan pengecekan terhadap nilai yang
Shilang (missing values) dan data duplikat. Hasil pengecekan menunjukan tidak terdapat data yang missing values
3dan data duplikat dalam data diabetes. Selanjutnya, dilakukan scalling menggunakan metode min-max
®normalizafion yang mengubah nilai fitur menjadi skala 0 hingga 1. Data diabetes yang telah di normalisasi
‘<menggun§§an Persamaan (1) tercantum di Tabel 2.

CT

e ® TABEL 2

= Yo

) E’_’_ HASIL NORMALISASI DATA

= (o)

g Pregéncies Glucose  Blood Pressure  Skin Thickness Insulin BMI Diabetes Pedigree Function Age

3 0,3@941 0,670968 0,489796 0,304348 0,186899  0,314928 0,234415 0,483333

o 0,088824 0,264516 0,428571 0,239130 0,106370  0,171779 0,116567 0,166667

@ 0,470688 0,896774 0,408163 0,271739 0,186899  0,104294 0,253629 0,183333

= 0,058824 0,290323 0,428571 0,173913 0,096154  0,202454 0,038002 0,000000
0,000000 0,600000 0,163265 0,304348 0,185096  0,509202 0,943638 0,200000
0,293118 0,464516 0,510204 0,217391 0,106370  0,151329 0,052519 0,150000
0,1&471 0,219355 0,265306 0,271739 0,088942  0,261759 0,072588 0,083333
0,058824 0,529032 0,367347 0,271739 0,186899  0,243354 0,115713 0,433333
0,058824 0,316129 0,469388 0,260870 0,106370  0,249489 0,101196 0,033333

C. Backpropagation Neural Network
L 2

Setelatrmelalui tahapan data prepocessing, dilakukan pemodelan algoritma Backpropagation Neural Network
dengan o@masi bobot menggunakan metode Nguyen-Widrow. Berikut adalah beberapa tahapan yang dilakukan
dalam pergrapannya:

1. Menentukan arsitektur jaringan backpropagation. Jumlah input layer sesuai dengan jumlah atribut yang
tefdapat dalam data diabetes yaitu 8. Untuk neuron pada hidden layer yang digunakan yaitu 9, 12, dan 15
'ﬁng ditentukan berdasarkan Persamaan (2) dan pada output layer terdiri dari 1 neuron. Arsitektur
ackpropagation ditampilkan pada Gambar (2).
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Gambar 2 Arsitektur Jaringan Backpropagation

nentukan parameter yang akan digunakan. Fungsi aktivasi yang digunakan yaitu sigmoid. Minimum eror
yang diterapkan yaitu 0,01 dan maksimum epoch yang digunakan adalah 1000 epoch dengan learning rate
(dv) terdiri dari 0,1, 0,01, dan 0,001.
3. MEenginisialisasi bobot dengan metode random dan metode Nguyen-Widrow. Hasil inisialisasi bobot Nguyen-

idrow menggunakan Persamaan (3) hingga Persamaan (5) tercantum pada Tabel 3.
TABEL 3
BoBOT DENGAN NGUYEN-WIDROW

No V1 V2 V3 V4 V15

1  7,48261750e-01 2,57919896e-02 -8,84016305e-02  -3,29945058¢-01 -8,83435458¢-02
2 1,19137311e+00  4,83701043e-02 -4,44947273e-01  -8,13217461e-02 -2,37905398e-01
3 197459713e-01  1,04367115e-01  7,49365866e-01  -1,99192464e-01 1,34729281e-01
4 7,91960061e-01  -1,7522570e-01  3,51371109e-01  4,79444593¢-01 4,17221636e-01
5  -9,8102831e-01  -3,048156e+00  -3,2745387e+00  -6,67756274e-02 -2,78201056€+00
6  1,71093196e-01  -2,5915172e-02  2,37001970e-01  -3,92167926¢-01 -3,29850882¢-01
7 -2,2688020e-01  -6,3272461e-02  -1,4505952e+00  -7,20471889¢-02 -4,13139731e-01
8  -4,4031988e-04  -4,3975073e-02  3,41357648e-01  -3,13195914e-01 1,27787977e-01

4. Melakukan tahapan feedforward yaitu data masukan diteruskan dari input layer melalui hidden layer
hingga output layer dengan menggunakan Persamaan (6) hingga Persamaan (9).

5. Selanjutnya, dilakukan tahapan backward yaitu error dari output layer dihitung menggunakan fungsi
error. Untuk melakukan tahapan backward dengan menggunakan Persamaan (10) hingga Persamaan (14).

6. Kemudian lakukan modifikasi bobot dan bias yaitu bobot diperbarui untuk meminimalkan error
berdasarkan perhitungan sebelumnya dengan menggunakan Persamaan (15) hingga Persamaan (16).

7. ngecek kondisi penghentian telah tercapai. Jika belum, ulangi langkah 4 - 6 hingga kondisi
ghentian tercapai.
8. lakukan pengujian pada data uji melalui tahapan feedforward dengan menggunakan Persamaan (6)
Ringga Persamaan (9).
D. Evaludsj

wins ueyingaAusw uep ueywnyueouaw edue) 1ul sin} eAiey yninjgs neje uelbeqeas dinbusw Buele|q -

ModePakan diuji menggunakan k-fold cross validation dengan berbagai skenario parameter menggunakan
Cinisialisaﬁpobot random dan dengan inisialisasi bobot Nguyen-Widrow. Dengan batas minimum error sebesar
50,01 dan jamlah epoch maksimum sebanyak 1000, dilakukan variasi learning rate (Ir) sebesar 0,1, 0,01, dan 0,001.

PSetiap nilglearning rate dikombinasikan dengan jumlah neuron yang berbeda pada hidden layer yaitu 9, 12, dan
15 neurogHasil pengujian dengan inisialisasi bobot random disajikan dalam Tabel 4.

TABEL 4

PENGUJIAN DENGAN INISIALISASI BOBOT RANDOM

Learning Rate (Ir) | Neuron pada Hidden Layer | Hasil Rata-Rata Akurasi
0.1 9 89,91%
12 87,28%
15 88,60%
0.01 9 88,60%
12 89,47%
15 85,53%
0.001 9 89,47%
12 88,60%
15 89,47%
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T TFabel 3 menunjukan bahwa hasil pengujian inisialisasi bobot random pada backpropagation dengan

Rbmbinasi Ir 0,1 dengan 9 neuron hidden layer memberikan akurasi tertinggi, yaitu 89,91%. Untuk melihat
}gnganﬂ_’?_penggunaan metode inisialiasasi bobot terhadap performa model, pengujian dilanjutkan dengan
@enggonakan inisialisasi Nguyen-Widrow. Hasil pengujian dengan inisialisasi Nguyen-Widrow disajikan dalam

Eabel 55

E 3 TABEL 5

g_ = PENGUJIAN DENGAN INISILIASASI NGUYEN-WIDROW

= =

3 ~ Learning Rate (Ir) | Neuron pada Hidden Layer | Hasil Rata-Rata Akurasi

[(o]

- (= 0.1 9 90,35%

2 = 12 87,72%
Z

) 15 89,04%

@ (0] 0.01 9 89,47%
g 12 89,91%
= 15 90,35%
)] 0.001 9 92,11%
Py 12 90,79%
= 15 91,23%

@rdasarkan Tabel 5 menunjukan bahwa pengujian dengan inisialisasi Nguyen-Widrow dengan
kombinasi Ir 0,001 dengan 9 neuron pada hidden layer memberikan akurasi tertinggi, yaitu 92,11%. Rata-rata
akurasi tertinggi yang diperoleh pada inisilialisasi bobot acak adalah 89,91%, sedangkan pada inisialisasi
Nguyen-Widrow meningkat menjadi 92,11%. Penggunaan metode dalam inisialisasi bobot yaitu Nguyen-Widrow
menghasilkan peningkatan akurasi model, karena distribusi awal bobot lebih optimal sebelum proses pelatihan
dimulai. Jumlah neuron pada hidden layer memiliki pengaruh terhadap performa model BPNN. Peningkatan
jumlah neuron dari 9 ke 12 atau 15 neuron tidak selalu meningkatkan akurasi secara signifikan. Oleh karena itu,
pemilihan jumlah neuron yang tepat sangat penting untuk menghindari overfitting guna mendapatkan model
yang optimal dalam klasifikasi penyakit diabetes. Perbandingan akurasi antara BPNN dengan inisialisasi bobot
random dan BPNN dengan inisialisasi bobot Nguyen-Widrow ditampilkan pada Gambar 3.
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Gambar 3 Perbandingan Akurasi Pengujian BPNN

BSambar 3 menyajikan perbandingan akurasi pengujian klasifikasi penyakit diabetes dengan skenario
BPNN d8ngan inisialisasi bobot random dan inisialisasi Nguyen-Widrow. Setiap skenario diuji dengan kombinasi
Iearniné.,brate yaitu 0,1, 0,01 dan 0,001 serta variasi neuron hidden layer yaitu 9, 12, dan 15. Hasil pengujian
menunjlfkkan bahwa BPNN dengan inisialisasi Nguyen-Widrow cenderung menghasilkan akurasi lebih tinggi
dibandi@kan dengan BPNN dengan inisialisasi bobot random. Model ini dapat diadaptasi digunakan dalam
sistem pendukung keputusan medis, khususnya untuk diagnosis dini penyakit diabetes. Pengintegrasian model
ini dalafmaplikasi berbasis kecerdasan buatan (Al) di bidang medis dapat mempercepat proses diagnosis serta
mening@tkan akurasi.

Y IV.  SIMPULAN

i enelitian ini bertujuan membandingkan inisialisasi bobot random dan Nguyen-Widrow pada
backpropagation dalam klasifikasi diabetes. Hasil penelitian menunjukkan bahwa metode inisialisasi Nguyen-
Widrowinampu meningkatkan akurasi klasifikasi dibandingkan dengan inisialisasi bobot random. Model BPNN
dengan ftisialisasi Nguyen-Widrow mencapai akurasi tertinggi sebesar 92,11% pada konfigurasi learning rate
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Q’§)01 dah-9 neuron di hidden layer, sedangkan model dengan inisialisasi bobot random hanya mencapai akurasi
8,91%M earning rate yang lebih kecil (0,001) cenderung menghasilkan akurasi lebih tinggi dan konvergensi
Ribih stabil dibandingkan nilai yang lebih besar (0,1 dan 0,01). Jumlah neuron pada hidden layer juga
2t mengaruhi akurasi, tetapi peningkatan jumlah neuron tidak selalu memberikan hasil yang lebih baik, karena
Berisikaomenyebabkan overfitting. Secara keseluruhan, inisialisasi Nguyen-Widrow terbukti lebih efektif dalam
gening@tkan performa BPNN untuk Klasifikasi diabetes. Penelitian ini menunjukkan bahwa kombinasi

goritma BPNN dengan inisialisasi bobot Nguyen-Widrow memiliki potensi besar untuk diadaptasi dalam sistem
genduk@_g keputusan medis, khususnya untuk diagnosis dini penyakit diabetes. Pengintegrasian model ini dalam
g)likasi:berbasis kecerdasan buatan (Al) di bidang medis dapat mempercepat proses diagnosis serta

eningkatkan akurasi.
‘?: @alam penelitian selanjutnya, disarankan untuk mengimplementasikan teknik penyeimbangan data
seperti Synthetic Minority Over-sampling Technique (SMOTE) guna mengatasi ketidakseimbangan data yang
ﬁUngkiﬁnemengaruhi performa model dalam Klasifikasi penyakit diabetes. Selain itu, direkomendasikan untuk
(gengel@glorasi teknik lainnya, seperti Hybrid Neural Networks (misalnya BPNN dikombinasikan dengan Long
Short-Term Memory/LSTM), yang dapat diintegrasikan dengan metode inisialisasi bobot Nguyen-Widrow untuk
untuk meningkatkan akurasi dan kemampuan generalisasi model klasifikasi dalam bidang medis.
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