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ABSTRACT

In economics research survey, the causal relationship between
independent and dependent attributes has been frequently
investigated by using regression linear models. However, not easy
to achieve the high R-square value between both attributes if there
are too many unclassified elements in data sets. This paper
presents removing unclassified elements in  conventional
regression model using rough sets approximation. The proposed
maodel is address to handle the unclassified academic staffs in data
set which less contribution for supporting financial wellbeing
decision. The result showed that number of unclassified staff has a
positive effect to increase coefficient determination (R-square)
value in the regression model. In this case study, the financial
wellbeing of academic staff is significantly influenced by two
different attributes, namely, financial behavior and financial
stress. It also may help decision makers or universities
management in improving their staff in financial wellness and
wellbeing.

CCS Concepts

* Applied computing— Multi-criterion optimization and
decision-making

+ Applied computing—+Forecasting

Keywords
Rough-regression: unclassified element: financial wellbeing:
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1. INTRODUCTION
In economic-finance applications, the rough sets theory as a new
knowledge discovery tool provide many advantages, which
inspired many scholars to do research in adapting this theory to
the business domae [1]. So far they have achieved many
promising results. The rough sets ddel has the following
advantages [2][3]. For example, it is based on the original data
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only and does not need any external information, unlike
probability in statistics or grade of membership in the fuzzy set
theory [4]. The rough set theory is a appropriate tool for analyzing
not only nurneri attributes but also non-numerical (categorical)
ones. It bridges important facts uncertainty in data and expresses
them in the natural language of decision rules. The set of decision
rules derived by the rough set gives a generalized description of
the knowledge contained in the financial information tables,
eliminating any redundancy typical of the original data. The
decision rules obtained are based on data reduca1 and
unclassified element elimination. In the above review of rough
sets model for economic and financial prediction, the rough sets
model is a promising alternative method to conventional methods

[5].

Recently, rough-regression model has been implemented to
medical and also production data [6][7][8][9]. However, we found
some rooms can be improved. In this paper, we introduce the
importance of removing unclassified elements using rough sets
approximation for better regression model performance. Proposed
model will be implemented in investigating of financial wellbeing
of university staff at Universitas Islam Negeri Sultan Syarif
Kasim Riau, Indonesia. This model is very appropriate to increase
the R-square of linear regression model by removing unclassified
elements in data set. The detail of theories, proposed model, and
implementation are discussed in Sections 2, 3 and 4, respectively.

2. ROUGH SETS AND REGRESSION

MODELS

2.1 Rough Set and Applications

The rough set theory was initiated by Pawlin 1982 [1], there
are some components in this theory, such as, information systems,
indiscernibility relation, set approximations, rough clustering, and
others. An information system S = (U,Q,V,, f,) consists of a
nonempty finite set called the universe, finite set attributes, and
othgem [1][2].

A cases, states, processes, patients and observations are
interpreted as objects in rough sets. While, the features, variables,
and characteristic information are denoted as attributes. A
decision table is used for a special case of information systems or
attribute-value le is applied in the following analysis. In a
decision table, the row and column correspond to objects and
attributes, respectively [1][2]. Based on [2], the indiscernibility,




lower-upper approximations, and boundary region can be
formulated by following Equations (1) - (5) accordingly.

IND(B) = {(x,y) eU%Va €B,alx) = a(y)}.

where a(x) denotes the value of ribule a for element x in U.
The collection of all equivalence classes determined by IND(B),
denoted by U!B.B‘l equivalence class of U/B, containing x, is
denoted by [X]z. In rough set theory, an equivalence class is the
basic concepts of our knowledge. The iscernibilily relation will
be usedxl to define approximations, basic concepts of rough set
theory. Let S = (U,Q,V, f,) be an information system and let
BcAand XS U. We can approximate X using only the
information contained in B by constructing the B-lower and B -
upper approximations of X'. Both approximations are denoted as:

(n

B(X) ={{x € Ul[x]z € X}}, @)
and
B(X) ={x e Ul[x]z nX # 0}, (3)

where [x]p is an equivalence class containing x . While, the
difference between both approximations and its accuracy can be
written:

BND(X) = B(X) — B(X), “)
_BW

a(X) = 300" (5)

Moreover, the dependency attributes is formulated as [10]:

k=z%|l—“”|;c,ng,q,wnn=a. ©6)

The maximum value of k can be interpreted as a dninanl
attribute or criteria. Majority, rough sets theories can be
implemented to investigate the dependency between conditional
attributes and decision attribute for various domains, such as,
cognitive sciences and medical data.

2.2 Regression Models and Its Applications
A simple linear regression can be written as [11]:

Y'=po+pBX+e, o]

where V is a dependent (endogenous) variable, X is an
independent (exogenous) variable, ff; and f; are intercept and
ape. while e is error of model. The algorithm in building Eq. (7)
can be explained by following steps [6][7]:

Step 1: Check correlation between Y and X.

Step 2: Estimate intercept and slope, respectively using ordinary
least square (OLS) method.
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Step 3: Evaluate the significance X and Y using R-square value
and ANOVA and F-test

Step 4: Evaluate the significance intercept and slope using t-test.

Step 5:  Evaluate the normality error.

the real world application, the regression models are widely
used to measure theffausal effect between independent and
dependent variables in various domains, such as, sciences,
medical, education, economics, others.

3. REMOVING UNCLASSIFIED
ELEMENTS USING ROUGH SETS AND
REGRESSION MODEL

Eq. (7) can be implemented and generalized to investigate the
financial wellbeing of academic stafl and its attributes as follows:

FWB = ay + a,FB + a,FS ®)

Based on Eq. (8), FB is financial behavior of staff, and FS is
financial stress as independent attributes which affect to financial

wellbeing (FWB) of academic staff. While, a, ..., a; = 2 are
estimated parameters (coefficients). In this equation, the main
objective to determine the significant independent variables and
its coefficients by following steps given in Section 2.2. We
assume all independent variables affect to the dependent variable.
Motivated by previous studies [6][7][8][9], the effect of removing
unclassified patients do not yet considered in building rough-
regression model. In this paper, we are interested to measure the
relationship between numbers of unclassified element toward R-
square values of regression model. In this case, the financial
wellbeing and its attrifisles is used to examine the proposed idea
by following steps in ss Industry Standard Process for Data
Mining (CRISP-DM) which describes the life cycle of a data
mining project in form of six different phases, such as, business
(any area) understanding, data understanding, data preparation,
modeling, evaluation and deployment [12].

Step 1: Transform numerical to categorical values of financial
wellbeing attributes as presented in Table 1.

TABLE I. TRANSFORMATION DATA AND VALUES

Staff Financial Literacy Financial Behavior

Code Num. Cat. s Num. Cat.
51 1 Good 15 High
52 2 Very Good 15 High
83 1 Good 14 High
Sn 0 Poor 9 Low

Step 2: Based on Table 1, determine regression equation (before

data reduction) by using the steps given in Section 2.2.

Step 3: Based on Table 1 and Equations (2)-(4), determine lower
roximation, upper approximation and boundary region (BR)
ween conditional attributes and decision attribute.

Step 4: Based on Step 3, eliminate unclassified elements or
objects or students [13].

Step 5: Based on Step 4, construct new regression equation (after
data reduction) by following number unclassified student
accordingly.

Step 6: Based on Step 3, evaluate R-Square of regression models.




Step 7: Determine the best regression models based on Step 6.
4. IMPLEMENTATION

By following Steps 1-7 in Section 3, the proposed idea is
examined to the real data set which has been collected from 50
academic staffs in UIN Suska Riau, Indonesia.

Step 1: Construct regression equation before data reduction as
shown in Fig 1.

Regression Analysis: FWB versus FB and FS

(before removing of unclassified staff)
The regression egquation is

FWE = 9.14 + 0.014 FB + 0.681 FS
Predictor Coef SE Coef T P
Constant 9.137 2.454 3.72  0.001
FB 0.0138 0.6384 0,02 0.983
Fs 0.6808 0.8338 0.82 0.418

S = 1.74805 R-S5q = 2.4%

Fig. 1 Regression model before data reduction

Fig. 1 shows that R-square value of regression model is very low
before data reduction. On the other words, the contribution of FB
(financial behavior) and FS (financial stress) is 2.4% to f{inancial
wellbeing of academic stafl level. Otherwise, affecting by any
attribute which not mentioned in this study.

Step 2: Delnﬁne unclassified staffs using data reduction
procedure [4] as presented in Table 2.

TABLE II. DATA REDUCTION BASED ON FWB LEVEL

Staff FB FS FWB
code
S10 High |2 High
S3 Moderate High High
S13 Low Moderate High
S20 High High High
S34 Low Low High
S46 High Moderate Medium
S50 Moderate Moderate Medium
5§22 Low Moderate Low
S25 High Low Low

Based on Table 2, there arﬂm:e unclassified staffs with codes,
§$3, 534, and S22. They are should be removed from the data set,
because their information cannot be used to support the decision
attribute  (financial wellbeing) generally. Moreover, we can
investigate the effect of number unclassified element to R-square
value of regression models by following Steps 3-6.

Step 3: Construct a new regression model with removing 1
unclassified staff as illustrated in Fig. 2.
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Regression Analysis: FWB versus FB and FS
(1 unclassified staff removed)
The regression equation is
FWe = 9.12 + 0.102 FB + 0.723 FS5
Predictor Coef SE Coef T P
Constant 9.120 2.454  3.72 0.001
FB 0.102 0.6384 0.02 0,983
Fs 0.723 0.8338 0.82 0.418
S = 1.74805 R-Sq = 20.4%

Fig. 2 Regression model after data reduction I

Based on Fig.2, the FB and FS attributes contribute to financial
literacy (TFL) is 20.4% after removing | unclassified element
from data set, namely, S3. Moreover, the removing of 2
unclassified elements and its R-square, namely, S3 and S34 is
shown in Fig. 3.

Regression Analysis: FWB versus FB and FS

(2 unclassified staffs removed)

The regression equation is
FWE = B.49 + 0.110 FB + 0.%02 Fs

Predictor Coef S5E Coef T P
Constant 8.483 2.287 3.71 0.001
FB 0.1100 0.5931 0.1% 0.854
Fs 0.9020 0.7772 1.16 0.252

S = 1.62149 R-Sq = 30.5%

Fig. 3 Regression model after data reduction II

Based on Fig.3, 305% of FB and FS contribute to financial
literacy (TFL) is 30.5% after removing S3 and S34 from data set.
Moreover, this percentage can be increased by removing of
unclassified elements, such as, 83, §34 and S22. Thus, a new
regression model can be reconstructed and shown in Fig. 4.

Regression Analysis: FWB versus FB, FS

(3 unclassified students removed)

The regression equation is
FWe = 6.73 + 0.008 FB + 1.45 F5

Predictor Coef S5E Coef T P
Constant 6.726 2.300 2.82 0.005
FB 0.0085 0.5662 0,01 0.0098
Fs 1.4547 0.7755 1.88 0.047

S = 1.54356 R-5q = 41.1%

Fig. 4 Regression model after data reduction IIT

From Fig4, the R-square of regression model is significantly
increased become 41.1% after removing three unclassified staffs,
namely, 53, S34 and S22 from data set. Based on Figures 2 - 4, the
number of unclassified element removed against R-square values
can be illustrated in Fig.5.
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Fig. 5 R-square value against number unclassified staff

Based on Fig. 5, the data elimination strategy is able to improve the
performance of regression model significantly. It can be proven by
increasing coefficient determination (R-square percentage).

Step 4: Evaluate the best regression model based on Step 3. We
can claimed that regression model in Fig4 is the best model if
compared with Figures 1-3 because this model has the higher R-
square also. In this case, we proposed the new strategy to improve
the contribution of independent variables or conditional attributes
to purchase decision without removing independent variables, but
elimination of unclassified elements. Moreover, these elements
can be denoted as “vague information in data sets”. The
information may positively influence the model building and its
accuracy.

The proposed rough-regression model is one of appropriate model
in investigating of categorical data, especially for conditional
attributes which have high uncertainty in measurement.

5. CONCLUSION

In this paper, we consider an appropriate strategy in improving the
conventional regression models with rough sets approximation. In
this strategy, the unclassified elements are removed from data set
based on data reduction. Its contribution is very significant to
increase the dependency between conditional attributes and
decision attribute through R-square value. This proposed strategy
has been examined to evaluate the effect of removing unclassified
students against coefficient determination. Interestingly, the best
rough-regression model is obtained after removing of three
unclassified staff with codes, S3, 34 and S22. In this paper, the
data elimination strategy has a very significant contribution to
improve the performance of conventional regression models.
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