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The fuzzy logical relationships and the midpoints of interval have been used to determine the numerical
in-out-samples forecastin the fuzzy time series modeling. However, the absolute percentage error s still
yet significantly improved. This can be done where the linguistics time series valuesshould be forecasted
inthe beginning before the numerical forecasted values obtained. This paper introduces the new approach

in determining the linguistic out-sample forecast by using the index numbers of linguistics approach.

Keywords:

Fuzzy time series
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Weight

Electricity load demand
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Out-sample forecast

Moreover, the weights of fuzzy logical relationships are also suggested to compensate the presence of
bias in the forecasting. The daily load data from National Electricity Board (TNB) of Malaysia is used as
an empirical study and the reliability of the proposed approach is compared with the approach proposed
by Yu. The result indicates that the mean absolute percentage error (MAPE) of the proposed approach is
smaller than that as proposed by Yu. By using this approach the linguistics time series forecasting and
the numerical time series forecasting can be resolved.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

In the power management, the forecasting of load demand
is the main problem especially in obtaining the high accuracy
level. In this decade, the short time load forecasting (STLF) is fre-
quently developed by researchers. Many approaches have been
proposed to STLF demand ranging from the statistical to the
artificial intelligence approaches [15]. For example, regression
method [10,25,36,41], time series [1,9,12,35,54], neural network
12,2737 38 44], similar day approach [ 18], expert system [20,40],
fuzzy logic [26,49], data mining [ 16,17 ], wavelets [33], and evolu-
tionary algorithms [ 19,21,50]. For the TNB (the largest electricity
utility company in Malaysia) data, some previous studies investi-
gated the STLF by using the time series Box-Jenkins method|[35,54].
However, these studies do not provide sufficient justification on
the results as compared with other approaches. Whereby, this
situation encourages us to investigate the STLF for the TNB data
by using one artificial intelligence, namely, the fuzzy time series
(FTS).

FTS is a new approach which h:ﬁueen developed by Song
and Chissom [4546] in resolving theSdnguistic time series data
problems. This approach is a combination between the fuzzy

* Corresponding author. Tel: +60 7 453 3723,
E-mail address: mmustafa@uthm edu.my (M.M. Deris ).

http: //dx.doi.org10.1016/j.a50c.2014.11.043
1568-4946/© 2014 Elsevier B.V. All rights reserved.

logic and the time series analysis. Furthermore, its application
can be found in some domain problems, such as, enroll-
ment [3,511,24,28,30,31,34,3942,43,45-47 55], the stock index
|6-8,118924,48,52,53 | temperature [4]| and financial prediction
29,32]. The most important thing in the fuzzy time series fore-
qting is the assumption regarding data that are not needed,

hich is the main difference from the statistical approaches. In
general, the model has been established by using fuzzification,
fuzzy logical relationship (FLRs), fuzzy logical group (FLG), and
defuzzification.

Many different models have been proposed on the f time
series forecasting by researchers. Huarng | 22| initiated aStudy on
heuristic models of the fuzzy time series for forecasting by using
the stock index data. In addition, Huarng et al. [23] also continued
to analyze a multivariate heuristic model for the fuzzy time series
forecasting. On the other hand, Yu [52] enhanced the weighted
fuzzy time series models for the Taiwan Stock Index (TAIEX) fore-
casting. Itis assigned by the recurrent FLRs in the FLG. Furthermore,
Cheng et al. [7] presented the trend-weighted fuzzy time series
model for the TAIEX forec&ng. Qiuetal.[39]also presented a gen-
eralized approach in the castipg by using the fuzzy weights. Yu
|52] proposed the final forecast equal to the product of mid-
points matrix and the transpose of the weight matrix. However,
the approach proposed by Yu is yet to be improved to resolve the
linguistic out-sample forecast and also the numerical out-sample
forecast.
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In this study, the discussion will be enhanced to design the new
linguistic out-sample approach and to determine the weight of
FLRs. In the forecasting phase, two types of forecasting phase are
used: the linguistics time series forecasting and the numerical time
series forecasting. The linguistics time series forecasting is applied
to predict the linguistics values by using the index numbers using
Box Jenkins procedure. The weights and midpoint intervals will be
applied for the numerical time series forecasting. The weights can
also be assigned by using index numbers of close relationship in
he FLG. In addition, the length of interval and partition number
n the universe of discourse will be considered using Sturges and
the two powers of p (p is a number interval or class) rules. At the
end of this procedure, both of the mean absolute percentage errors
(MAPE) from the proposed approach will be compared with the

E approach proposed by Yu.

The remainder of the paper is organized as follows: Section 2
presentsthe basic theory of fuzzy set and fuzzy time series. Section
3 describes the importance of weighted fuzzy time series with few
examples. Section 4 proposes weight and forecasting procedures
for FLRs. Section 5 describes the empirical analysis using the daily
TNB data from 01/01/2006 to 31/08/2006. The final section gives
some conclusions of the study.

2. The fundamental theories in the fuzzy time series

This section describes the fuzzyn, fuzzy time series, and some
related definitions that can be used in this paper.

2.1. Fuzzy set definition

Let U be the universe of discourse. A fuzzy subset A on the uni-
verse of discourse U can be defined as follows:

= {[u[e #[[u[))mf € U}

where ji4 is the membership function of A, pts:U—|0, 1], and
1aluy) is the degree of membership of the element u; in the fuzzy
set A [23]. If U be finite and infinite sets, then fuzzy set A can be
expressed as follows:

A Z#n[”f) _ Halun) | palug) o pa(un)
U; uq uz Un
and
A:/@du, Yuie U
i

2.2, Fuzzy time series definitions

Songand Chissom [45,46] presented some definitions for fuzzy
time series as follows:

Definition 1. Let Y(t) (t=0, 1, 2,...), a subset of real numbers, be
the universe of discourse on which fuzzy sets fi(t) (i=1, 2,...) are
defined in the universe of discourse Y[t} and F(t) is a collection of
fito) (i=1, 2,...). Then Ft) is called a fuzzy time series defined on
Y(t)(t=0,1,2,...).Therefore, F t) can be understood as alinguistics
time series variable, where f;(f) (i=1, 2,...), are possible linguistics
values of F(t).

a)eﬁnition 2. Suppose At) is caused by Fal) denoted by

Fit— 1) — F(t), then this relationship can be represented as:
F(t)=F(t -1 R(t,t - 1)

where " represents an operator, R(t, t—1) is a fuzzy relation-
ship between F(t) and F(t— 1) and is called the first-order model of
Ht).

The other definitions also presented by Yu [52 | and Huarng et al.
|23] regarding the FLRs and FLG are as follows.

Definition 3. Let FAt—1)=A; and Ft)=A; The relationship
between two consecutive data (called a fuzzy logical relationship,
FLR), i.e, Ar)and Ft—1), can be denoted as A; — A;, i, j=1,2,...,p
(where p is interval or subinterval number) is called the left-hand
side (LHS), and A; is the right-hand side (RHS) of the FLR.

Definition 4. Let A;— A;, A; — Ay, ..., Aj— Ay are FLRs with the
same LHS which can be grouped into an ordered FLG (called a fuzzy
logical group) by putting all their RHS together as on the RHS of the
ac. It can be written as bellow:
)"l,- — ﬁJ:eA,- — )"q(, .. ,,A,- — ﬁp:

ik ...p=12....nneN)

2.3. Fuzzy time series forecasting

The forecasting procedure was developed by Song and Chissom
(1993) into several steps as follows:

» Define the universe of discourse (U) and divide it into several
BJal length intervals.

» Fuzzify each interval into linguistics time series values (4;, i=1,
2,...,p, pis partition number).

» Establish fuzzylogical relationships amonglinguistics time series
values (A; — A;, 1,j=1,2,...,p).

» Establish forecasting rule.

» Determine the forecast value.

3. ge importance of weight in the fuzzy time series
forecasting

In fuzzy time series, the forecasting model uses fuzzy relation-
ships among the linguistic time series values. Two fuzzy types of
relationships are (i) the same-fuzzy logical relationship and (ii) the
different-fuzzy logical relationship. Both types of relationships may
occur either recurrently or frequently. The occurrence of a partic-
ular fuzzy relationship explains the number of its appearances in
the past. Some of the reasons for establishing the weight factor are:

i. To compensate for the presence of bias especially when the
events are frequently occurred | 14].

ii. To raise the influence of the more accurate input data, and to
reduce the influence of the less accurate ones [13].

Fundamentally, these are the reasons for finding the weights
in the fu relationships. Similar to Yu [52] and Cheng et al. [7]
findings, weight factors are denoted within the weight matrix
given in the following definition.

Definition 5. %er's OWA operator of dimension n is a mapping

PR — R

which has an associated of weights W= (wy w2z w3- --wn)rg
can be written as:

wy
w3

W=

Wn

a:h that
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w e[0,1]

ii) ZW, =1,
i=1

n

Wa) =@ar,....an) = Zw,-a(,{,-)
i=1

whereo: {1,...,n} —{1,...,n} is a permutation function such that

Og(;) 15 the highest value in the set {ay, ..., an Qg5 = Ag(i_1y} [51].

3.1. The existing weigﬁﬂlerhods in fuzzy time series

Yu [52] considered the recurrence of FLRs in the FLG to be
assigned the weighted fuzzy time series. Moreover, the determi-
nation of these weats can be described as in Example 1.

Example l.aetAl,Az,Al,Al, Ay, Ay belinguistics ti series val-
ues. By using Definitions 3, 4, anb’u's rule, then the fuzzy logical
relationships, fuzzy logical group and weights can be described as
follows:

a. Establish the FLRs: Ay — A, Ay — A1, Ay — Ay, A — A Ay = Ay
Thus, there are five relationships among linguistic time series
values.

b. Establish the FLG: Ay — A3, A1, Ay, Ay is called as the first group
andA; — A is cal as the second group. A, has one relationship
with Az, but Ay has 3 recurrent fuzzy relations with itself. On the
other hand, no recurrence of Az.
Determine weights: A — Az, wi=1/10, A1 — A1, w2=2/10,
A1 — Ay, w3 =3/10, A1 — A1, wa=4/10. The sum values of wa,
ws, and wy are more than wy, heraunhere are three recurr-
ences of Ay, while no recurrence of A; in this group. Moreover,
no weight can be found for the second group. Yu proposed that
the nominators of weights are determined by using the natu-
ral number (i=1,2,...). However, Yus's rule shows that weights
are increased following the number of relationships. [n addition,
these weights are applied to the forecasting approach.

o

aCheng et al. [7] also considered the trend-weigl@®d recurrence
of FLRs in the FLG. Moreover, the assigning of these"Weights can be
described as in Example 2.

rend-weighted
follows:

Example 2. By using Example 1, the assigning
components for fuzzy relations can be explaine

a. Establish the FLRs: Ay — Ay, Ay — Ay, Ay — Ay, Aj — A, Ay = Ay
Thus, there are five relationships among the linguistics time
series values.

b. Establish the FLG: Ay — Az, A1, A1, Ay is called as the first group
and Ap — A, iscalled as the secandﬁ:}up.m has one relationship
withA,, butA, has 3 fuzzy relation$ith itself. On the other hand,
no recurrence of A;.
Determine the weights: Ay —A;, wy=1/7, A=Ay, wa=1/7,
A= wy=2[7, Ay — Ay, wy=3[7. The sum of values w;, ws,
and I ore than wq, because there are three recurrences
of Ay, whi‘:ao recurrence of A; in this group. In this rule, the
numerators of weights are increased following the recurrence
and the same left-hand sides of FLRs in FLG. Thus, these weights
are called as a trend. As in Yu [52], these numerators are also
assigned with the natural numbers.

n

4. Proposed approach

The new rule in determining the weights of the FLRs are
described in this section. Weights are assigned by using index

Table 1
The possibilities of index number in the FLG.

MNo Conditions in FLG Index number

A A A =10 G+1)]
b0 (=10 G+104]
[G+10.4. 0= 1]
[G+1),0-10J]
=10 +1]
UG+, 0= 1]
Y =134
LAy [ (j+1)]
therwise No weight

[ I N I, R VU

A
A
A
A
A
A
A
A
0

(=]

number of close relationship in the FLG. Moreover, the cnulations
of weights are more simplified as®@mpared with rules proposed by
Yu[52] and Chenget al. | 7]. This proposed rule is effective to handle
the frequent recurrence of the particul Rs. The computational
weights can be derived as in Section 4.1.

4.1. Proposed weight for the fuzzy logical relationships (FLRs)

Suppose that, A; — A;_1,Aj, Aj.q isan FLG where (j —1),j, (j+1)are
the closestindex numbers from left and right of A;, i =j,i,j = 2 and i,
j= Z. By using these indexes, the computational weights values can
be assigned mathematically as:

index number
W) = totalofindex number
(G- J u_b
W)= [ T G D DR G DD+ 05D

let(j—1)=cy,j=cz, and (j + 1)=c3, and thus,

[ €1 C2 C3
(

WA =
(4 c1 +c2+c3) (01 +c2+c3) (€1 +c2 +c3)

] Cz C3
= |i 3 3 3 ] (n
2 het1Ch Dbt O 2 oheiCh

3
where Z WhiA) = z‘;ﬁ =1 has satisfied the condition and
Jcﬂ
Definition 5. Furthermoi‘e, weight elements can also be presented
in the weight matrix W as shown below:

W(A) = [wr w2 ws] (2)

In general, there are some conditions and possibilities of the
index numbers in the FLG as in Table 1.

Example 3. Let Az — Ay, Ay, Ay, A4, A3, A3, As is an FLG. Then, the
weights values can be calculated by using three different methods
as follows:

(i) Yu's method
Given 7 FLRs from Ay which ¢y =1,c2=2,...,c7=7, then
wy=1[(1+2+3+4+5+6+7),... . w3=7[(1+2+3+4+5
+6+7)
W(A;3)=[w,
0.07...025]
(ii) Cheng's method
Given 7 FLRs from As whichc1=1,c2=2, c3=1,ca=1,c5=1,
cg=2,c7=1, then
wy=T1[(1+2+1+1+1+2+1),... wy=1/{1+2+1+1+1
+2+1)
W(A3)=[wywy...ws]=[1/92/9...1/9]=[0.110.22...0.11]
(i1i) Proposed method
Given 7 FLRs from A; which ¢y = 2, c; =4, ¢3 =3 (Condition no.
2), then

wa...owr]=[1/28  2/28...7/28]-[0.04
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Wy =2/(2+4+3), wy=4)(2+4+3), w3 =3/(2+4+3),
W(A3)=[w; wo w3 ]=[2/9 4/93/9] =[0.22 0.44 0.33]

Example 3 shows that there are some advantages for assigning
weights based on index number of close relationship in the FLG as
follow:

a. The weights values in the FLG can be calculated directly without
dake the other representative numbers as presented in Eq. (1),
nd this approach is more effective when compared with rules
proposed by Yu [52] and Chengetal. [7].
he weights values are not monotonously increasing and the
orecasting accuracy can be improved by using this approach if
ompared with methods proposed by Yu [52] and Cheng et al.
7].
¢. The proposed rule is able to handle the frequent recurrence of
particular FLRs.
d. The maximum number of weight elements is three for each FLG.

4.2, Forecasting approach

In this section, forecasting is divided into two parts, namely, the
linguistics time series forecasting and the numerical time series
forecasting. Some previous related studies presented the forecast
results as based on the FLRs function without transform-back of
these linguistics values into numerical values by clearly using out-
sample forecast rule. Logically, if the numerical data have been
transformed into linguistics then they should be returned back
to the numerical values. The linguistics term has been intended
to tackle the problem when the numerical time series cannot be
forecasted directly. Furthermore, both forecasting types can be
described as below:

a. Linguisticgime series forecasting

In fuzzy time series forecasting, each numerical data is trans-
formed into linguistic value and is called a fuzzification step.
In addition, the forecasted values can be determined by using
the fuzzy relation function from the linguistic values. However,
some related studies [3,4,7,31,52]; do not present forecasted val-
ues in linguistics before transformed into the numerical value.
This condition should be considered to avoid the illogicality and
fallacy of fuzzy time series forecasting. To minimize both draw-
backs, the new procedure is proposed by using the index number
of linguistic as below:

Let Ay, Az,....Ap (1, 2, 3,...,p=N) be linguistics time series
values after fuzzification step. By taking the index numbers from
these values we denote them as new time series data, namely,
1, 2,...,p. These numbers also describe the chronology of lin-
guistics series. Here, the definition of index number is different
with index in economics term. These indices merely express the
sequence of the fuzzy interval. The indices are also applied to
indicate the location of variable in a list array numbers and usu-
ally written as a subscript to the variable. Then, by using the
time series approach (Box-Jenkins Method), these data can be
forecasted. The results can be used in the linguistics time series
forecasting. Furthermore, the forecasted linguistics values are
assigned with numerical values as described in part (b).

b. Numerica&ime series forecasting
In fuzzy time series, the forecasting model is established based
on the fuzzy relation function | 3,52]. On the other hand, Yu [52]

eveloped the multiplication of the midpoint intervals and the
weight vectors as the forecasting model. Moreover, by apply-
ing proposed weight and the existing models, then forecasting
model can be modified as:

Suppose the forecast of A;, where A; has relationships with
A1, Aj Ajey 1=],1,j =2 and i, j € Z (perfect condition in FLG).Zhe

defuzzified matrixis equal to the matrix of the midpoints of 4;_;,
Aj, Ajuj :

M(A;) = [mag_1)magyMagsn]

Suppose the corresponding weights for A;_q, A;, Aj.q say, wy,
w3, w3 are specified. These weights can be presented in the
matrix of the weight as bellow:

W(A;) = [wy waws]

The final forecast is equal to the product of the defuzzified
matrix and the transpose of the weight matrix.

ﬁ= M(A;) x W(A)" (3)

where x is the matrix product operator. Therefore, each fore-
casted linguistics value is adopted with numerical time series
value as described in part (a). Therefore, by using both parts, the
forecast in fuzzy time series is more readily grasped. Finally, the
proposed procedure of out-sample forecast can be illustrated in
Fig. 1.

4.3. The proposed algorithm in the forecasting

In this section, the proposed algorithm for forecasting is
described. The algorithm is used in the definition given by Song and
Chissom [4546] and Chen [3] with the improvement mainly at the
procedure for determining the interval nuifier and the new rule
for the out-sample forecast (testing data). The proposed algorithm
is divided into seven essential steps as follows:

Step 1: Determine the universe of discourse U by using Eq. (13) as

belovP
U = [Dyjn —D1. Dimax + D | (4)

where Dp,j, and D,y are the minimal and maximal values of the
historical data, Dy and D; are proper positive numbers. We can
choose any positive numbers independently to get the lower and
upper boundary of U which lower boundary is small than D,
and upper boundary @ybigger than Dyax as common used in the
grouped data.@hen s partitioned into p equal intervals, uy,
Uz,...,Up, (p< ﬂ:vith length [. Referring to the literature review,
no standard rule can be followed in determining of the plner par-
tition number. Therefore, we apply Sturges approach of*the two
power of p rules as follows:

p=1+3.3log(n) (5)
2P <n (6)

nlere p is an interval number and n is the number of data or
observations.
Step2: Establish fuzzy sets for observations.Each linguistics obser-
vation A; can be defined by the intervalsuy, up, ..., up. Each A, i=1,
2,...,pcan berepresented as inthe following Eq. (7), and the value,
k;, is determined by:

Ifj=i—1, then k;=0.5;

Ifj=i, then k;=1;

Ifj=i+1 then k;=0.5; elsewhere k; =0.

M= G (7)

Step 3: Establish the fuzzy logical relationships haad onthe fuzzi-
fied time series data A; — A, Ay, ..., Ap where the fuzzy logical
relationship “A; — A;" denotes that “if the fuzzified time series data
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Real time series data

Fuzzified
phase

[ Linguistic time series values

Forecasting
phase

[ Forecasted numerical values ]

Forecasting and
transformation

Forecasted linguistic values ]

Fig. 1. The new proposed procedure of out-sample forecast.

of time (f — 1) is A;, then the fuzzified time series data of time (t) is
A"
Siep 4: Establish the fuzzy logical groups into corresponding
trends. The FLRs with same LHSs (left hand sides) can be grouped to
forman FLG. For example, A; — A;, A; — Ay, A; — A, can be grouped
asA; — Aj, Ay, An.
Step 5: Assignment of the weights elements by using the proposed
approach for each FLG as given in Section 4.1.
Step 6: Forecast the linguistics time series values as described in
Section 4.2 (a).
Step 7: Forecast the numerical time series values by using two
les as follows:
ule 1: If there is no weight in FLG then the forecast value is
equal to the average of the midpoint intervals of the linguistic
time series values.
Rule 2: Otherwise, apply Eq. (3.
Step 7: Verify the MAPE of the proposed approach with the MAPE
of existing approaches.

5. Empirical analysis

The proposed approach is applied in forecasting the daily elec-
tricity load data from TNB, the period 01/01/2006-31/08/2006 (240
obs tions) which are used as model building. By using the algo-
rithmi given in Section 4.3, the forecast values can be derived as
follows:

Step 1: Define the universe of discourse for the daily load data by
using Eq. (4) and divide this universe into several intervals based
on Egs. (5) and (6) as ijmstrated in Table 2.

Table 2 shows that™the universe of discourse is defined as
U=[7200.00, 9653.34] and there are nine equal length inter-
vals obtained by using Sturges rule and two power of k rule. In
some related studies, the proper partition number is not clearly
explained, such as, no standard rule can be followed. Thus, both
rules are appropriate to solve this problem.

Etep 2: Establish the fuzzy sets for observations (linguistic time
eries values) by using Eq. (7) as follows:

A1 =1y +0.5/uz +0fuz + - - -+ 0fug — “very very very low"

Ay =0.5uy+ 1 uy +0.5[uz+-- -+ 0fug — "very very low"

Table 2

Partition number and midpoints of fuzzy sets.
Intervals Midpoint Fuzzy sets
[7200.00-7608.89] 7404.45 i
[7608.89-8017.78] 7813.34 uz
[8017.78-8426.67) 822223 U3
[8426.67-8835.56] 8631.12 g
[8835.56-0244.45] 9040.01 us
[9244.45-9653.34] 9448.90 tig
[9653.34-10062.23] 9857.79 uz
[10062.23-10471.12] 10,266.68 g
[10471.12-10880.00] 10,675.56 lg

Az =0[uy +0.5/uz +1[uz +0.5[ug +-.- +0[ug — "very low"

Ag=0{uy +0fuz +05[uz + 1 ug +0.5/us +--- +0fug — “low"

As=0{uy +0fu; +0fuz +0.5/uy +1fus +0.5/ug +-- - +0fug —
“moderate”

Ag=0/uy +---+0[uy +0.5/us +1fug +0.5u; +0fug +0[ug — “high"

A7=0[uy +---+0Jus+0.5[ug +1fu; +0.5/ug +0fug — “very high"

Ag=0{uy +---+0fug+0.5/u; +1fug +0.5 ug — “very very high”

g=0fuy +---+0{u;+0.5[ug +1/ug — “very very very high”
Step 3: Transform the daily load data into the linguistics time
series values the index numbers of these values into the nat-
ural number asinTable 3.

Table 3 shows that each actual load is transformed into the lin-
guistics time series value by following the interval given. There are
nine linguistics values to represent the actual data in this table. On
the other hand, the forecasted indices and linguistics values are
also presented in this table. These indices have been predicted by
using Box-Jenkins, namely, seasonal ARIMA(1,0,0)(0,1,1)" model.
Step 4: Establish the FLRs and the FLG as in Tables 4 and 5.

lable 4 shows the first-order of FLRs between the present lin-
guistics A; and the past linguistics (A;). This relationship indicates
that the present linguistics is influenced by the past linguistics
time series values. Each relationship can be grouped by following
the index numbers of the linguistics as in Table 5.

Tabl hows thatthere are nine groups oflinguistics time series
values obtained with various FLRs. This tabjggalso describes that
the recurrence of Ay, As, Ag, A7, Ag, Ag has fi'€quent relationships
with cﬂjer linguistics time series values and itself. These relation-
ships icate that the present linguistics only has a relationship

ith the linguistics that is close to itself.

p 5: Assign weights elements for each group by using the pro-
posed method.

Table 3
Fuzzification and forecast of A;.
Day  Actual data  Fuzzified Index Forecasted index Forecast
of A; of 4; of 4;

1 TGE1LTT Az 2 * *

2 7919.07 Az 2 * *

3 09395.66 As G * *

4 065172 Ay 6 * *

5 08509.63 A 7 * *

G 0634.88 As G * *

7 8876.23 As 5 * *

8 798116 Az 2 3 Az

9 8781.00 Ai 4 5 As
10 7306.09 A 1 5 As
11 9091.44 As 5 3 Az
12 971924 Ay 7 6 As
13 9810.20 A 7 7 Az
14 024916 As G 5 As
15 8397.34 A 3 4 Ay
233 1049457 As 9 8 As
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Table 4 Table 6a
FLRs. Weight values.
Day Fuzzified FLRs Linguistics ‘Weights
1 Az A wy =033, wy=0.67
2 Az Az — Az Mo weight
3 Ag Az —Ag Ay No weight
4 Az As— A7 Aa Mo weight
5 Az Ay = Az As No weight
6 Ag A7 — Ay As wy=0.39, w; =028 w; =033
7 As Ag— As A wy =0.33, wy = 0.20, w; =038
8 Az As = Ay Ay wy=0.33, wy;=029,w; =038
49 Ay Az — Ay Ag wy=0.53, w, =047
10 Ay Ag— Ay
232 As Ay As The given weights for Ag are Wy = q.39, wy=0.28, w3 =0.33 from
233 Ag As— Ag Tables Ga and 6b. The related midpoints of As, Ag, A7 are 9040.01,
9448.90, and 9857.79, and the forecasted value for Ag can then be
derived as below:
Table 5 The other forecasted values are 7686.94 for A, 7820.83 for

Fuzzy logical groups (FLG).

Fuzzy logical groups (FLG)

Ay As, A Ay Az

Az — Az, Ag Aa, A

Az = A7, A1 A7, A7, A7, Az Ag

Ag— Ay, Ay Ag, Az, Ag, Ag, Ag, Ag, A, Ag, A7, A A3, Ag, Ag, Ag, Ag A7, Ag, A7

As— Az, A7, Az, Ag, Ag, Ag, Ag, Ag, Ag, Ao, Ay, Ag, Aa, As, Ag

Ag—» Az, As Az, Ag, Az, As, Ag, Ay, As, A, Ay, Ag, Ag, Ag, Ag, Ag, Ag, Ay, Ay, Ag,
As, Aa,As

Az — A7, Ag. A7, Ag, Az, Ag, A7, Az, Ag, Ag, Ay, Aa, Ag, As, Aa, Ag, A As, Ag, As,
Aq, Ag,As, Ag, As, As, As, Ag, As, As, As

Ag— Ag, Ag. Ag, Ag, Ag, A7, Ag, Ag, A7, Ag, Ay, A, Ag, Ag, Ao, Az, Ag, Ag, Ag, As,
A7, As, As, As, As, As, As, As, As, As, As, As, As, A7, Ao, As, Ao, As, As, As, As,
A7, A9, Ag. Ag, Ag, Aa, A, Ag, Ag, Ag, A7, Ag, Aa, A, A, Aa, A3, Ay, Ay, Ag, Ag, A

Ag— Ag, As, As, As, As, As, As, As, As, As, As, A7, Aa, As, As, As, As, As, As, As,
Ag, Az, Ag, Ag, Ay, A7, Ag, Ag, A7, Ay, Ag, Ay, Ag, A7, Ag, Ag, Az, Ag, Ag, Ag, Ag,
Aa, As.As, As, A7, As, As. As, Az, As

Tables 6aand 6b show the number of weight elements per group.
n the other hand, no weight can be found for group 2-5 because
o close relationship can be found within itself. It can be seen that
he nun@er and the computational time of weights are simpler to
QEneragy using our proposed method than the methods used
v Yu [52] and Cheng et al. [7]. This table also demonstrates that
frequent recurrence of the FLRs can be handled efficiently by using
this proposed rule. Moreover, the time complexity of proposed
method and methods proposed by Yu [52] and Cheng et al. [ 7] are
also presented in Table Gb.
Step 6: Calculate the forecasted values by using Eq. (3), in which
the numerical time series forecasting is done. For example, the
forecasted value for Ag can be derived as below:

Table 6b
Time complexity in determining weight values.

Ay, 8226.58 for Az, 8632.33 for Ay, 9038.08 for As, 9886.10 for
A7, 10,291.86 for Ag, and 1047039 for Ag. As no weight can
be computed for A,, Az, Ay, As, their midpoints are then used
the forecast values as described in Section 4.3. Moreover, in
-Jenkins methods, the first or the second differencing { Ad,)
cess of actual data are done to remove the trend in the data.
wever, for this step, Box-Jenkins method is applied to obtain a
re accurate forecastand also to avoid the same forecasted value
for the same linguistic time series values as in methods proposed
by Chen[3], Yu [52] and Cheng et al. [7].

Table 7 shows that the numerical forecasted values which have
been determined by using the proposed method. In column 3,
these values declare the first-differencing of actual data. In col-
umn5, these linguistics time series values are predicted by using
the seasonal ARIMA(1,0,0)(0,1,1 7 model, and applying of this pro-
cedure has not yet been clearly described in some previous studies.
This model indicates that the trend of electricity load demand is
repeated every 7 days. By using this model, many of linguistics
values canbe predicted more precisely. Consecutively, the numer-
ical forecasted values are also obtained accurately. The forecast
value started at t=8 (Day 8). Moreover, the pre-forecasted val-
ues are presented in column 6 and these values obtained using Eq.
(3). Finally, pre-forecasted values are added with first-differencing

ues as final forecasted values.
&p 7: Verify the MAPE of proposed method and the MAPE of

thods proposed by Chen 3], Yu [52] and Chenget al. [7] as in
Table 8.

lable 8 shows the comparison of the MAPE between the pro-
posed method and methods proposed by Chen [3], Yu [52] and
Cheng's et al. [7] using various number (10, 9, 8, 7, 6, 5) of testing

Proposed method Yu's method Cheng's method

Input; Input; Input;

a) Index number of linguistic values (A;) (i=1, sgndex number from main linguistic value (4;) a) Index number from main linguistic value (4;)
2,...p) 1,2,...pL (i=1,2,....p).

b) Allindex numbers of others linguistic values (4;)
(j=1.2, ..., p)which have relationships with (4; ).
Process;

a) Choose the dosest index numbers {j
to (A;) from input (b).

b) Compute wy =j - 1{[(j- 1)+j+{j+1]],
wa =10 = 14+ G+ 1] wa =i+ 1[G = 1)+ +(+1)]

1,j,j+1)

Output;

WA )= w1, wa, w3

Time complexity;

Tin)=3n, thus complexity is O{n).

by Allindex numbers of others linguistic values (4;)
(j=1.2.... p)which have relationships with (4;).
Process;

a) Choose all index numbers in input (b).
b)Assigncy =1,...,¢ =r.(ris a number of FLRs).

¢) Compute

wi=cfley ot g) s we=aflo +ootg)

Output;

WA= wi, wa, vy

Time complexity;

Tin)=n?,thus complexity is o).

b} Allindex numbers of others linguistic values (A;)
(j=1.2,.. . p) which has relationship with (4;).
Process;

a) Choose all index numbers in input (b).

¢} Assign trend ¢ =1 for one time occur of index
number, ¢z =2 for two times occur of index
number,. . . r. (risa number of FLRs)

¢) Compute

wi=cflcr+oFo), W= flo e o)
Output;

WA =w o waz,

Time complexity;

Tin)=n?, thus complexity is O[n?).
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Table 7
The forecasted results based on the proposed method.

Day Actual data Diff 1 Fuzzified Forecasted of Ai Pre-forecasted Final forecasted
1 T681.77 Az * *
2 7919.07 2373 Az N N !
3 9395.66 1476.6 As * * *
4 9651.72 256.1 Az " * N
5 9859.63 207.9 Az * * *
G 0634.88 2247 As * * *
7 8876.23 758.7 As * * *
8 7981.16 895.1 Az Az 9040.01 81449
9 8781.00 799.8 Aa As 7813.34 8613.2
10 7306.09 14749 Ay As 8631.12 7156.2
11 9091.44 17854 As Az 7404.45 9189.8
12 9719.24 G27.8 Az As 9040.01 96678
13 9810.20 91.0 Az Az 9857.79 9948.7
14 9249.16 561.0 As As 9857.79 9296.7
15 8397.34 B51.8 Az Aa 9424.36 8572.5
16 9719.24 13219 Az As 8222.23 95441
17 10,036.98 31707 Az Az 9857.79 101755
18 10,113.61 76.6 Ag Ay 9857.79 9934.4
19 10,178.28 64.7 As As 10,266.68 103314
20 10,126.91 51.4 Ag Ay 1028868 102373
232 9029.16 8723 5 Az 9886.10 80985.40
233 10,494.57 14654 As As 9038.08 10,50540
Forecasted values using Chen's Method Forecasted values using Yu's Method
11000 11000
- b L, [ - "
AR s Pt i b lal bt AT
10001 rnfle UMWY 011 ikt thhl‘l:'u[f“:'l"ﬂ .WHH'H- '
i AROEERRRTEE (SR UREEESTERREL SRR AR CRERERPE RIS TRE SR RRRE S
e 297 KR - | ¥ X | i 1 : L ny | !
o] i1t | 1| L | ! o] 14 tl l |
1 1 o ] []
| I|
80004 4 4 #0004
7000+ T T T T T T T T T T T 70004 T T T T T T T T T T T
1 24 48 2 96 120 144 168 192 216 240 1 24 48 72 96 120 144 168 192 216 240
Forecasted values using Cheng's et al. Method Forecasted values using Proposed Me thod
11000
110004
.
10000+
10000+
9000 o004
Gy 8000+ anale
—@— Acud dxa
—i— Proposed mathod
7000 LA T T T T T

1 24 48 72 9% 120 184 168 192

216 240

1 24 48 72 965 10 144 168 192 2i6 240

Fig 2. The actual load and forecasted values based on Chen, ¥u, Cheng and proposed methods.
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MAPE Comparison
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Fig. 3. MAPE comparison of various number of testing data.

data. In the general, all percentages of MAPE increase gradually
following the decrease of testing data number in Table 8, but the
percentages of MAPE from proposed method are smallest if com-
pared with these existing methods. Moreover, in the forecasting,
MAPE value will be increased to the decrease of number testing
data. On the other hand, MAPE of training data show that pro-
posed method is also smaln among them. Thus, by comparing
these percentages of MAPE, the proposed method is better than
methods proposed by Chen [3], Yu [52] and Cheng et al. [7]. The
actual data and forecasted values arealso illustrated in Fig. 2 using
the proposed method, Chen's method, Yu's method and Cheng's
method, respectively.

Fig. 2 shows the actual data, training data, and testing data
which are derived from the proposed method and methods pro-
posed by Chen [3], YLEE] and Cheng et al. [7]. In general, the
training data are able to capture the trend of the actual data.
However, this figure shows that the trainin@ta which are deter-
mined using the existing methods do not capture the trend of

e actual data generally. Many of the training data are out of
the trend line of the actual . Furthermore, Chen's, Yu's and
Cheng's et al.,, methods present the same forecasted values for the
same linguistic values when the load consumption is bigger than
10,000 MW, Therefore, the forecasted values do not fluctuate fol-
lowing time generation. This is due to the fact that these existing
methods do not consider the forecasting of linguistic time series
as shown in Fig. 1. Thus, these existing methods cannot be applied
to investigate the seasonal or trend-seasonal time series values.
Moreover, in the end of each graph on Fig. 2, there are ten testing
data, but they are not close to the actual data if existing methods
are used. Meanwhile, using the proposed method, the testing data
are similar with the actual data. Through this figure, the capability
of the proposed method in fogggasting of testing data (out-sample)
can be improved. In general™hethods proposed by Chen [3], Yu
|52] and Cheng et al. [7] have shown the same value in each day

Table 8
MAPE comparison of proposed method and the existing methods.
Training data Chen's Yu's Cheng's Proposed
method method method method
233 4.50% 4.90% 4.80% 1.33%°
Testing data Chen's Yu's Cheng's Proposed
method method method method
10 4.11% 3.96% 3.82% 1.23%°
9 4.30% 4.08% 4.06% 1.18%
8 5.32% 4.97% 5.12% 1.34%
G 5.00% 4.68% 5.00% 137%
7 5.53% 5.11% 5.75% 1.54%
5 5.85% 5.33% 5.92% 1.63%°

* The smallest percentage.

for the testing data. Thus, the forecasted values are not influenced
by the time generation, unlike forecasted values obtained using
the proposed method as depicted in Fig. 2. This indicates that the
types of time series data and out-sample forecast are not clearl
described by Chen [3], Yu [52] and Cheng et al. [ 7]. Fig. 3 shows tl
performance comparisons between the proposed method and the
methods proposed by Chen, Yu and Cheng et al.

Fig. 3 shows that the MAPE of the proposed approach and that
by Yu's approach which are based on various numbers of test-
ing data. These numbers are 5-10 data. The bars of the MAPE
from the proposed method increase gradually with the percentage
interval from 1.23% until 1.63%. In contrast, the MAPE of Chen's,
¥Yu's and Cheng's methods increase sharply from 4.11% to 5.65%,
3.96% to 5.33%, and 3.82% to 5.92%. Thus, the interval range of
the MAPE from the proposed method is smaller than the MAPE's
range of methods proposed by Chen, Yu and Cheng. Therefore, by
using these numbers of testing data, it can be revealed that the
proposed method can yield a better than three existing methods
above.

9 Conclusion

In this paper, we assigned the weight of the FLRs in the FLG
as based on the closest relationship of linguistic index number
method. Through this method, the frequent recurrence of FLRs is
easy tgmhandle and to calculate if compared with methods pro-
posed BY Yu [52] and Chengetal. | 7]. Thus, the computational time

N be reduced significantly. Moreover, Sturges approach and the
go-power of p rules might be considered to determine the proper
partition number of the universe of discourse. These rules are cho-
sen in order to avoid the trial-error cedure because no previous
studies have been able to mention number of partition rule in
fuzzy time series properly.

In the forecasting procedure, the consideration of the index
numbers from the linguistics time series could be revealed as a
promising way to handle the out-sample forecast. Furthermore, by
using this approach, the linguistic time series values can be fore-
casted, and then these values can be transformed into the numerical
time series values. Thus, the out-sample forecast can be obtained
logically and properly by following time generation. Therefore, this
new procedure presents the clearly contribution in determining of
out-sample forecast on fuzzy time series.

In the verification, the MAPE of the proposed approachis smaller
than that of Yu's approgch. The result shows that our proposed
approach is better than lﬁthods proposed by Chen [3], Yu[52] and
Cheng et al.| 7. Finally, in fuzzy time series, there are three essential
factors should be concerned in achieving the high level forecasting
accuracy such as interval length or partition number of universe
of discourse, weight of FLRs, and forecasting procedure for in-out
sample.
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