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Abstract. Appropriate student's major placement in high school can help students to better
improve their academic achievement. There are many variables which must be considered to
determine the student's majors, such as: Gender, Interests, Intelligence Quotient (IQ); Four
subjects in Junior High School (JHS), average junior high school grades, matriculation score of
four subjects, and average rate of matriculation. The number of variables used in the selection,
causes some weaknesses among them, such as the complexity of variable, the inefficiency of
variable and the existence of some variables which is only as an addition without having a
significant contribution. This study aims to reduce the number of these variables so it will
become easier to analyze and to be applied. The Process of reduction was done by combining
experiments with Predefined attributes. A total of ten combinations were attempted using K-
Nearest Neighbor (K-NN) and Naive Bayes Classifier (NBC) which then was measured by
Confusion Matrix accuracy. The experimental result showed that the combination of variables
which produce the best accuracy were the 9th and 10th experiment with variable matriculation,
interest, and 1QQ, and an accuracy of 96.77% from K-NN also 98.38% from NBC. By combining
both algorithms, 99.87% of maximum accuracy was obtained from those three variables. New
information which can be extracted from this research is that there are only three important
variables to determine major placement in Senior High School, Average Scores of Matriculation,
Interests and IQ followed by four supporting variables such as the scores of Mathematic, Physics,
English and Economics in Matriculation.

1. Introduction

Abundant data opens the opportunities to implement data mining techniques for better management of
education in the implementation of learning with the help of intelligent computers effectively [1].
Currently, Islamic of Senior High School 2 Model Pekanbaru has 2 majors based on curriculum 2013,
namely Mathematics of Natural Sciences (MNS) and Social Sciences major (S5). This major placement
aims to provide direction for learners to focus more on developing their potential and interest. At the
beginning of school entry, new students are required to attend the matriculation class for a month. Then
the scores obtained from the matriculation exams will be taken into consideration and calculated with
Junior High School Grades. In addition to the matriculation scores and junior high school grades,

gment from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
v of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL

Published under licence by IOP Publishing Ltd 1




qle 1st Workshop on Environmental Science, Society, and Technology IOP Publishing
Journal of Physics: Conference Series 1363 (2019) 012057  doi:10.1088/1742-6596/1363/1/012057

students are also given a questionnaire of interest, they were asked to fill personal information and
majors of interest. Furthermore, the teachers of Counseling Guidance (CG) and Curriculum Section will
decide the right majors for the students.

The majors placement Process has several problems such as (1) The abundant data will spend a lot
of time, energy and needs extra-precision; (2) There are some students and parents who neglect the
accuracy of data Processing based on academic potential or score selection which has been recapitulate;
(3) Determination of majors which follows the wish of students or parents without regard to their
academic grades causes students to experience problems in the future. In addition there are many
variables used in determining the majors, some of them are gender; interest; Intelligence Quotient (IQ);
Four grades of subjects at Junior High School (JHS) such as Mathematics, Science, Social Studies, and
English; Average grades of junior high school subjects; Four grades of matriculation subjects namely
Mathematics, Physics, English, and Economics; As well as the average score of matriculation.

The number of variables used as a reference caused problems for both the students and the school.
The problem arose because of the high complexity of variables decreased the accuracy of the actual
choice, the inefficiency of variable lead to difficulty in identifying the used comparison and the existence
of some variables as a supporter without having a significant contribution. Theretore, this study analyzed
and reduced the thirteen variables into several variables to minimize these three problems. The expected
output is the determinant variable reduction with Data Mining technique so it can represent the thirteen
variables used with high accuracy of a combination series used.

Data mining consists of various techniques which can be used to make prediction and classifications,
where this technique estimates the E3ssibility that will occur in the future by looking at some information
and existing data patterns [2], [3]. Data Mining is a technique which implements several algorithms in
solving complex problem [4], either stand-alone, comparing algorithms or combination for extracting
knowledge [5]. The most common technique used in problem solving is classification [6]. K-Nearest
Neighbor (K-NN) algorithm is one of classification techniques included in the Top Ten Algorithm [7]
als@Naive Bayes Classifier (NBC) which is often used in probabilistic [8], [9].

KNN is an algorithm which works by calculating the shortest distance between data attributes [10],
[11], it has a high-performance computing [12], [13], a simple algorithm for large data in characteristic
[14],[15] also good in terms of accuracy and Performance [12], [ 13]. While NBC algorithm is prediction
technique based on simple probabilistic on Bayes theorem with strong independence assumption
(independent) [8], [16]. The advantage of NBC is it's almost similar with KNN in its simple algorithm,
it needs small training data and reliable against irrelevant attributes [9], [16]. The study conducted by
Yusra, et al compares K-NN and NBC to classify the students’ final task majoring in informatics
engineering with the result of each accuracy is 86% with the value of k=7 for K-NN and 87% for NBC
[17]. Also the combination between K-NN and NBC was done by Putri, et al to classify the employment
status on the number of residents in the labor force in Demak for 2012. The combination result had a
value of accuracy 96.06% for K-NN and 94.09% for NBC [9].

In this case K-NN and NBC will classify the dataset from each algorithm, the result of variable
reduction in K-NN will be reclassified using NBC, and vice versa until it obtains the efficiency value of
variable reduction. The essence to be generated is how much each attribute has affects in problem
solving, eliminate the attributes which have no effect on the major placement and to find the best
attribute combination from the two used algorithms.

2. Material and Method

2.1. Dara Mining

Data mining is a Process which use statistical, mathematical, artificial intelligence, and machine learning
techniques to extract and identify useful information and related knowledge from large databases [18].
Data mining also known as Knowledge Discovery in Database (KDD) is used to extract models that
describe important class of data [ 19]. Before doing the data mining Process, it needs some stages called
preprocessing [20]. This is because preprocessing techniques have a significant impact on performance
of machine leaming algorithms. Good database design and good analysis can reduce the problem of
missing data through Processing [21].
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2.2. K-Neaflst Neighbor

The K-NN algorithm was first introduced by Fix and Hodges in 1951 and 1952 [ 10]-[ 12]. This algorithm
is also one of the lazy learning techniques. K-NN is done by searching k-group objects in the closest
training data (similar) to dBjects in new data or data testing [13], [15]. K-NN is included in data mining
method of classification based on learning by analogy. The training data sample has a numerical
dimension attribute. Each sample is a point in the n-dimensional space. All training samples is stored in
n-dimensional space. When testing the data, K-NN will find the value of k closest to data testing. The
proximity is defined in terms of Euclidean distance between two points X = (x1,x2, ...,xnand Y = (y1,
¥2, .., yn) [10]-[12], [22].

2.3. Naive Bayes Classifier

The Naive Bayes Classitier (NBC) algorithm is a statistical classification method based on Bayes
theorem [8]. The Naive Bayes classification assumes the existence of particular feature of a class which
has nothing to do with the characteristics of other classes. Naive Bayes has the potential to classify the
data because of its simplicity [17]. The equation of Bayes Theorem is [23]:

P(H | X)=(P(H | X).P(H)Y/(P(X)) 1)
Note:
X : Data with unknown class
H : The data hypothesis of X is a specific class

(HIX) : The probability of hypothesis H based on X (posteriori Probability)
(H) : Probability of hypothesis H (Prior Probability)

(XIH) : The Probability of X based on the conditions of hypothesis H

(X) : Probability of X.

2 4. Confusion Matrix

Confusion matrix is a tool used to evaluate the classification model in estimating the correct or false
object. A matrix of Prediction which will be compared to the original input class which contains
information of actual value and Predictions on the classification. Confusion Matrix is a classification
evaluation model based on data testing and every Predicted data with the right Proportions [24]. The
formula to calculate the accuracy [25]:

ber of ct dat:
Accuracy= mumber of enrract data 100% 2)

total data

Table 1. Confusion Matrix of 2 Class [26]

Prediction Class

Classification Class = Yes Class = No
Class= Yes a (true positive TP) b (false negative FN)
Class = No ¢ (false positive FP) d (true negative TN)

3. Research Methodology

The stage in calculating K-NN and NBC algorithm in this research was done by applying variable
simulation, by combining variables in the classification Process using K-NN and NBC algorithm, can
be seen in Figure 1.

4. Results and Discussion

The data used in this study was taken from data recapitulation of student majors in Islamic of Senior
High School 2 Model Pekanbaru by CG Teachers and Curriculum Section academic year 2013/2014 to
2016/2017. The number of data collected is 356 records which consist of 227 records for training data
and 153 records for testing data. The student majors that have been collected will be used for the
classification Process in order to obtain the best features or variables from the simulation Process in the
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placement of majors. A total of 13 variables were used in the Process of classification in this study with
2 targets, Mathematics Natural Sciences (MNS) and Social Sciences (SS).

Start

Data Collection

l

Data Preprocessing

v

K-Nearest Neighbor
Model

Naive Bayes Classifier
Model

CM Accuration Eliminates CM Accuration

=90% Variable 290%

¥ v

¥ ¥

Naive Bayes Classifier K-Nearest Neighbor
Model Model
K-NN to NBC NBC to K-NN
Hight
Performance
Variable

]

Variable Selection

Finish

Figure 1. Research Methodology

The data taken is the data value based on the success parameters of Students in majors which have
been implemented for four semesters in Senior High School. There are two determined success
parameters, high school grades from semesters one to four on compulsory subjects of MNS for science
majors = 80 and compulsory subjects SS for SS majors = 77 with graphics value increased for four
semesters.

Smoothing technique was done to data generated from schools using binning method by applying
equal width distance [25]. It is done to avoid data which contains noise or invalid. At this stage equal
width is used to divide the interval of attribute values into n equal width intervals. Then Proceed with
transformation by changing equal width distance data into low range = 1, medium = 2, and high = 3.




“le 1st Workshop on Environmental Science, Society, and Technology IOP Publishing
Journal of Physics: Conference Series 1363 (2019) 012057  doi:10.1088/1742-6596/1363/1/012057

Table 2. Dataset Students’ Grades in Senior High School

Matriculation Scores Junior High School Grades

a E 3
- i s ¢ 2 of s £ 3 & 3
g E g 5 % £ B g ZE E £ 3 B =
z & s g | = £ H @ == = b b D x
001 1310A01 M 116 MNS 40 47 52 40 4475 948 890 924 932 9235
002 1310A02 M 131 MNS 80 68 76 70 7350 938 902 940 888 91.70
003 1310A03 F 109  MNS 84 75 52 70 7025 90.8 862 914 902 8965
004  1310A07 F 124  MNS 76 63 56 50 61.25 84.0 820 812 81.2 8210
005 1310A08 M 131 MNS 60 60 68 70 64.50 934 928 896 916 9185
006 1310841 M 109 SS 80 67 60 60 66.75 82.6 804 B850 830 8275
007 1310842 M 101 5SS 20 51 28 50 37.25 80.2 826 Bl1.6 86,8 8280

97 S8 28 30 45 43 3650 735 778 782 T44 7597

o

875 1310562

4.1. Variable Simulation

Thirteen variables used will be combined and divided into ten simulation stages as follows: (1) All
Variables (Gender, 1Q, Interest, Matriculation Scores, Junior High School Grades); (2) Junior grades
(Mathematics, Science, SS, and English); (3) Matriculation Scores (Mathematics, Physics, English, and
Economics); (4) Junior High grades with 1Q; (5) Matriculation Scores with [Q; (6) Junior high school
grades with interests; (7) Matriculation Scores with interest; (8) Average grades of junior high school
with IQ; (9) Average grades of Matriculation with Interests; (10) IQ with Interest.

4.2. KNN and NBC Analysis

The experimental results showed that the minimum accuracy value of K-NN based on confusion matrix
is 67.88% in the third simulation, while 2 simulations have accuracy above 90% in the ninth simulation
(S-9) and tenth (S-10) by 94.83% and 96.77% respectively.

Classification Simulations on K-NN

120%
94.83% 96.77%

100%
80 21% 82.01% 83.91%
* 67.88% 71.07% 69 455 70.59%

80% 68.30%
60%
40%
20%

0%

S-9

S-3 84
Figure 2. Results of K-NN Accuracy using Confusion Matrix

From figure 2 above it can be seen that S-9 and S10 are the highest simulation. So the best variable on
K-NN algorithm to be tested on NBC algorithm is the 9th simulation with attribute of average
matriculation and interest, and the 10th simulation with attribute of interest and [Q. For modeling NBC
by applying the best variables (S9 and S-10) from the accuracy of K-NN algorithm in previous stages.
Based on the classification experiments using NBC algorithm and accuracy testing using confusion
matrix, the average matriculation scores, interest and IQ variables obtain 99.87% of accuracy for the
three attributes on the NBC algorithm.
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4.3. NBC and KNN Analysis
NBC('s analysis on K-NN algorithm has some different accuracy results, especially in terms of Confusion
Matrix accuracy. Here are the results of NBC accuracy on K-NN.

Classification Simulations on NBC

120%
100% 87-90%

7722% .

80% 5
60%
40%
20%
0%

&
2

&
i
e

&

B 5
e et

QOOROO
RS

5-1 S-2 S-3 5-4
Figure 3. Results of NBC Accuracy using Confusion Matrix

From figure 3 above it can be seen that classification using NBC has better tendency than K-NN, it can
be seen from the accuracy of confusion matrix with minimum accuracy value of 72,05% at S-3.
Accuracy results also show that S-9 and S-10 have values above 90% as well as in K-NN, which can be
interpreted that the three variables namely the average matriculation scores, interest and [Q are important
variable in this study. Next, just like previous experiments, the highest accuracy greater than 90% will
be tested using K-NN. New combinations of these three attributes result in accuracy ot 99.03%.

The overall results of comparison between K-NN and NBC experiments as well as NBC experiments
with K-NN can be seen in Figure 4 below:

Comparison of Algorithm Simulation

150%

100%

- -
= it - ————

50%

0%
5-1 52 &3 5S4 S§85 56 S-7 858 59 S-10

= K-NNto NBC ====NBC to K-NN
Figure 4. Comparison of Accuracy between K-NN and NBC

While the combination of experiments S-9 and S8-10 which consists of three main variables on each of
experimental algorithm can be seen in Figure 5 below.
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Comparison of Accuracy of Algorithm Combinations

100.00% 99 87%
%
99.50%
09.03%
99.00% %%g%g%%é
98.50% Z
K-NN to NBC NBC to K-NN

Figure 5. Comparison of Best Combination Accuracy of K-NN and NBC

According to comparative analysis on both experimental simulation and combination algorithm using
K-NN and NBC, a new knowledge is formed from a set of variables in the dataset that the result of
combining attributes in each simulation shows the three best attributes of all attributes used are the
average matriculation scores, interest, and IQ. The average scores of matriculation consist of
Mathematics, Physics, English, and Economics are the supporting variables used as school reference in
selecting the best majors. Other factors or variables such as Junior High grades consist of Mathematics,
Science, Social Studies, and English; Average grades of junior high school subjects; The average value
of matriculation and gender cannot be used as a reference in the selection of majors.

5. Conclusion

The calculation of NBC algorithm applied for student major classification in Islamic of Senior High
School 2 Pekanbaru Model is able to produce the highest accuracy of 98.38% at S-9, it is higher than
K-NN 96.77% at S-10. §-9 and S-10 contain combination of main variable, the average of matriculation
scores with interest and interest with IQ. So it can be concluded that to determine the major placement,
the most important variables which need to be the main references are the average scores of
Matriculation, Interests and IQ. The three variables were also combined to two algorithms, K-NN and
NBC. Both algorithms were compared by applying the accuracy greater than 90% which obtained the
accuracy of K-NN to NBC by 99.87% and NBC to K-NN equal to 99.03%. The result of this research
in general can be stated that there are only 3 main variables and 4 matriculation scores as supporting
variables that can be used as reference in the major placement, not thirteen attributes as previously
proposed.
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