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Abstract—The scholarships award for students are often 
subjective, not transparent, un-measurable, and less precise on 
target. One of the computer technologies used to process big data 
such as scholarship recipient problems is data mining. Various 
methods of data mining can be used to predict the feasibility of 
data such as K-Nearest Neighbors (KNN) and Linear Regression. 
This study compares both methods in solving the scholarship 
recipient problem. The attributes used are Semester period, Grade 
Point Average (GPA), Statement Letter of Active Student, Letters 
of Assistance, Student Identity Card, Identity Card, Family Card, 
Study Result Card, Statement Letter, Bank Account, and 
Statement Letter of Passed Administration. The variables used in 
the comparison process include Accuracy, Precision, Recall, 
Classification Error, Absolute Error, and Root Mean Square Error 
(RMSE). Data from 8212 scholarship recipients are tested through 
simulation testing of training data and testing data 90:10, 70:30, 
50:50, 30:70, and 10:90. Herein, Rapidminer is used as a tool to 
view the results of analysis from both methods. As a result, both 
methods for data simulation 90:10 and 70:30 provide 100% of 
accuracy, precision, and recall. Meanwhile, KNN from data 
simulation 50:50, 30:70, and 10:90 provide better performance in 
accuracy, precision, recall, classification error, absolute error and 
RMSE than in Linear Regression with comparison of mean 
differences are 17.79%, 18.1%, 10.83%, 17.79%, and 0.25 
respectively. KNN and Linear Regression methods have been 
successfully applied to classify and cluster the data of scholarship 
recipients. The result has shown that KNN method is more 
effective and efficient rather than Linear Regression method. This 
provides new knowledge contribution. Hopefully, the selection 
process of scholarship recipients can be implemented much better, 
transparent, no longer subjective, and right on the target. 

Keywords—Data mining, K-Nearest Neighbors (KNN), Linear 
Regression, Rapidminer, Accuracy, Precision, Recall, Classification 
Error, Absolute Error, and Root Mean Square Error (RMSE), 
Scholarship 

I. INTRODUCTION

A scholarship award is an appreciation given to individual 
scholar in order to continue their education to a higher level. The 
reward given can be a special access to an institution or financial 
assistance. Basically, the scholarship provides an income for 
those who receive it [1]. Usually, it is in form of funds spent for 
students during the course time in the desired study period. Riau 
Province Government always offers this scholarship program 
every year. Unfortunately, the scholarship given to the students 
is subjective thus a lot of eligible students are not getting the 
scholarships and vice versa. Emotional factor and relationships 
with the staffs in charge in this program make it a un-fair 

condition in the election. Data mining is extracting useful 
information from large datasets. There are a lot of data problems 
solved by using data mining techniques such as association, 
prediction, classification, and clustering. To solve the scholarship 
recipient problem, the classification and cluster will be done by 
using data mining techniques. It is conducted by comparing two 
methods, Linear Regression and K-Nearest Neighbors. Linear 
Regression is a statistical method used to form a model of the 
relationship between dependent variables with one or more 
independent variables. If the number of independent variables is 
only one, it is called a Simple Linear Regression, [2] else it can 
be called as Multiple Linear regression models. This model is the 
most popular data-driven model for their easy application and 
very well known techniques in parametric methods. Meanwhile, 
the relationship between dependent and independent variables is 
far and not true linear provides a poor fit of this method to the 
data [3, 4]. 

K-Nearest Neighbors or commonly abbreviated with KNN is
a nonparametric method to classify new data whose class is 
unknown yet and choose data as much as k which is nearest 
located from new data. Generally,k is determined as an odd 
number to avoid the appearance of the same amount of distance 
in the classification process. This method provides a more 
flexible approach with an explicit form for f(k). This method 
often more complex to understand and interpret. For some of the 
observation on data predictor, parametric methods work better 
[3]. The KNN classifier is one of the most popular neighborhood 
classifiers in pattern recognition. If compared with Bayes 
algorithm and other Euclidean distance calculation, K-Nearest 
neighbor algorithm has better efficiency and performance [5]. 

Previous research conducted by Sumarlin [6] entitled 
“Implementation of K-Nearest Neighbors Algorithm as Decision 
Support of Improvement of Academic Achievement 
(Peningkatan Prestasi Akademik-PPA) and Students Scholarship 
(Bantuan Belajar Mahasiswa-BBM) classification” explained 
that from 227 records of PPA scholarship datasets, the accuracy 
reached 77.96% , while for BBM scholarship used 183 record 
datasets, the accuracy reached 97.28%. The combination of PPA 
and BBM scholarships reached the accuracy of 85.56%. Another 
study by Mustafidah [7] entitled “Data Mining Regression 
Model of Motivation Learning's Influence against Student 
Discipline Level”. This research studied the relationship between 
motivation learning's influences against discipline level in some 
following classes in Indonesia universities. They used two kinds 
of the regression model, linear and quadratic. As the result, the 
linear regression model provided the error of MSE (Mean Square 
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Error) equal to 8.13% while quadratic regression model was 
8.15%. It can be concluded that Linear Regression is more 
suitable for this cases. Another study by Arto and Annika [8] 
proposed the average value of RMSE in KNN is smaller than 
Linear Regression. When the results were examined within 
diameter classes, KNN result is less bias than regression model 
results, especially with extreme values of diameter. The 
difference between these models as more obvious when the 
assumed model form is not exactly correct. Furthermore, the 
implementation and advancement of KNN Model were described 
by Bahar et.al [9] with the title “Model of Scholarship Type 
Determinants using KNN Algorithm Combination of Rule Base 
and Knowledge Base”. They found that it was more flexible in 
determining the status of testing data through this combination. 
The result from Leidiyana and Hanny [10] found that KNN has 
an accuracy of 81.46% and includes a very good data 
classification. It was due to an Area Under Curve (AUC) value 
was between 0.90-1.00, and equal to 0.98. 

Based on these above studies, the comparison of Linear 
Regression and K-Nearest Neighbors methods toward the 
classification of scholarship recipients data are studied in this 
paper. The comparison of accuracy, precision, recall, 
classification error, absolute error, and RMSE are analyzed to 
show the discrepancies the models and examined the better used 
in the classification of the scholarship recipient data. 

II. LITERATURE REVIEW 

A. Data Mining 

Data mining is a process of extracting and identifying 
information and knowledge in large volumes and how the 
relationships can be built using statistical, mathematics, artificial 
intelligence, and machine learning techniques (Turban, et al, 
2005) [4, 10]. The process of data mining is performed in 
knowledge discovery database (KDD) through several stages as 
shown in Fig. 1 [11]. It includes the selection process-as data 
selection; pre processing-as cleaning data process from missing 
values, duplicate data, in-consistency data, and wrong data; 
transformation-as dimensional reduction with normalization 
ranges in 0-1. For data normalization, it can be calculated by 
using the formula below. 

 (1) 

where,  
vi =  new data after normalization 
v =  data before normalization 

 new_maxa =  new max value limit is 1 
   new_mina =  new min value limit is 0 
   maxa             =  maximum value in column 
   mina =  minimum value in column 

The last stage is to form the data mining pattern as a form of 
interpretation/evaluation. Herein, the Linear Regression method 
and K-Nearest Neighbors method are applied. 

 

Fig. 1. Stages of Knowledge Discovery in Database –KDD[11] 

B. Linear Regression Process 

Linear Regression classification method is one of data 
processing method in the concept of data mining. The steps 
performed on this method include [6]: 

1) Calculating the mean of each attribute: 

  (2) 

2) Calculating the standard deviation: 

  (3) 
where, 
S= deviation standards 

= value of x to i 
= mean 

n= number of attributes 
3) Calculating the value of a and bn:Steps that must be done 

is to find the value of a and bn in order to obtain linear 
regression equation. 

  (4) 

  (5) 

where: 
a = constants 
b = regression coefficient value 
det= determinant 

4) Creating a linear regression equation: After getting the 
value of a and bn, then do the calculation by using the equation 
of linear regression line. 

  (6) 
where: 
Y =  dependent variable (predicted value) 
a  =  constants 
b  =  slope / correlation coefficient (increase or decrease 

value) 
x  =  independent variable 

5) Partial correlation testing 

  (7) 
where: 
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 = partial correlation test 
∑= Total amount of  

6) Calculating the correlation coefficient 

  (8) 

  (9) 

7) Calculating the relative contribution of both predictors 
(R2) 

  (10) 
where: 

JKreg (sum of squares regression)=  

JKres  
8) Calculating R simultaneous 

  (11) 
9) Finding the coefficient of determinant’s value 

  (12) 

C. K-Nearest Neighbors Process 

The steps in K-Nearest Neighbors process are explained 
below [12, 13]. 

1) Determination n initial data as the initial knowledge-base 
of the system. 

2) Determination of the nearest K’s value (neighbor). 
3) Preparation of the training data in the form of the 

criteria's value of new data that the status has not been known. 
4) Determination of the status of each training data based on 

certain rules to generate knowledge-base of the system. 
5) Calculation of the distance of each sample of training 

data against data to be tested (testing data) based on the 
Euclidian equation: 

  (13) 
where: 
d = the distance between the points in training data x and 

the points in testing data y that will be classified, 
where , …,  and , …,  

i = represents the value of attribute   
n = an attribute dimension. 

6) Setting the status of testing data based on the average 
value of K nearest training data samples. 

III. RESEARCH METHODOLOGY 

This research is conducted by following several stages as 
described in Fig. 2. Stage 1 is the process of problem 
formulation related to the comparison of both methods and the 
process of receiving scholarship managed by Riau Province 
Government as a case study. Furthermore, the literature study is 
reviewed to understand the basic theory of KNN and Linear 

Regression. The differences and similarities of both methods are 
investigated to find the variables that serve as a benchmark 
comparison between the two methods. As a result, comparable 
variables are defined as viz.accuracy, precision, recall, absolute 
error, classification error, and RMSE value.  A literature review 
is studied through various sources and references from books or 
e-books, articles, national and international journals and 
proceedings. The data collection by Provincial Government of 
Riau in 2013 and 2014 consisted of 8,212 data.  

 

 
Fig. 2. Stages of Research Methodology 

The criteria attribute that determined by agreement with the 
People's Welfare Bureau of Riau Province are Semester, Grade 
Point Average (GPA), Statement Letter of Active Student, 
Letters of Assistance, Student Identity Card, Identity Card, 
Family Card, Study Result Card, Statement Letter, Bank 
Account, and Statement Letter of Passed Administration. The 
collected data come from the data of scholarship recipients who 
had passed the administrative requirements. The next stage is the 
analysis. The analysis is performed for overall data and step set 
based on KNN and Linear Regression algorithms. This process is 
conducted by using Rapidminer tool to compare the results of 
both methods through the simulation of training data and testing 
data including 90:10, 70:30, 50:50, 30:70, and 10:90. The last 
stage of this research is to obtain conclusion and suggestion for 
improvement. 

IV. RESULT AND DISCUSSION 

A. KDD Process 

The implementation of the KDD provides several outputs. 
As a result of data cleaning process, 8,212 data are of missing 
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values from the basic of 21,717 raw data. In this case study, the 
data integration process is skipped due to its single data 
performed. Furthermore, based on the interviews and 
observations in People's Welfare Bureau of Riau Province, 11 
attributes on the data are obtained and ready to be used for KDD 
process. The attributes used are Semester, Grade Point Average 
(GPA), Statement Letter of Active Student, Letters of 
Assistance, Student Identity Card, Identity Card, Family Card, 
Study Result Card, Statement Letter, Bank Account, and 
Statement Letter of Passed Administration. While other 
attributes such as birth year, parent's birthplace, SKAK 
(Statement Letter of Active Students), SPTMBPL (Statement 
Letter for not receiving another scholarship program), SPKD 
(Statement Letter of Data Validity), SKTM (Statement Letter 
for Economic Status), and description only serve as the support 
attributes. Furthermore, the transformation process is done by 
changing the data format into normalization ranges from 0-1 
based on the formula explained in chapter II and equation (1). 
The result of transformation can be seen in Fig. 3. 

B. Development of Rapidminer Analysis Series 

The Rapidminer analysis series used are developed in Fig. 4 
and Fig. 5.The series is made based on simulation of training 
data and testing data as 90:10, 70:30, 50:50, 30:70, and 10:90. 
The performance measurement results are set according to the 
required comparison variables, viz. accuracy, precision, recall, 
absolute error, classification error, and RMSE values. The 
similar process is conducted for Linear Regression as well as 
described in Fig. 5. 

C. Comparative Analysis of Testing Results 

1) KNN testing results for training data 90% and testing 
data 10% 

As the result of measurement, the confusion matrix for KNN 
is explained in Table I. Table I shows that the tests performed 
using 90% training data and 10% testing data on each value of 
K (K1, K3, K5, K7, and K9) obtained the results with True 
Positive (TP) is 401, False Negative ( FN) is 0, False Positive 
(FP) is 0, and True Negative (TN) is 422 with 100% accuracy, 
100% Precision, 100% Recall, 0% error classification, absolute 
error is 0.000, and root mean squared error is 0.000.  

TABLE I. CONFUSION MATRIX KNN 90:10 

 

2) KNN testing results for training data 70% and testing 
data 30% 

The confusion matrix result with KNN method for 70:30 can 
be seen in Table II. It explains that KNN test diagram on K1, 
K3, K5, K7, and K9 provides 100% accuracy, 100% precision, 
100% Recall, and 0.00% of classification error. 

 
TABLE II. CONFUSION MATRIX KNN 70:30 

 

 
Fig. 3. Transformation of data normalization 
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Fig. 4. Rapidminer series for K-NN process Fig. 5. Rapidminer series for linear regression process 

3) KNN testing results for training data 50% and testing 
data 50% 

The confusion matrix of KNN method for 50:50 can be seen 
in Table III. It provides K1 with True Positive (TP) is 802, 
False Negatif (FN) is 0, False Positif (FP) is 1,and True Positif 
(TP) is 3303 with accuracy, 99.98%, Precision 99.94%, Recall 
99.98%, classification error 0.02%, and root mean squared 
error 0.016. For K3 finds accuracy 99.22%, Precision 98.08 
%, Recall 99.52%, classification error 0.78%, dan root mean 
squared error 0.073.  K5 with similar values of TP, FN, FP 
and TP provides accuracy 97.57 %, Precision 94.51 %, Recall 
98.50 %, classification error 2.41%, dan root mean squared 
error 0.104. For K7 generates accuracy 97.49 %, Precision 
94.49 %, Recall 94.31%, classification error 2.51 %, dan root 
mean squared error 0.119. Finally K9 provides accuracy in 
97.49 %, Precision 94.49 %, Recall 94.31%, classification 
error 2.51 %, dan root mean squared error 0.126. 

TABLE III. CONFUSION MATRIX KNN 50:50 

 
4) KNN testing results for training data 30% and testing 

data 70% 
The confusion matrix of KNN method for 30:70 can be seen 

in Table IV. It provides K1 with True Positive (TP) is1,205, 
False Negative(FN) is 0, False Positive (FP) is 0, and True 
Negative (TN) is 4,543 with 100% accuracy, 100% precision, 
100% recall, 0.00% classification error, and root mean 
squared error is 0.000. 

TABLE IV. CONFUSION MATRIX KNN 30:70 

 

 For K3 provides 99.98% accuracy, 99.96% precision, 
99.99% recall, 0.02% classification error, and root mean 
squared error is 0.035. For K5, it finds 99.83% accuracy, 

99.59% precision, 99.89% recall, 0.17% classification error, 
and root mean squared error is 0.035. K7 produces 99.67% 
accuracy, 99.22% precision, 99.79% recall, classification error 
is 0.33%, and root mean squared error is 0.053. Finally, K9 
provides 99.18% accuracy, 98.12% precision, 99.48% recall, 
0.82% classification error, and root mean squared error is 
0.066. 

5) KNN testing results for training data 10% and testing 
data 90% 

The confusion matrix result with KNN method for 10:90 
shown at Table V. It shows that K1 True Positive (TP) is 1204, 
False Negative (FN) is 0, False Positive (FP) is 3, and True 
Negative (TN) is 6182, it provides 99.96% accuracy, 99.88% 
precision, 99.98% recall, 0.04% classification error, and root 
mean squared error is 0.020. For K3 finds 98.73% accuracy, 
96.38% Precision, 99.24% Recall, 1.27% classification error, 
and root mean squared error is 0.116. K5 provides 92.79% 
accuracy, 84.66% precision, 95.69% recall, 7.21% 
classification error, and root mean squared error is 0.184. K7 
provides 90.24% accuracy, 81.27% precision, 94.17% recall, 
9.76% classification error, and root mean squared error is 
0.218. Finally, K9 generates 89.74% accuracy, 80.68% 
precision, 93.87% recall, 10.26% classification error, and root 
mean squared error is 0.241. 

As the summarization, the average values of KNN from K1 
to K9 for the entire simulation can be depicted from Table VI. 
Table VI explained that the values of accuracy, precision, 
recall, classification error, and root mean squared error is 
produced during the simulation test in 30:70 as the highest 
performance, followed by 50:50, and 10:90 respectively. From 
Tables III, IV, and V, they find that the smaller values of K 
will provide the highest values of accuracy, precision, recall, 
classification error, and root mean squared error. Herein, K1 
has the highest performance, it is then followed by K3, K5, K7, 
and K9 as the lowest one.  

TABLE V. CONFUSION MATRIX KNN 10:90 
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TABLE VI. KNN RESULTS 

 

A. Testing Result of Linear Regression  

By following the equation in Chapter 2, the confusion 
matrix for Linear Regression is explained in Table VII. 

TABLE VII. CONFUSION MATRIX OF LINEAR REGRESSION 

 
It showed that from simulation test in 90:10 and 70:30, the 

performance of accuracy, precision, recall, classification error, 
and root mean squared error are 100%. For simulation in 
50:50, True Positive (TP) is 802, False Negative (FN) is 427, 
False Positive (FP) is 0, and True Negative (TN) is 
2877,found the performance are 89.60% accuracy, 
82.62%precision, 93.54% recall, 10.40% classification error, 
and Root Mean Squared Error is 0.322. For simulation testing 
in 30:70, provides 88.92% accuracy, 82.71% precision, 
92.99% recall, 11.08% classification error, and root mean 
squared error is 0.316. Finally for simulation testing in 10:90, 
it found 60.48%accuracy, 64.60% precision, 76.39% recall, 
39.52% classification error, and RMSE is 0.440. 

B. The Results of Comparison Method 

The summarization of two methods analysis is explained in 
Table VIII.  

TABLE VIII. COMPARISON ANALYSIS OF KNN AND LINEAR REGRESSION  

 

From this table we can compare that KNN and Linear 
Regression provides the different performance values in 
simulation test 50:50, 30:70, and 10:90. The performance 
measurement of accuracy, precision, recall, classification error, 
and root mean squared error in KNN provides the better values 
rather than in Linear Regression with a comparison of mean 
differences are 17.79%, 18.1%, 10.83%, 17.79%, and 0.25 
respectively. Based on the values of TP, TN and FN for Linear 
Regression in Table VII compared to the values for KNN in 
Table III, IV, and V, the predictions of KNN is more accurate 
than Linear Regression. 

V. CONCLUSION 

This paper completed the step process of data mining in 
classifying and clustering 8,212 scholarship recipients data in 
Riau Province. To find the right classification methods, the 
comparison analysis between KNN and Linear Regression is 
conducted.  As the conclusion, KNN provides better 
performance in accuracy, classification error, weighted mean 
recall, weighted mean precision, absolute error, and root mean 
squared error than Linear Regression, especially for simulation 
testing in 50:50, 30:70 and 10:90. It is also shown that the 
smaller values of K in KNN will provide a greater value of 
performance. This supported the statement of Arto and Annika 
[8] that the average value of RMSE in KNN is smaller than 
Linear Regression. For better accuracy and performances, 
KNN method is better applied in classifying and clustering the 
scholarship recipients data than Linear Regression. Therefore, 
the selection process can be implemented better, transparent, 
no longer subjective, and right on the target. 
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